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ABSTRACT A software-defined vehicular network is made up of an IoT (Internet of Things) based
vehicular ad-hoc network and a software-defined network. For better communication in IoT based vehicle
networks, researchers are now working on the VANET (Vehicular Ad-hoc Network) to increase the overall
system performance. To maximize the VANET ad-hoc network’s information application performance and
reliability, edge computing has gained the attention of researchers. In current research, cloud computing is
used for message related task execution, which increases the response time. We propose a Software-defined
Fault Tolerance and QoS-Aware (Quality of Service) IoT-Based Vehicular Networks Using Edge Computing
Secured by Blockchain to reduce overall communication delay, message failure fault tolerance, and secure
service provisioning for VANET ad-hoc networks in this article. We proposed heuristic algorithms to solve
the above mentioned problems of response delay, message failure, fault tolerance, and security provided by
the Blockchain. The proposed model gets vehicle messages through SDN (Software defined network) nodes,
which are placed on nearby edge servers, and the edge servers are validated by the blockchain to provide
secure services to vehicles. The SDN controller, which exists on an edge server, which is placed on the road
side to overcome communication delays, receives different messages from the vehicles and divides these
messages in to two different categories. The message division is performed by the edge server by judging
the time line, size, and emergency situation. SDN controller organized these messages and forwarded them
to their destination. After the message is delivered to its destination, a fault tolerance mechanism checks
their acknowledgements. If the message delivery fails, the fault tolerance algorithm will resend the failure
message. The proposed model is implemented using a custom simulator and compared with the latest VANET
based QoS and fault tolerance models. The result shows the performance of the proposed model, which
decreased the overall message communication delay by 55% of the normal and emergency messages by
using the edge server SDN controller. Furthermore, the proposed model reduces the execution time, security
risk, and message failure ratio by using the edge server, cloud server and blockchain infrastructure.

INDEX TERMS Vehicular ad-hoc network, quality of service, fault-tolerance, IoT systems, security,
response time, cloud, edge computing.

I. INTRODUCTION
The current growth of information and communication
technology (ICT), vehicular ad-hoc networks and their
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communication architectures have gained researchers’ atten-
tion for efficient road traffic control and safety. The vehic-
ular ad-hoc network consists of three main communication
types: vehicle-to-vehicle communication, vehicle-to-road
communication, and vehicle-to-infrastructure communica-
tion [1].The communication techniques that are used by
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the vehicular ad-hoc network VANET are dedicated to
short-range communication and require wireless connectiv-
ity in the vehicular environment. Currently, researchers are
working on a better and more efficient communication model
for the vehicular ad-hoc network VANET. However, vehicular
ad-hoc network VANETS continue to face numerous security,
scalability, flexibility, and programmability issues [2]. To
overcome the above-mentioned problems; the researchers
developed a software-defined networking technology for
vehicular ad-hoc network VANET. This new technology is
used to separate the data and control plan and provides
the facility of programmability to the vehicular ad-hoc net-
work VANET communication system. With the use of the
SDN controller in the vehicular ad-hoc network VANET, the
dynamic communication is enabled to make this system more
effective to fulfill public demands [3].The above-mentioned
technology, SDN, provides application programming inter-
faces (APIs) to facilitate new business analysis. SDN is
effective, unique, flexible, and programmable and provides
centralized communication with dynamic control. Due to
these advantages of the SDN, the researchers combined the
SDN and vehicular ad-hoc network VANET for effective
communication among vehicles. This combined infrastruc-
ture is named “SDVN” [4], [S].SDN plays a vital role in mak-
ing vehicle communication effective on the road. When there
is less traffic and movement, unwanted acts like security and
theft can increase. So, in this situation, the vehicle message
must be reached to the monitoring system (i.e., police) to save
passengers or tourists from any danger [6].

The data produced by the SDNV (software defined net-
work for vehicles) is stored on the cloud infrastructure for
further processing and on-demand storage capacity. Cloud
computing is used to enable ubiquitous computing and effi-
cient and on-demand network resource requirements like
network, server, storage, and applications. The services pro-
vided by the cloud infrastructure are those with minimal
management control and service provider interactions. The
proposed model [7] describes cloud computing characteris-
tics and four deployment models. We need to use edge com-
puting to reduce overall communication delays and to store
and execute vehicular ad-hoc network VANET data locally
at the edge of the network. Fog computing minimizes the
delay and the server is placed near the edge user to minimize
the overall communication and processing cost of the vehic-
ular ad-hoc network VANET. Fog computing is geograph-
ically distributed computing infrastructure which is placed
locally to perform local tasks with a resource pool backed
by the cloud services to collectively perform elastic compu-
tation, communication, and storage in isolated environments
for large scale users’ networks [8].Recently used vehicular
ad-hoc network VANETSDVN models performed well, but
these models used cloud infrastructure for computation and
storage related tasks, which will increase the response time in
emergency situations like theft and accidents. Furthermore,
the big issue is fault-tolerance in vehicular ad-hoc network
VANET. If the critical and emergency-related tasks fail but
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the passenger or tourist is not aware of it, the local server
is not verified to provide secure service to the IoT-based
communication vehicles. When the vehicle sends a message
to the nearby local edge server, it does not know how the
message is received by the verified local server or a malicious
server. So security is also a big challenge for the vehicular ad-
hoc network VANET to provide secure service with minimum
communication delay, and messages should be delivered,
in any case, to the destination.

Daily, the number of internet devices is increasing. There
is a prediction that by the end of 2025, there will be around
41.6 billion devices on the globe. This clearly shows two
or three devices per head on average. The IoT is playing
a massive part in our everyday lives. Its main objective
is to reduce the manual labor of humans. They achieve
this objective by integrating other sensors and components
and using a data and energy integrated network (DEIN),
also known as simultaneous wireless information and power
transfer (SWIPT). These sensors are everywhere; that is,
roofing, carpeting, all around us [9]. In the DEIN system,
the RF technology faces the difficulty of overcoming the
massive interference from the air and an enormous amount
of energy loss during the conversion of energy in the RF
to DC conversion procedure. These systems are multiple-
input, single-out techniques used to reduce this loss, which is
only a marginal improvement. The Non-Orthogonal Multiple
Access (NOMA) system is based on the network system to
overcome this energy loss efficiently. This way, the energy
loss decreases, there is less air interference and less power
loss during the conversion process, which increases the sys-
tem’s overall efficiency [10]. It has gained emerging popular-
ity in our daily lives. There is a downfall to this marvelous
service provider. This system is a single point failure, mean-
ing that if there is a fault in a single point, the whole system
will go down. In addition to this, there are data security and
privacy issues. It is becoming increasingly difficult to control
the growing number of cybercrimes. To reduce security risks,
a blockchain-based system has been introduced. This system
provides security, flexibility, and many more features, which
have attracted and motivated many businesses to run on IoT
[11]. In this research, blockchain is used to provide secu-
rity services to an [oT base network after proper validation
and verification of the remote edge server. Blockchain is an
efficient system in terms of security and energy utilization.
The main concern of this research is how the blockchain
protects its users by providing end-to-end encryption. The
proposed research also includes and discusses how to make
this blockchain system efficient by changing the algorithms
and using a variety of artificial-based algorithms to utilize the
data efficiently. The blockchain provides the lowest latency
time, energy efficiency, and reliability to the user, especially
among businesses. Due to this, more and more companies are
now being transferred to the cloud-based blockchain frame-
work of IoT using computing edges. Blockchain-based edge
server latency awareness research discusses how blockchain
serves its services and makes life and daily tasks more
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accessible, straightforward, and secure. The functionality of
the blockchain is to provide the security and flexibility of
data to everyone. Many IoT-based systems recorded data but
were not available to the local public because of their lack of
security systems. But not integrating with blockchain. This
data is now readily available to the public with the help of
other valuable data for public utilization. This has helped
the public share their data with one another without fear of
being leaked or anything else, as there is no intermediary. The
blockchain achieves its goal by blocking cyber-attacks and
unauthorized access to its data that is personal or confidential
information [12]-[15].

A. CONTRIBUTIONS

1) A novel architecture is proposed based on SDVN in
which an edge server is used for local processing instead
of cloud computing to reduce vehicles’ communication
delays in the vehicular ad-hoc network. VANET

2) Response time is an important QoS parameter in the
vehicular ad-hoc network. VANET is also considered in
the proposed model.

3) Blockchain is used to validate and verify edge comput-
ing to provide secure services to the vehicles on the road.
When the edge server requests the cloud server for a
service required by the IoT vehicle, than the Blockchain
which is integrated within cloud server register the edge
server by issuing the smart contract to provide secure
services to the requesting device.

4) A message failure fault-tolerance mechanism is also
proposed to overcome message-related task failure.

5) Message priority is also calculated for normal and crit-
ical messages and delivered in time to provide effec-
tive and efficient services to the IoT-based vehicles on
the road, saving them from any emergency acts like
theft and accidents. Message priority is calculated by
the proposed algorithm 1 for critical message like as
theft, emergency and fuel station information, no critical
messages restaurant, café tiara information.

Il. RELATED WORK
In this section, detailed literature review is provided about the
proposed model vehicular ad-hoc network VANET.

An intelligent transportation system (ITS) is an advanced
communication system for vehicles on the road side to
exchange information. Its advanced type is VANET which
can connect thousands of wireless nodes (Vehicles) on road
side. VANET is an advanced type of vehicle ad-hoc network
which is used by currently intelligent transportation sys-
tem. In [3] proposed the mobile ad-hoc network (MANET)
for vehicles information exchange. Similarity, in [16], the
authors proposed a model with safety and non-safety mes-
sages VANET architecture to increase QoS. In VANET vehi-
cles are directly connected to share necessary information to
road side unit.

In [2] proposed a SDN based network by separating the
control plan from data plan. In this model centralized SDN
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controller control and view the whole network traffic for
effective control compared to traditional network. In [17]
proposed a roadside unit based SDN unit model. In this
model the authors used CVR technology to transmit the
vehicles information through 5G network. The authors [18]
proposed software-defined edge network model to reduce
the communication delay and respond quickly. The proposed
three tier architecture that performed very well in terms of
energy consumption and response time. In [5] proposed a
topology-based routing protocol for software defined vehicu-
lar ad-hoc network. This model is used for dynamic commu-
nication of vehicles in real time. Similarly, in [19] the authors
proposed a dynamic controllers in the edge of software
defined vehicle network. The performance of this model is
effective in heavy traffic. The authors [20] proposed a multi-
access edge computing for vehicular ad-hoc network VANET,
this model also reduces the latency of communication mes-
sages and improve the routing path. In [21] proposed model
RTISAR reduces packet loss and communication delay and
improves overall network data communication performance.
In [22] the authors proposed an application layer for the
vehicular ad-hoc network VANET to control communication
delay and control massive traffic in urban and ruler areas.
The authors of [23] proposed an RSA algorithm for priority-
based message scheduling for cloud infrastructure. In [24] the
authors proposed a scheduling algorithm based on size and
deadline. In [25] proposed a model which divided messages
into three categories the size of the message, static factor
and dynamic factor. Furthermore, static messages are divided
into safety and non-safety and dynamic message are collected
from vehicular ad-hoc network VANET clustering.

An energy- efficient data aggregation model [26] for IoT
secured by Blockchain is proposed for the security of the
IoT based devices and edge node is introduce to increase
the response time. Much literature on the SWIPT system
is implemented based on the time switching and power
splitting algorithms. Its means the transmitter delivers the
power/signal and receiver the data. It is a two-way trans-
mission of data and information. This raises concern regard-
ing the efficiency and the power loss by the transmitter.
To improve this, there are multiple works have been done
too. They aim to reduce the latency time and the power loss
to achieve the best efficiency with high reliability and secu-
rity [27]. A novel virtual Blockchain based secure network for
the software defended network is proposed to provide secure
services to IoT based light weight clients. Blockchain ensures
the security of the SDN from external attacks [28].

One of the researchers, Moa et al. [29], has worked upon
it to reduce the power consumption of the transmitter trans-
mission power. He has achieved the modification for the user
equipment, Antenna units, and Energy harvest. He deployed
the energy harvest and physically separated the antenna to
achieve his goal. In this analysis the single input plus noise
ratio to analyze the targeted point in this research. He identi-
fies that the target is the optimization of the power splitter. In a
solution, he introduces the user of multi-input, a single-output
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system for better signal transmission for smooth and secure
wireless data transmission. The authors of the [30] proposed
an fault tolerant, energy-efficient and high available methods
for the IoT devices is proposed for better performance [31]
The authors proposed latency aware decentralized edge com-
puting based method with high availability for IoT devices to
overcome the delay in communication between IoT devices
and edge computing.

With the integration of IoT with the MEC system, many
technical benefits have attracted a lot of users towards the
user of the IoT system over the conventional methods. There
are many studies regarding it. Some researchers work on the
optimization of the long-range data transmission with the
most negligible attenuation and so. While others work on
optimizing the OFDM scheme, and others the UAV-enablers.
Some are trying to overcome the battery capacity limitation
of the MEC systems by solving the problem of power con-
sumption and so [32].

To optimization the blockchain system, an Artificial intel-
ligence system is used. The IoT ran on the reinforcement
learning (RL) algorithm for communication and others. There
was a security and reliability issue with this algorithm. So,
the researcher has shifted to the Deep Reinforcement Learn-
ing (DRL) algorithm to achieve the desired results. It is the
optimization of the previous scheme. At the same time, the
other researcher has introduced the hybrid decision-based
DRL, which has enabled the user to access the data from mul-
tiple devices and efficiently manage the energy harvest. Now
the user can access data from anywhere while maintaining the
complete security of their data [33].

Blockchain and IoT are gaining a lot of popularity in daily
life. There is research has done whose goal is to implement
these ideas successfully. Azaria et al. [34] has implemented
the IoT system in the medical recording management system
on the cloud. It contains all the personal medical information
of the patient in the hospital. Sharing this confidential infor-
mation on the cloud proves confidence level to the cloud on
a security basis. Gohil et al. [35] implemented cloud data-
sharing medical information, a secure way to share infor-
mation. There is much research that has been done to make
smart cities and many more. There are advanced e-health
blockchains in hospitals. All the data of data is stored in the
cloud reliably and securely [36] Proposed fuzzy-logic based
threat detection model for smart devices to ensure security
from external attacks.

There are mobile applications that provide helps to the
user with medical assistance through the cloud. Blockchain
has also authorized the multiuser to use electronic means
of the information shared. Cayamcela and Lim [37] has
worked on the blockchain system’s security and its efficiency.
Campbell et al. [38] conducted a survey regarding the
thread and the cyber attacks the clouds of the 5G tech-
nology and mobile edge technology are under. This pro-
vides a more precise sense for the areas to focus on to
provide better security and reliability for the IoT-based 5G
technology [39], [40].
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IoT and localized computing demands have necessitated
the development of a new paradigm, edge computing, to alle-
viate resource congestion. For the assessment of IoT net-
works with edge computing, a methodology for security
evaluation has been presented that examines the availability,
integrity, and confidentiality of each group’s respective secu-
rity measures [41]. Life has been made easier by the Internet
of Things (IoT) and intelligent devices, which have provided
a wide range of applications to provide real-time low latency
services. However, they have also faced challenges in pro-
cessing massive amounts of data generated by sophisticated
computations to complete a task. This strategy successfully
fulfils deadlines for latency-sensitive IoT applications while
decreasing total network traffic and guaranteeing dependabil-
ity and stability [42]. When developing cloud services and
the Internet of Things (IoT), a uniform software layer for
continuous application deployment across different domains
is difficult. Though these systems’ IoT infrastructure and data
centers are combined and mixed, the author analyses whether
IoT cloud platforms can provide an even layer to allow
continuous execution of sophisticated applications, including
various software components. Ideas may be utilized at many
stages in constructing and operating an IoT cloud system.
There, they show the significance and practicality of these
ideas by presenting some of their most recent work in the area
of cloud-based IoT concepts and technologies [43]. To deliver
distributed computation, storage, and control to the end nodes
of a network’s network design through edge computing is
an entirely new concept. Edge computing is a critical com-
ponent of 5G and future wireless networks. Small cell base
stations with processing and storage capabilities close to end-
devices are needed for low latency applications, such as cloud
computing. After gaining an advantage, fresh ideas and the
opportunity for future effort are not uncommon [44]. Wire-
less sensor networks (WSNs) are made up of several sensor
nodes dispersed across a large area and collect data. Due to
various factors, including environmental effects, some sensor
nodes may develop a fault. Fault management is critical to
improving fault tolerance because flaws should not affect
the network’s desired function and functionality. We catego-
rize deficiencies based on their behavior, durability, and net-
work components. Following that, frameworks were analyzed
and evaluated for their significant challenges. The analyses
have provided more accurate and effective fault manage-
ment frameworks with the least amount of energy, delay, and
overhead [45]. Integrated Battlefield Technology (IoBT) is a
current military technology trend that leverages the Internet
of Things (IoT) to boost the effectiveness of troops on the
battlefield (IoBT). This article presents a decentralized [oBT
architecture to meet the needs of high processing power, short
response times, and poor fault tolerance. Improve battlefield
dependability by searching for trustworthy nodes among all
of the environment’s edge nodes and boosting the overall
effectiveness of the edge nodes by adding fault tolerance
to them, as the offered technique can. In order to meet
latency needs while ensuring battlefield task dependability,
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this fault tolerance technique may be used in a decentralized
fashion [46]. To keep a network up and running for as long
as feasible, energy efficiency is essential. Researchers have
paid close attention to network lifespan (NL) maximizing
strategies because of their relevance in ensuring that battery-
constrained WSNs continue to operate without interruption.
WSNs are examined in this study, including their uses,
design restrictions, and methodologies for predicting WSN
life expectancy. It is feasible to highlight the potential advan-
tages of alternative NL maximizing techniques by examining
certain design guidelines and examples [47]. It is possible
for distributed programs to fail or perform poorly if there
are an excessive number of failures (of nodes and/or com-
munication) in the operating environment. Edge networks
are widespread on the Internet and may fail. This category
includes mobile and ad hoc networks. Designing distributed
apps that take environmental stress into consideration is a
key component of our approach. An application developed
on top of a Structured Overlay Network (SONET) is used
to showcase our methodology (SON). We have a reversible,
phase-aware SON. It is reversible if a system’s present set
of operations may be reversed (called the reversibility func-
tion). The software gives the user feedback on its activities.
Consequently, the application’s behavior toward the user has
improved, allowing the user to better comprehend and make
decisions under high-stress situations [48]. In [49] prediction
of IoT traffic has attracted the researchers for the better use
of bandwidth. Internet of things [50] suggested the methods
for digital information access for better use of time and space
complexity.

In [51], [52] the author’s proposed efficient infrastructure
for vehicular ad-hoc network VANET using priority based
message scheduling algorithm for non-critical and time-
critical messages. Its main limitation is that this model has
not used fog or edge computing to reduce communication
delay to increase response time. Fault tolerance method is
also not used by this model to increase network perfor-
mance. In [53] the authors proposed a QoS aware and fault
tolerance based software-defined vehicular ad-hoc network
using Cloud-Fog computing to maximize the response time
by dividing the message into safety and non-safety category.
This model also used fog computing to reduce computation
load of the cloud server. The main limitation of this pro-
posed network is that it used a centralized SDN controller
to control all network traffic of the vehicular ad-hoc network
VANET at one place which require a lot of time in process-
ing and storage. Processing by the fog node at the edge of
the node and SDN controller causes communication delay.
Furthermore, in this proposed model there is no any security
mechanism to provide secure service provisioning to the
users.

On the basis of current literature Table 1, we have inves-
tigated and found the following limitation in the vehicular
ad-hoc software defined network communication:

« Response time of the communication/ data needs to be

reduced
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« Fault tolerance mechanism should be used to overcome
message failure ratio.

« Security for the local edge server is necessary to provide
secure services to IoT based vehicular ad-hoc network
VANET, because in literature review currently there is
no any model which providing security to nearby pro-
cessing unit as edge and fog computing which install to
reduce communication delay.

o Edge computing need to install road side to reduce
processing power of the cloud to reduce communication
delay.

o Heuristic algorithm needs to be developed to reduce
energy consumption.

A. PROBLEM FORMULATION

With the observation of the proposed model in the litera-
ture review [5], [16], [26], [52], [53] they used the cloud
infrastructure for data execution and storage, which has the
following limitations: The limitations are also shown in
figure 1.

« Response time is not shown for critical and non-critical
messages of the vehicular ad-hoc network. In cur-
rent work the IoT vehicles in VANET requests to
cloud for required information, it takes a lot of
time for the processing and storage work due to the
internet.

o Cloud infrastructure is used to execute vehicular ad hoc
network-related tasks, resulting in a quick response time.
But cloud slow down the entire network due to the
network and processing power limitations, edge server
is proposed to reduce the processing power and storage
requirements of the IoT systems. In current research
cloud is proposed, but we have proposed edge server
to increase the response time and performance of the
overall vehicular network.

o A security mechanism is not defined for IoT-based
vehicular ad-hoc networks for secure communication
in current work all security Work gap in VANET is
described in Table 1.

The authors [53], [54] have not used any security, [54] have
not used any fault tolerance method to overcome the problem
when the message is not delivered to the destination. Due to
the absence of a fault-tolerant mechanism, system efficiency
may be reduced.

B. PROPOSED SOLUTION

In this section we will discuss how the response time will be
increase and proper security mechanism using Blockchain for
IoT based vehicular ad-hoc network.

1) EDGE NODES

Edge nodes are used to provide road side computation power
and storage capacity to IoT based vehicular ad-hoc network
to reduce response time. Edge computing is validated and
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TABLE 1. VANET literature review models comparison.

Model Design Model Name QoS Fault Software- Security for Response
Availability Tolerance Defined Check | Vehicles Time
Check Communicatio | Check
n with
Infrastructure
Vehicular ad-hoc | VANET based | No No No No No
network Models mobile d-hoc
network
Safety andno | No No No No No
safety
architecture
VANET
Software-defined | RTISAR Yes No Yes No Yes
models for Algorithm
Z(e)?rirclllliirication Open Flow No No Yes No No
Model
RSU Based No No Yes No Yes
Model
SDNE Model Yes No Yes
Software-defined | Multi Access Yes No Yes No Yes
Vehicle Network | edge model
i,ne%?zisl;)r Controller Yes No Yes No No
L based SDVN
communication
model
SDN Yes No Yes No Yes
environment
based model
for vehicles
Topology No Yes Yes No Yes
based SDVN
model
Software-defined | DS Algorithm | No Yes Yes No Yes
Vehicle Network
models for Collaborative No Yes Yes No No
message Scheduling
scheduling Algorithm
Priority based | No No Yes No Yes
scheduling
algorithm
UVN based No Yes Yes No Yes
model
QoS aware fault- | Software Yes Yes Yes No Yes
tolerance defined
software defined | VANET based
network for mobile d-hoc
vehicle network
communication
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FIGURE 1. Problem formulation of proposed model.

verified by the Blockchain server to provide secure service
to the IoT based vehicular ad-hoc network.

2) SOFTWARE DEFINED SMART GATEWAY

Smart gateway of software defined IoT based vehicular
ad-hoc network’s path that receives safety and non- safety
messages from vehicles and execute it according the rules
which embedded in it. After processing on the message
forwarded to the destination vehicle, edge server and cloud
infrastructure.

3) SOFTWARE DEFINED CONTROLLER

Software Defined controller is used for message and infor-
mation priority and sends to the destination. The controller is
placed nearby road side station and connected with all edge
computing nodes. After receiving messages and information
from the IoT based vehicular ad-hoc network SDN controller
update the routing table. The software defined controller is
placed in edge computing to provide processing power and
limited storage capacity to IoT based ad-hoc vehicles net-
work. If the heavy computation power and permanent storage
required than SDN forward the data to the cloud. A fault
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Data Center

tolerance mechanism is also installing on SDN controller to
check the message delivery status. If the acknowledgement
received, than nothing happen. If the message not deliver to
the destination than fault tolerance mechanism resend this
message.

4) EDGE COMPUTING

Edge computing is used as road side unit for nearby local
processing power production and limited storage capacity for
IoT based ad-hoc vehicle network VANET communication
information. Software defined network nods and the main
SDN controller are placed at the edge server node to reduce
response time. Edge computing meet the local processing
power and storage capacity for IoT based VANET network
requirements. Edge server is directly connected with the
cloud for information exchange send by the IoT based vehi-
cles on the road.

5) CLOUD DATACENTER

The cloud infrastructure is used for high computation power
and permanent storage capacity related message related tasks.
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Edge server sends the data/ message which required perma-
nent storage and heavy computation power on cloud. Fur-
thermore, edge server is also validated by the cloud server
which include Blockchain server for the registration of the
edge node that request first time to cloud for data processing
and storage capacity.

6) BLOCKCHAIN SECURITY

Electric vehicles cloud and edge is a model for effective data
communication among heterogeneous IoT based vehicles
communication. Due to mutual information exchange sever
privacy and security issues can be possible for cross layer
platform edge cloud and IoT based vehicles [55] Proposed
a Blockchain based system to secure the all network data
traffic between the edge and the cloud platform. Blockchain is
embedded in the cloud platform in our proposed model to pro-
vide secure services to the [oT based VANET. The edge server
that is placed nearby the road is process the local data. When
the IoT based vehicle request to the edge server for message
forward request then edge server should be validating and
verified to provide secure service to the vehicles. it is assumed
all the edge server that is placed nearby road is validated and
verified by the Blockchain. If the receiving message from the
VANET the message is analyses by the edge server as safety
and non safety category

Ill. PROPOSED FRAMEWORK

The proposed model software-defined fault tolerance and
QoS-aware IoT-based Vehicular Network using Edge Com-
puting Secured by Blockchain is made up of vehicles that
communicate with one another while driving. Node is placed
on an edge server; an SDN controller is also placed on an
edge server that is placed nearby the road to perform local
processing and storage to reduce response time. If the mes-
sage received from the vehicle is large in size, the edge server
will forward this message to the cloud server for computation
and permanent storage capacity. The cloud is used for heavy
processing power and permanent storage capacity. A fault tol-
erance mechanism is also maintained on the SDN controller
to check the delivery of the message. If the message received
from the IoT-based vehicles is delivered successfully to the
destination, then no action is taken. If the message is not
delivered to the destination, the message gain is returned.
Blockchain is also used in the cloud to register the new
edge server, which will provide secure service to IoT-based
ad-hoc network vehicles. If the IoT-based vehicle requests a
service that already exists in the verified and validated edge
server cache, then it will provide it immediately, otherwise
the request message with heavy processing power will be
sent to the cloud. After receiving the message from the edge
server cloud, validate this message. If this message is sent by
the registered edge server, it is stored and processed by the
cloud immediately. Otherwise, the hash code generated by
the edge server and the blockchain is compared to validate
the new edge server. The blockchain server registers the
requesting edge server and sends an acknowledgment to the
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SDN controller about the validation of the new registered
device for vehicle communication. The security of the new
edge server is ensured by the blockchain server that this
device is not part of the malicious network. Figure 2 shows
the proposed model for software-defined fault tolerance and
QoS-aware IoT-based Vehicular Network using Edge Com-
puting Secured by Blockchain architecture. In the proposed
model, there are no vehicles v1, v2, v3....vn. Instead, we have
cloud nodes cl1, c2, c3....cm. Furthermore, SDN nodes were
donated as N1, N2, and N3...and edge servers were men-
tioned as Edgel, Edge2, Edge3.... Edge p. The part vehicles
of the IoT-based ad-hoc network send and receive messages
as M1, M2, and M3....... Mgq. In the proposed model first
gets the message from the IoT based vehicles through nearby
gateway which are placed in edge server on the road side
for vehicles communication. The messages received from the
IoT based vehicles are divided into two category safety and
non-safety on the basis of deadline and size of the message.
If the message size is heavy than this message forwarded
to the cloud by the SDN controller that is placed on the
edge server that is placed on the road side. The concerned
SDN controller take action on the received message and
send related information to the requesting vehicle otherwise
forward to the cloud for storage and processing. The proposed
model Software-defined Fault Tolerance and QoS Aware IoT
Based Vehicular Network using Edge Computing Secured by
Blockchain model algorithm 1 is used for message priority
selection on the basis of message nature.

Algorithm 1 Receiving of IoT Based Vehicles Message and
Assign Priority on Message Nature

Input: (IoT based Vehicles Messages/ Information)
Output: S;&S>(Message Priority)

1. ForltoN

2. Q =Mq

3. End for loop

4.  for 1 to m find weight of Q

5. if (2 == 020 or 021 or 022 or 023 or 024 or 025)
6. then assign S; in ascending order

7. Else S;

8. return S| &S,

9.  End for loop

The proposed model Software-defined Fault Tolerance and
QoS Aware IoT Based Vehicular Network using Edge Com-
puting Secured by Blockchain model algorithm 1 is used for
message priority selection on the basis of message deadline
and priority.

In the proposed model Software-defined Fault Tolerance
and QoS Aware IoT Based Vehicular Network using Edge
Computing Secured by Blockchain algorithm 1 input con-
tains the IoT based vehicles message and the output contains
S1&S, weighted priority. Algorithm 1 consists of total nine
steps in which two loops are used for the execution of the
control. In this algorithm first loop is used for message/ data
receiving and the other one is used for the priority assign-
ment to the received messages from the IoT based vehicles.
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FIGURE 2. Proposed models for VANET.

Algorithm 2 Receiving of IoT Based Vehicles Message and
Assign Priority on Message Size and Deadline.

Input:(IoT based Vehicles Messages/ Information)
Output: S1&S2(Message Priority)

1. ForltoN

2 Q =Mq

3 End for loop

4.  for 1 to m find weight of
5. S=size * deadline

6. if S =< size * deadline
7

8

9

1

then assign S1 in ascending order
Else S2
return S1&S2
0. End for loop

At the end of the execution step this algorithm return two
lists of received message by nature of the message. After
this step message forward to the vehicles and to the cloud
for storage and processing as mention in algorithm no 3. In
algorithm 2 inputs is vehicles message and the output is two
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linear lists which consists on SDN controller which is placed
upon edge server nearby road. Priority is calculated on the
basis of message size and deadline and forward to the cloud
for processing. Algorithm 3 is used for message forwarding
and security measure provided by the Blockchain for the edge
server that is placed on road side to reduce response time.

In algorithm 3 works on the two input lists one is safety
message are send to edge server. in the second list is nor-
mal message and treated as first come first serve scheduling
criteria.

In algorithm 4 fault tolerance mechanism is declared to
resend those messages which not deliver to the destination.
If the sender received the acknowledgment from the receiver
than it will add in delivered message list if the acknowledg-
ment not received than message added in the not delivered list
and resend by using the algorithm 3.

A novel blockchain based secured and QoS aware IoT
vehicular network in edge cloud Computing have following
4 main processing operations regarding the time complexity.
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Algorithm 3 Message Forward to Vehicles for Information
and to Cloud for Storage and Processing and Edge Server
Validation by the Blockchain

Input: S1&S2(two list one for safety and other one is for non safety
messages)

Output: Message forwarded to Vehicles & Cloud destination for
required action

1. ForltoN

2 Send S1

3 Send to edge server by using algorithm 4 (Ascending Order)
4 Validate & Verified Edge server by Blockchain in Cloud

5 End for loop

6. ForltoN
7

8

9

1

1

Send S1

Send to edge server by using algorithm 4 (FCFS)
Validate & Verified Edge server by Blockchain in Cloud
End for loop

0.
1. Save data on cloud for future use.

Algorithm 4 Message Fault-Tolerance Method for IoT Based
SDVN

Input:S1&S2( two list one for safety and other one is for non safety
messages)
Output:£(Delivered Messages)
1. ForltoN
If sender received Acknowledgement
Then assign Mi to £(Delivered Messages)
Else

2
3
4
5. {

6. Assign Mi to O (Not Delivered Messages)
7

8

9

1

Call Algorithm 3

}
End for loop
0. return £

i. In algorithm No 1 message is divided according their
priority received from the IoT based vehicular network
for in time response is performed.

Cost: No. of messages received from the IoT based vehi-
cle network

Mathematical bound

No of IoT vehicle= V

No of messages = M

T(n):=0MxV)

ii. Furthermore, in second algorithm each message received
from the network assigned by this algorithm by judging
the message size and deadline is performed.

Cost: member’s nodes: T (n): =0 (M)
iii. In the third step message transmission from [oT vehicle
to Edge server is calculated.
Cost: no of messages
T (n): =0 (M)

iv. In the last step cost of number of messages schedule to
sent and schedule to failed by any error in the transmis-
sion medium is calculated which is proportionally to the
no of messages transmitted by the IoT based vehicles.
Cost: no of messages.

T (n): =0 M)
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TABLE 2. Abbreviation stand for.

£ Successful Delivered Messages

Q Received Messages for further action
[} Failed Tasks from Delivery

C Cloud Server

\% IoT based Vehicles

M, Message

SDN Software Defined Network

QoS Quality of Service

VANET Vehicle Ad-hoc Network
SDVN Software Defined Vehicle Network

Proposed algorithm maximum operation cost for mes-
sage transmission is. T (n): =0 M x V)

v. As the network formation total distance is calculated for
message delivery from IoT based vehicle to edge server,
and then from edge server to cloud for processing and
permanent storage with proper blockchain security layer.
Cost for each message transmission: MT
No of Messages: M
No of IoT based Vehicles: V
T (n): =0 MT M x V))

The maximum cost of message transmission from IoT
based vehicle to cloud server is calculated by the algo-
rithm is given below.

T (n): =OMT (M x V))

IV. SIMULATION AND RESULTS

The implementation and simulation of the proposed model is
done by using the CloudSim [56] and iFogSim [57] because
real environment creation is much costly. Further précising
mechanism and resource allocation mechanism was obtained
from [58]-[60]. In the proposed model vehicles are used
for message sending, SDN nodes and SDN controller, edge
server used for local processing and limited storage capacity.
Blockchain is embedded in cloud. Cloud is also used for
heavy message processing and permanent storage capacity.
Furthermore, detail of the message type and deadline is men-
tion in Table 3.

A. APPLICATION MODELING

Many IoT based vehicles are considered to send and receive
message as safety and non-safety to nearby edge server that
is validated by the Blockchain to provide secure and authen-
ticated information to the vehicles. SDN node and SDN con-
troller is fixed in the edge server for the message division and
fault tolerance related tasks. The proposed model Software-
defined Fault Tolerance and QoS Aware IoT Based Vehicular
Network using Edge Computing Secured by Blockchain tasks
execution power used for execution is given below in Table 5.

B. SIMULATION PROCESS

In the simulation model of our proposed model Software-
defined Fault Tolerance and QoS Aware IoT Based Vehicular
Network using Edge Computing Secured by Blockchain first
of all we created different vehicles for message sending to
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TABLE 3. Message types regarding size and deadline.

S.No Message ID Deadline / s Size in bits
1.Murder Information 50 1900
2.Rescue Call 60 2000
3.Medical Help 55 1900
4 Traffic Control Center 70 2300
5. Information about Fuel Station/ Hotel 55 2000
TABLE 4. Application setup information.
Setup Power Tasks Cluster Virtual Machine
Cloud Server One data Center 50 Cloudlets One Cluster Head One VM
Edge Server Four Edge Nodes - - 4 SDN
Vehicles 30 IoT Vehicles 100 Messages Thirty Cluster Head -
Blockcain One node 10 Devices - -
TABLE 5. Data center specification detail.
S.No Configuration Detail
1. Data Center Infrastructure x86
2. Data Center RAM 1 GB
3. Data Center Storage 3072 MB
4. Data Center Bandwidth 1.5 MBPS
5. Data Center Processing Power 1200 MIPS/s
6. Data Center OS Hypervisor Xen

the nearby edge node gateway. Data center is also created of
clouds and their sub data center of edge node which are placed
at the road side to reduce response time. Tasks are created
by the IoT based vehicles considering on the road as men-
tioned tasks details in above table. Data sent on the nearby
edge node SDN controller randomly. The SDN controller
installed on the edge node divided these messages received
from the IoT vehicles in safety and non-safety category. After
the priority process safety messages are forwarded to the
edge node and the non-safety messages to the cloud data
center for further processing and permanent storage. Edge
node used the least priority first scheduling algorithm for
task execution as safety message. While non-safety messages
send to cloud data center are executed on first come first
serve priority scheduling algorithm of the offloaded data.
We have implemented different runs and simulation process
obtains data for further evaluation and results purposes. The
following performance parameters are used for the evalua-
tion of the proposed model for IoT based ad-hoc network
vehicles

1) RESPONSE TIME
Response time is the actual time of the resources response
from the proposed model to requesting IoT based vehicles
messages for information. This time is calculated by the
following parameters.

R; = Communication from V; to edge local server +
service provisioning time+ communication from V; to
cloud (1)
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2) VALIDATION FROM THE BLOCKCHAIN
OF THE EDGE NODE
Security provided by the Blockchain to the IoT based ad-hoc
network vehicles is done by the validation and verification of
the edge server. Time is calculated as under for the verifica-
tion of the edge node for secure service provisioning.

R; = Communication from V; to edge local server +
service provisioning time+ communication from V; to cloud
+ Blockchain Certification

3) PROCESSING TIME
Processing time is the time that is used by the IoT based
vehicles messages processing, prioritization and forward to
the destination.

E= start time of Service — Finish Time of Service

4) MESSAGE DELIVERY FAILED RATIO
Message delivery failure ratio means message send by the
vehicles not delivered to the destination within given time.

F = No of failed messages * 100/ total forwarded
messages (4)

5) RESULTS COMPARISON

In the proposed model, one cloud server and one data centre
are created for the processing of the no-safety messages
forwarded by the edge server for high processing power and
permanent storage capacity for loT-based vehicles. Four edge
servers are placed with an equal number of SDN nodes for
the execution of the received messages categorized as safety
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and non-safety messages. 30 IoT-based vehicles are used
for random communication. Figure 3 shows the response
time for safety messages, which is reduced by the proposed
model by placing an edge node on the roadside for local
processing and limited storage capacity. The IoT-based vehi-
cles send the message to the edge server for the required
information as mentioned in Table No. 3. After receiving
the message from the vehicles, the edge server checks and
forwards this message to the destination. In Figure 4, response
time is compared with the latest model, QAFT-SDVN, which
reduces response time by introducing fog nodes at the edge
of the network. In Figure 4, the x-axis shows the number
of tasks/messages processed by the proposed model, and the
y-axis shows the response time for non-safety in milliseconds
reduced by the new model by introducing the edge server
at the edge of the network. In the first step, 10 messages
are sent to the edge node and cloud server, then we send
20 messages, 30 messages, 40 messages, 50 messages,
60 messages, 70 messages, 80 messages, 90 messages, and
100 messages.

100 —_—
] 0AFT-S0VN

sol I FTOA-SSDVN

o

=

8o}

=]

a

%fm-

[

2.:}.

10 20 30

40 50 60
Nao. of Messages

70 B0 S0 100

FIGURE 3. Response time comparisons of safety messages.

An Edge node is used on the roadside to reduce response
time by 55% for safety messages in emergency situations.
As a result, the proposed model of Software-defined Fault
Tolerance and QoS Aware IoT Based Vehicular Network
Using Edge Computing Secured by Blockchain reduces
response time by the edge node by 55%.Non-safety messages
are also sent to the cloud for processing by the edge node after
processing, which also reduces the response time to the IoT
based vehicles. In Figure 4, the response time comparison for
the non-safe messages and the results of the proposed model
show better performance. Because in this proposed model,
an edge node is used for SDN technology instead of cloud
technology to reduce response time.

In this section, 30 IoT-based vehicles are created, one
cloud-based data center, four edge nodes with the same
number of SDN nodes. Messages created by the IoT-based
vehicles are sent to the edge node for processing, and then
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FIGURE 4. Response time comparisons of non-safety messages.

these messages are forwarded to the cloud and vehicles
after processing. The messages are executed and analyzed
by the SDN node. The existing edge node work is com-
pared with the work already done in [52]. In Figure 4,
the x-axis shows the total number of messages sent and
the y-axis shows the execution time taken by the messages
created by the IoT-based vehicles on the road. The pro-
posed model of software-defined fault tolerance and QoS-
aware IoT-based Vehicular Network using Edge Computing
Secured by Blockchain has the same processing time for mes-
sages as it does for the most recent work. But in the proposed
model, execution time is reduced by 5% by implementing
a priority algorithm for message division into safety and
non-safety.

6) MESSAGE FAILURE RATIO COMPRESSION USING THE
MOST RECENT WORK

In this section, the same scenario is used for the message
failure ratio comparison with the available work to check
performance. In the proposed model algorithm, steps 3 and 4
are analyzed to calculate the message failure ratio. In the
proposed model, Software-defined Fault Tolerance and QoS-
Aware IoT-Based Vehicular Network using Edge Computing
Secured by Blockchain did not drop any message using a
fault-tolerant mechanism. Figure 6 shows that the message
drop rate in the previous work [51], [52] was 20%, 15%,
23.3%, and 22.5.In Figure 6, edge node performance is com-
pared with the fog node performance with the latest work.
In Figure 7, edge node performance is compared with the fog
node performance with the latest work. The results show the
edge node performs well to reduce response time between
the IoT-based vehicles and the infrastructure communica-
tion. Figure 8 shows the comparison of blockchain-based
security comparison with available work. There is no one
model for VANET that does not provide security for vehicles
for secure communication. But the proposed model provides
edge computing to reduce response time with proper security
measures.
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FIGURE 6. Message failure comparisons with latest work.

7) SIMULATION EXPERIMENTS
In the custom based simulator results are performed from
three different types IoT based vehicles with six different
messages. In the simulation, the proposed model defined
safety and non- safety messages with unique Id no for further
processing on IoT based vehicle and cloud data center in
Table 6. When the message send by the IoT based received
at the edge node it is further processed by algorithm no 1
and divided into two categories as safety and non-safety and
stores them in Table 6. After this algorithm 2 assigns the
priority no to received messages by judging the nature of the
message and update priority no in the table mentioned below.
Algorithm 3 sends the data with safety nature in ascending
order to edge node for further processing, message having the
smallest priority number have the highest priority. Now the
message with the nature non-safety sent to cloud server for
processing power and permanent storage in ascending order.
When the message send by the edge node received at the
cloud server for further processing edge node also validate
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FIGURE 8. Blockchain security comparison with available work.

by the Blockchain which is embedded in the cloud infras-
tructure to provide secure service to the IoT based vehicles.
After the successful assignment of the messages received
from the IoT based vehicles to the processing machines
edge node and cloud server algorithm 4 checks the message
fault tolerance process to achieve minimum message packet
drop ratio. If the any message failure occurs, the failed mes-
sage sends again to the execution machine. The proposed
model Software-defined Fault Tolerance and QoS Aware IoT
Based Vehicular Network using Edge Computing Secured
by Blockchain used scheduling algorithm for message for-
warding and processing, and fault tolerance mechanism to
reduce message failure ratio reduced energy consumption
with compared to the latest model.

V. DISCUSSION

In this part, we discuss the results provided by the proposed
model in a comprehensive and detailed manner regarding
security, fault tolerance, energy, and message failure ratio.
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TABLE 6. Safety & non- safety messages.

Vehicle No. Message Deadline Size Priority Nature
V1. Murder Information 50 1900 P1 Safety
V2. Rescue Call 60 2000 P3 Safety
V3. Medical Help 55 1900 P2 Safety
V4. Traffic Control Center 70 2300 P4 Non-Safety
V5. Info about Fuel Station/ Hotel 55 2000 P5 Non-Safety

The proposed model is software-defined fault tolerance and
QoS-aware. The implementation of an edge node between the
roadside unit and IoT-based vehicles in the IoT-Based Vehic-
ular Network Using Edge Computing Secured by Blockchain
reduces response time. In the available work, the data sent to
the cloud takes a long time for processing and storage due to
its heterogeneous infrastructure. In the cloud infrastructure,
servers are placed far away from the clients. In addition,
blockchain is also embedded in the cloud in our proposed
model for the verification and validation of the edge node
to provide secure services to the IoT-based vehicles in the
proposed model.

As a result, when compared to the QAFD-SDVN, our
proposed model software-defined fault tolerance and QoS
aware IoT-based Vehicular Network using Edge Computing
Secured by Blockchain Reduced the response time by intro-
ducing edge nodes for local processing and limited storage
power for the communication of the vehicles. So we com-
pared our proposed model with the QAFT-SDVN latest model
regarding response time, which was reduced by 55% and 25%
due to edge node implementation at the edge of the network
and security by Blockchain, which is not yet provided by
any available work of VANET. The results of the proposed
model show the performance regarding message failure ratio,
security, and response time. The low communication cost
of the network, as well as the division of messages by the
edge server into safety and non-safety to be forwarded on the
processing machine edge node and the cloud infrastructure,
improved energy efficiency.

VI. CONCLUSION AND FUTURE WORK

In this article, we propose a Software-defined Fault Toler-
ance and QoS Aware IoT Based Vehicular Network using
Edge Computing Secured by Blockchain (FTQA-SSDVN).
The proposed model communicates messages through SDN
nodes, which are placed on edge nodes. The SDN con-
troller divides into two categories the received messages from
IoT-based vehicles on a priority basis. One is based on an
emergency and the other one is on a size and deadline basis.
The proposed model SDN controller divides the messages
into safety and non-safety natures and forwards them to the
destination processing machine. After message sending, the
fault tolerance mechanism checks the acknowledgements of
the sent message. If the message is not delivered, it is retrans-
mitted to the destination. The proposed model is implemented
using a custom simulator, evaluated and compared with
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the latest model QAFT-SDVN. A blockchain-based security
layer is also implemented for the validation and verification
of the edge server, which forwards the data to the cloud server
for heavy computation and permanent storage. When the edge
node forwards the message with a non-safety nature, If the
edge node is already a registered device, no action is required;
if the edge node is a new requesting device, the Blockchain
will validate it for secure service provisioning to the VANET.
The results show the effectiveness of reducing the response
time by 55% by implementing the edge node between the
IoT-based vehicles and roadside units. The Edge node pro-
cesses the message and forwards it to the destination. Fur-
thermore, the proposed model reduced the overall execution
time of the safety and non-safety messages by up to 5%.
In the future, we will work on IoT based vehicle mobility and
security forms the vehicles to their destination.
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