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ABSTRACT Nowadays, digital content like videos, audio and images are widely used as evidence in
criminal courts and forensic laboratories. Due to the advanced low-cost and easily available multime-
dia/communication tools and softwares, manipulation of the content is a no-brain task. Thus, the protection
of digital content originality is a challenge for the content owners and researchers before it can be produced in
court or used for some other purpose.We proposed a motion vector watermarking technique that validate and
authenticate videos. We are embedding the correlated watermark in the integer wavelet transform domain.
In our method, the selection of embedding areas is based on the variation of motion vectors. The video
frames are fully protected in both spatial and transform domains since the watermark is correlated with the
approximation subbands of wavelet transform before embedding. The proposed technique can concisely
determine the attacked regions. The results validate the performance of the proposed approach in terms
of quality metrics like peak signal-to-noise ratio (PSNR), structural similarity index (SSIM), normalized
coefficients (NC) and bit error rate (BER).

INDEX TERMS Watermarking, authentication, motion estimation, integer wavelet transform, embedding,
extraction.

I. INTRODUCTION
Regular use of the Internet has increased the transmission and
sharing of digital content. Trillions of bits are created and
shared in seconds and hence many issues like proof of owner-
ship, copyright protection, authentication, controlling illegal
distribution, broadcast monitoring, transaction tracking etc.
become more and more significant [1], [2]. Digital water-
marking, which is the process of embedding secret informa-
tion in the cover work e.g. videos, is one of the solutions to
the above-mentioned issues [3]. In the last couple of decades,
many researchers have introduced watermarking techniques
to protect multimedia content and these watermarking tech-
niques were elaborated with different criteria like watermarks
should be imperceptible, blind, robust to different attacks, not
removable, and not accessible to unauthorized users, etc. [4].
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A watermarking model has three important functions:
watermark embedding, watermark extraction and watermark
detection. We usually embed digital signatures, logos, sym-
bols, etc. in the most appropriate areas of the content and
its suitability is determined by many factors e.g. robustness
is focused on copyright protection and fragility is focused
on authentication. The watermarking algorithms are designed
according to the input data e.g. still images, audio, videos and
other documents [5].

In this paper, we introduce a blind semi-fragile motion
vector watermarking algorithm that authenticates the video
content and can survive against different attacks up to some
extent. The motion vectors represent the displacement from
the matching block to the current block. The frames are
extracted from the input video and the motion vectors are
generated by using one of the block-based motion estimation
techniques. There are several block-based motion estima-
tion techniques i.e. full/exhaustive search (FS) [6], three-step
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search (TSS) [7], new three-step search (NTSS) [8], four-step
search (FSS) [9], diamond search (DS) [10], two-dimensional
logarithmic search (TDLS) [11], orthogonal search algorithm
(OSA) [12] to name a few. The suitable vectors are selected
for embedding purposes. The integer wavelet transform is
applied to the target frame where the watermark bits are
embedded in the suitable coefficients. Before embedding,
we correlate the watermark with the coefficients other than
those coefficients that are used for embedding i.e. the features
selected for correlation must not belong to the features to
be watermarked. Thus, there is no conflict while choosing
the coefficients for embedding and correlation [13]. Due to
this correlation, the proposed technique can increase content
security as well as deal with collage/counterfeiting attacks.

II. RELATED WORK
Initially, digital watermarking has been used for the protec-
tion of still images. However, in the last few years, numerous
watermarking algorithms have been designed for the protec-
tion of video content. In the literature, we can find several
watermarking techniques that protect videos for different
applications like medical, military, surveillance etc. Due to
the temporal dimension in videos, watermarking algorithms
for videos are complex as compared to the techniques that
are used for still images [14]. Many researchers extend digi-
tal image watermarking techniques to video watermarking.
The watermarks are embedded in all frames of the video
which make it robust against different attacks but in return,
it becomes time-consuming and degrades the imperceptibility
of the watermark [7], [15]–[17].

Usually, watermarking algorithms are designed according
to possible attacks. Cox et al. [2] introduced four types of
attacks. a) The attacker has no watermark detector and also
knows nothing about the watermark algorithm. b) Attacker
is experienced in watermarking that provokes the collu-
sion attacks even without knowing about the algorithms.
c) Attacker is assumed to know the algorithms but has no
information about the secret key. d) Attacker has a watermark
detector even though nothing knows about the algorithms.
Spatial domain video watermarking methods are also pro-
posed [18], [19]. The authors are embedding watermarks
in spatial domain components of the video frames having
low complexity and being easy to implement but fragile to
various attacks. Furthermore, the frequency domain video
watermarking is proposed, where the magnitudes of the coef-
ficients are modulated in transform domain such as dis-
crete cosine transform (DCT), discrete wavelet transform
(DWT), integer wavelet transforms (IWT), dual-tree complex
wavelet transform (DTCWT), singular value decomposition
(SVD) [20]–[28]. The robustness has been increased but is
more complex as compared to the spatial domain algorithms.
Qingliang et al. [29] proposed DWT and singular value
decomposition (SVD) based video watermarking to enhance
the visual perception and robustness of the watermark. They
divide the input video into different scenes based on the
histogram of the adjacent frames and extract the keyframes.

The authors claim how to optimally find the target wavelet
coefficients for embedding. Similarly, video watermarking
in the DWT-SVD domain is proposed where the Fibonacci-
based keyframes selection is introduced [30] and also scene
change detection is identified. Block-based undecimated dis-
crete wavelets transform (UDWT) based video watermarking
has been proposed in [31] where 8 × 8 blocks are used for
embedding and the two AC coefficients are used for embed-
ding a watermark bit. The masking propertied of HVS of the
UDWTmakes the watermarking scheme oblivious.Margarita
and Alexandr [32] proposed a high-resolution video water-
marking based on code-128 barcoding and DWT domain.
The authors proposed a low-cost textual video watermarking
using barcodingwhich allows the full restoration of thewater-
mark under some internet attacks.

Motion vector video watermarking techniques have been
proposed by many researchers in the last few years.
Imen et al. [33] exploited the human visual system (HVS)
to select the frames to embed the watermark effectively.
The authors proposed blind and robust motion vector video
watermarking based on SVD. The authors have selected the
fast motion frames in each shot for watermark embedding
consequently reducing the watermark payload and improving
imperceptibility. Jie and Songbin [34] proposed amotion vec-
tor watermarking for HEVC (high-efficiency video coding)
videos and they claimed that this is the first information hid-
ing technique for securing HEVC videos. An efficient video
watermarking is proposed in [35], where the block-based
watermark embedding and extraction are considered in the
high-resolution videos. It is difficult to comply with the lat-
est high-resolution video where compression up to 50 % is
allowed during transmission on a communication channel.
The luminance of a certain block of the input video is mod-
ified rather than the (high-efficiency video encoder) HEVC
encoder.

An uncompressed motion vector watermarking has been
proposed by Anurag andMonika [36]. They embedded a logo
watermark in the frequency domain of an uncompressed AVI
video. For embedding purposes, the authors are using a back-
propagation neural network to select the target blue channel
video frames. Three different types of attacks namely: scal-
ing, compression andGaussian noise were applied to examine
the robustness of the scheme. In [37], the authors reviewed a
brief survey on robust video watermarking for copyright pro-
tection based on original and compressed videos. The authors
have discussed many challenges in robust video watermark-
ing e.g. tradeoff in watermark capacity and imperceptibility,
computational complexity, video coding standards, detection
of the watermark in a small video segment, and real-time
performance to ensure video smoothness. Similarly, in [26],
the authors have proposed a robust video watermarking algo-
rithm, where the complexity of the video watermarking sys-
tem is decreased and the imperceptibility and robustness are
improved under potential attacks.

The rest of the paper is organized as follows. The proposed
method (watermark generation, embedding and extraction) is
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discussed in Section 3. Experimental results are provided in
Section 4. In Section 5, a detailed analysis of the proposed
algorithm is given. In Section 6, we conclude our work.

III. PROPOSED METHOD
The block diagrams of the proposed system (watermark
embedding and extraction) are presented in Fig. 1 and
Fig. 2. The system contains four consecutive parts: Obtain-
ing motion vectors, generation and processing, watermark
embedding and watermark extraction. Two standard video
sequences, Suzie and Football are used for our exper-
iments [38]. The Suzie video is a five seconds video
(150 frames @30 frames/sec) with a frame size of 144 ×
192, while the Football video is an eight seconds video
260 frames @30 frames/sec) with frame size 288×352. Both
the input videos are coloured uncompressed AVI videos. The
algorithm is implemented in MATLAB 2015(a).

A. MOTION VECTORS SELECTION
The motion vectors are obtained by using the full search
motion estimation technique. The selection of target
frames/areas is based on the magnitudes of motion vectors
(MVs). The (MVs) having the magnitudes of the defined
threshold are selected i.e. the areas having such (MVs) are
selected for watermark embedding.

B. WATERMARK GENERATION AND PRE-PROCESSING
A binary random sequence of watermark bits is generated
based on a private key. Before embedding, the watermark bits
are correlated with the coefficients other than to-be-modified
coefficients. The size (resolution) of the watermark varies
according to the embedding capacity. Due to correlation,
the watermarked video will be robust against counterfeit-
ing/collage attacks [13], [39], [40]. Two different types of
collage attacks can be applied by the attackers. The first attack
copies part of the watermarked image to an arbitrary position
in another authenticated image where the same watermark is
used. Since both images are watermarked by the same water-
mark, the newly forged image will pass the security check.
The second type combines parts of the watermarked images
of the same owner and forges a new image by combining
those parts and keeping their relative positions in the original
images [41].

C. WATERMARK EMBEDDING
As can be seen in Fig. 1, the original video is converted into
a frame/image sequence. The motion vectors are generated
by applying the full search block-based motion estimation
algorithm. The purpose of the full search BMA is to get
efficient motion vectors. Based on the magnitude, the motion
vectors are selected and hence the keyframes are selected
accordingly. The randomly generated watermark is XORed
with the approximation of the frame. The keyframes are then
passed through the IWT using the lifting scheme which is
the fast approach of DWT [42]. The LL1 subband is used
to correlate with the randomly generated bit to make the bits

FIGURE 1. Block diagram of the watermark generation and embedding.

TABLE 1. Symbols and definition of parameters used in
algorithms 1 and 2.

to-be-ready for embedding. The watermark bits are embed-
ded in the suitable coefficients which cause fewer perceptual
artefacts. The summary of the watermark generation and
embedding procedure is provided in Algorithm 1.

The symbols used in Algorithm 1 and Algorithm 2 are
given in Table 1.

D. WATERMARK EXTRACTION
The block diagram of the watermark extraction is presented
in Fig. 2. The reverse procedure of watermark embedding is
followed to extract the embedded watermark and check the
integrity of the watermarked video. All of the keys, group
size, wavelet type, quantization factor, etc. are supposed to
be available on the receiving side (send through a private
communication channel). We take the watermarked video
as an input and convert it into several frames. Full-search
BMA is applied to obtain the motion vectors. The keyframes
are selected based on the magnitude of the motion vectors.
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One-level decomposition is applied to the selected frames
and the areas are searched where the watermark bits are
embedded. The embedded bots are extracted from the to-be-
checked areas. The extracted bits are then XORed with the
approximation of the frame.

Algorithm 1 Algorithm for Watermark Embedding
Input: Video sequence Vi
Output:Watermarked video sequence

Vo, ω
1: functionWatermark embedding(Vi)
2: Generate initial water mark ωi = τ ⊕ η
3: Split Vi, into n number of frames.

Let = Vi{f1, f2, . . . , fn}.
4: for all frames fj ∈ Vi do
5: Compute mvj← Fs(fj)
6: if �j ≤ 0 then
7: insert fj in fs
8: end if
9: end for

10: Decompose fs : fwd ← λ(fs)
11: ωf ← ωi ⊕ LL1
12: ν ← {LH1,HL1,HH1}

13: Divide ν into group of vectors α
14: αw← (α); weighted mean of α
15: for all frames fj ∈ Vi do
16: if Q(αw) = ωf then
17: α′ω = [αω +

Q
2 ].Q+

Q
2

18: elese
19: α′ω = [αω −

Q
2 ].Q−

Q
2

20: end if
21: end for
22: νm← α′ω; Groups are converted into vector
23: {LH ′1HL

′

1HH
′

1} ← νm; Convert to subbands
24: f ′j ← λinv({LH ′1HL

′

1HH
′

1})
25: Create video from f ′j and remaining frames as

Vo← [f ′s , frem]
26: return Vo, ω

27: end function

The watermark is generated on the extraction side using
the same key as was used on the embedding side. Finally,
the extracted bits are compared to the generated watermark.
If both are the same, then the video is authentic, otherwise it
is a tampered one. The summary of watermark extraction is
provided in Algorithm 2.

IV. EXPERIMENTAL RESULTS
Frames, keyframes and scenes extraction of Suzie and Scene
Change videos are shown in Fig. 3. In Fig. 3 (a), the video
is considered a single scene video and in Fig. 3 (b), the
video has abrupt changes and has several different scenes.
Some of the frames from five different scenes are shown in
Fig. 3 (b). We input a five seconds Suzie video and divide it

Algorithm 2 Algorithm for Watermark Extraction
Input: Video sequence Vo
Output: Label L
1: functionWatermark Extraction(Vo)
2: Use Algorithm 1 to generate watermark ωf and ω
3: if ωf = ω then
4: L = ’’Video is authentic’’
5: else
6: L = ’’Video is tampered’’
7: end if
8: return L
9: end function

FIGURE 2. Block diagram of the watermark extraction.

into frames (150 frames @ 30 frames/sec). Scene change has
a very important role in motion estimation. Scene changes
have been detected in [43] and [44] using statistical features
and intra-mode statistical constraints. Similarly, the abrupt
and gradual scene change has been detected in [45] where
the prediction mode, motion vectors and the DC component
of inter-prediction residual are used. In suzie video, there
is no abrupt change in the scene. Fig. 4 shows the scene
change in Suzie, Football and SceneChange videos. The
changes in Suzie and Football video are below the pre-defined
threshold which means there is no scene change in the video.
However, in the SceneChange video, the scenes are changed
abruptly. We tested our algorithm considering Football and
Suzie videos. In the Football video, we can see more changes
in the mean values of frames (45-140) as compared to the
mean values in the Suzie video (86-125). The videos i.e. Suzie
and Football can also be divided into different scenes based
on the differences in the histogram of adjacent frames [29].
In case, if the input videos have scene changes, then the video
will be divided into different scenes and then in each scene,
the target frames are selected based on the magnitudes of
the motion vectors. The histogram difference between the
consecutive frames of different videos is shown in Fig. 4.
The frequent changes in the scenes have several peaks. The
Suzie and Football videos have almost the same variation in
the histograms (Fig. 5).
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FIGURE 3. (a). Suzie video frames. (b). SceneChange video frames and
scene division.

FIGURE 4. Changes in mean values of the Suzie, Football and
SceneChange video frames (for R, G, B and its gray version).

In Fig. 5, we can see the histogram difference in consecu-
tive frames of Suzie, Football and SceneChange videos. The
scene changes are obvious in the SceneChange video. Thus,
if we input a video stream having frequent scene changes,
thenwewill divide the video first into scenes and calculate the
motion vectors of every scene separately. This is because; the
motion estimation cannot be traced when there is an abrupt
change in the scene. In the first two videos, only one scene is
considered as the motion vectors trace the movement easily.
However, in the last video, there is a disconnectivity between
two different scenes. The number of scenes are calculated
based on the histogram difference. We have nine different
scenes in the last video and we have to deal with every scene
separately when we embed and extract the watermark bits.

FIGURE 5. Histogram difference in consecutive frames of Suzie, Football
and SceneChange videos.

The histogram of the 35th frame of the Football video
and its corresponding watermarked frame is shown in Fig. 6.
From histograms of the original andwatermarked frames, one
can see that the imperceptibility which is the most important
property of watermarking, the proposed algorithm performs
well in terms of visual similarity of the original and water-
marked frames.

Similarly, the entropy of the original and watermarked
frames of the Football video is calculated. The average
entropy values of the original frames andwatermarked frames
are 7.1481 and 7.1620 respectively which show the low dis-
turbance in the video after embedding the watermark bits.

The motion vectors of some of the frames of Suzie, Foot-
ball and SceneChange videos are shown in Fig. 7(first row)
and Fig. 7(second row). The motion vectors are extracted by
using a full search block-based motion estimation algorithm.
In Suzie and Football videos, we see that all of the frames
have connectivity in terms ofmotion. However, in Fig. 6(third
row), we see that the SceneChange video has complete dis-
connectivity in motion when the scene changes i.e. we can
see the abrupt changes in motion vectors. Every scene is
considered separately while embedding the watermark bits
in the selected frames.
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FIGURE 6. Column 1, the original and watermarked frame of the Football
video. Column 2, the corresponding histograms of the frames.

FIGURE 7. (a-c). Motion vectors of some of the frames of Suzie, Football
and SceneChange videos.

In Fig. 8, the visual similarity (PSNR and SSIM) of some of
the original and watermarked frames for Suzie, Football and
SceneChange videos are shown. The PSNR and SSIM of the
video (average PSNR and SSIM of the selected frames) are
also given in Fig. 8 (first row). All of the frames are selected
for watermark embedding (keyframes) as the threshold is low.
When we keep the threshold high, then most of the frames are
skipped. The size of the watermark is adjusted according to
the embedding capacity. The group size is 12 i.e. 12 coeffi-
cients in a group, where one watermark bit is embedded in
each group.

When we reduce the group size, the watermark payload
increases and vice versa. In Fig. 8 (second row), the PSNR
and SSIM for the first 100 frames of Suzie, SceneChange
and Football videos are depicted. The watermark payload
increases when the group size is low i.e. 6 coefficients in
each group and hence it will reduce the imperceptibility
and will improve the robustness. Similarly, by increasing the
quantization factor, while embedding the watermark bits, the
imperceptibility decreases and robustness increases and vice
versa.

In Fig. 9 (first row), PSNR and SSIM between the original
and watermarked images are given with group size 6 and
quantization factor 20. Similarly in Fig. 9 (second row), the

FIGURE 8. PSNR and SSIM of Suzie, Football and SceneChange videos.

FIGURE 9. PSNR and SSIM between one hundred original and
watermarked frames.

PSNR and SSIM are given with group size 12 and quanti-
zation factor 10. By changing the group size and quantiza-
tion factor, the imperceptibility and robustness are affected.
In Fig. 8 (first row) we see that the PSNR is around 33∼34,
because of high values of quantization factor and low group
size. The high value of the quantization factor i.e. 20 in this
case, increases the robustness of the watermark against high
compression. In the second row of Fig. 9, the quantization
factor is 10 and it will reasonably survive compression up
to some extent. The detail about compression is given in
Section 4.4.

The number of erroneous bits of the one hundred original
and watermarked frames of Suzie, Football and SceneChange
are given in Fig. 10 (first row). The unsigned binary repre-
sentations of original and watermarked frames are compared.
The sizes of frames are 256 × 256 unsigned integers. Each
frame contains 256 × 256 × 8 = 524, 288 bits. In Fig. 10
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FIGURE 10. Number of erroneous bits & their percentage is a normalized
correlation of original and watermarked frames.

(second row), the number of erroneous bits (differences in
binary representation), the percentage of erroneous bits with
original bits and also the normalized correlation of water-
marked frames are given.

V. ANALYSIS OF THE PROPOSED SYSTEM
A. ANALYSIS OF EMBEDDED WATERMARK
The authenticity of the proposed system is based on the num-
ber of embedded bits in the video. The watermark payload
depends on the group size where one bit is embedded in each
group. When the group size increases, the payload decreases
and vice versa. The payload directly affects the visual percep-
tion of the watermarked video and also, affects the authentic-
ity/fragility of the watermark. Low payload increases fragility
and imperceptibility and vice versa.

The quality metrics i.e. PSNR and SSIM have been used
to measure visual similarity. Higher PSNR and SSIM values
indicate good imperceptibility and vice versa. The PSNR and
SSIM are calculated using (1) and (2).

PSNR = 20log10(2552/MSE) (1)

where MSE is the mean square error between the original and
watermarked images.

SSIM (x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ

2
y + c1)(µ2

x + µ
2
y + c2)

(2)

where x and y are two windows of size N×N, µx and µy are
the averages of x and y, and σ 2

x and σ 2
y are the variances of

x and y respectively. c1 = (K1L)2 and c2 = (K2L)2 where
L is the maximum value i.e.2#bites and k1 = 0.01 and k2 =
0.03 by default.

The robustness of any watermarking system is very impor-
tant. Different types of attacks are applied to the pro-
posed watermarking system and then we use NC and BER
to test their robustness against the attacks. NC and BER
are used to compare the similarities in the original and

extracted watermarks [33]. The NC and BER are calculated
in (3) and (4) respectively.

NC
(
W ,W ′

)
=

∑∑ W (i, j) ·W ′(i, j)

|W (i, j)|2
(3)

where W and W ′, are the original and extracted watermarks
respectively.

BER =
1
s

s∑
j=1

∣∣W ′ (i, j) ,W (i, j)
∣∣ (4)

where s is the size of the watermark, W and W’ are the
original and extracted watermark bits respectively. The NC
value near 1means the correlation between the embedded and
extracted watermarks is high.

B. TAMPER DETECTION AND ITS LOCALIZATION
In the authentication process, first, we check the similarity
of the extracted and original watermarks. If they are the
same then, we conclude that the video is authentic, otherwise
tampered with. In case, when the video tampers with any
communication channel, then the strength of the attack is
checked and also locates the tampered regions. All those
frames of the video are checked which were selected for
the watermark embedding. For all other frames, we can just
conclude that the frames are verified not.

As the watermark capacity is associated with the group size
but it does not affect the accuracy of tamper detection and
localization. For every erroneous bit, the corresponding group
is considered an unverified group. Further, all the groups
are mapped back to the original positions, where the unveri-
fied coefficients belonging to the tampered regions converge
together and hence, have more density. All other unverified
groups that do not belong to the tampered regions are sparsely
scattered [46]. This verification is done for all the frames of
the video.

C. CLASSIFICATION OF ATTACKS
The proposed algorithm can classify malicious and friendly
manipulation. When the frames(s) of the watermarked video
tampers, the corresponding groups cannot be verified and
hence are considered to be unauthentic. Further, we classify
the group in two ways. If a pixel is erroneous and one of
its neighbouring pixels is also erroneous, then it will be
considered illegal tampering, otherwise, it is legal tampering
like the compression of the frame up to some extent [47].
In this paper, we are not dealing with the temporal part of
the compression, where the unwanted frames are removed.
We can only deal with the compression on the individual
frames i.e. if the frames are extracted from the watermarked
video and then compressed.

If the watermarked video (some and/or all of the frames)
have tampered with a malicious attack i.e. geometric attack
e.g. cut/copy past, scaling, rotation, translation etc., it will be
considered as a malicious attack. We do not differentiate the
incidental and malicious attacks by the number of erroneous
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pixels, but by how erroneous pixels appear. For example,
if someone removes a very small area maliciously from one
and/or some of the video frames, the algorithm checks the
sparsity/density of erroneous pixels. The lossy compression
with an 80% quality factor is considered a friendly attack.
Although, due to compression the watermarked frames have
more erroneous pixels all of them are sparse, therefore it will
be considered a friendly/legal attack.

D. ISSUES THAT AFFECT THE PERFORMANCE OF THE
SYSTEM
When the group size increases or decreases, it will affect the
performance of the proposed algorithms, in terms of time
consumption and imperceptibility. Also, the quantization fac-
tor will affect the survival of the proposed approach against
the compression of the frames i.e. the quantization factor
controls the robustness of the system against compression.
Also, the wavelet type, secret keys etc. must be provided to
the receiver as it is the main issue with any of the watermark-
ing algorithms. We can use public-key crypto watermarking,
where the receiver can use his/her key. RSA encryption is
one of the encryption, where the receiver can use his/her key
where the private key is used for encrypting the watermark
bits and the public key is used for its decryption [48]. So,
before embedding, if we encrypt the correlated watermark
using RSA encryption, then the secret keys and other nec-
essary data related to embedding can be provided without
sending it on the private/communication channel. In this case,
the watermark must contain the keys and other necessary
embedding data rather than random bits.

E. SURVIVAL AGAINST LOSSY COMPRESSION
As we increase the quantization factor, the survival against
JPEG lossy compression of the frame increases. The pro-
posed approach differentiates the acceptable (incidental) and
unacceptable (malicious) compression of video frames. One
of the frames from the SceneChange video is given in Fig. 11
(first row). In second row of Fig. 10, the compressed water-
marked frames are givenwith quality factors 60%, 65%, 70%,
75%, 80%, 85%, 90%, 95%, and 100%. In the third, fourth
and fifth rows of Fig. 11, the frames show the erroneous pixels
for different group sizes and quantization factors.

The visual quality of the watermarked frames and robust-
ness of the watermark varies according to the group size
and quantization factor. As we are increasing the compres-
sion ratio, the sparse pixels increase and become dense pix-
els when the compression strength crosses the acceptable
threshold. The acceptability of the compression is application
dependent. For sensitive applications i.e. military andmedical
applications, the acceptable threshold is very low where an
average lossy compression is considered a malicious attack.
In Fig. 11 (last row), the graph show number of erroneous
pixels for different group sizes and quantization factors.

The difference in the original and extracted watermark for
the uncompressed and compressed watermarked images is
shown in Fig. 12. One of the frames from the SceneChange

FIGURE 11. One of the extracted gray frame (irst row), the compressed
version of a frame (second row) with compression quality 60%, 65%,
70%, 75%, 80%, 85%, 90%, 95%, 100%, erroneous pixels in third, fourth
and fifth row. The last row shows the graph of several erroneous pixels
with different group sizes and quantization factors.

FIGURE 12. (a – b). Uncompressed and compressed watermarked video
frame and retrieved watermarks.

video is used where the embedded bits are extracted when
the watermarked image is uncompressed and compressed
with JPEG with 90% quality. There are no erroneous bits
in the retrieved watermark (difference in the original and
extracted watermarks) for the uncompressed watermarked
frame and 301 erroneous bits when the watermarked frame
is compressed.

F. ALGORITHM PERFORMANCE UNDER MALICIOUS
ATTACKS
In Fig. 13, the frame from the SceneChange video is tested for
different malicious attacks i.e. Poisson filter, Gaussian noise
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FIGURE 13. Watermarked frames were attacked with (a – c) Poisson filter,
Gaussian noise (0.05) and salt and pepper noise (0.02) and the
corresponding difference in original and extracted watermarks.

and salt and pepper noise and the number of erroneous bits
for these noises are 2097, 2005 and 1295 respectively. The
parameter values can adjust the severity of the noise. Most of
the erroneous bits are dense and hence considered malicious
attacks. However, after compressing the watermarked frame
with 75% quality, there are many erroneous bits i.e. more than
two thousand, still considered a friendly attack as all of the
erroneous bits are sparse.

G. COMPARISON WITH OTHER APPROACHES
The proposed algorithm is compared with other approaches,
[5], [29], [32] in terms of visual quality and robustness against
different attacks, especially collage attack and lossy com-
pression in Table 2, Table 3 and Table 4. The PSNR and
SSIM of the original and watermarked frames of the video
depend on the watermark payload. The watermark payload
varied according to the group size (number of coefficients in
one group). The group size increases, the watermark payload
decreases and vice versa. Similarly, several erroneous bits
(BER %) after modifying the video by embedding the water-
mark bits also depend on the watermark payload. The BER
increases when the watermark strength increases and vice
versa. Also, the proposed algorithm is compared for detect-
ing, differentiating different attacks and survival against lossy
compression in Table 4. Increasing the quantization factor

TABLE 2. Performance comparison of the proposed algorithm with [5],
[29], [32] in terms of different attacks.

TABLE 3. Performance comparison of the proposed algorithm [5], [29],
[32] in terms of imperceptibility and bit error rate.

TABLE 4. Performance comparison of the proposed algorithm [5], [29],
[32] in terms of different features. the key features include differentiating
individual and malicious attacks, survival against lossy compression and
detecting counter feting attacks.

will increase the survival of the watermark against compres-
sion and vice versa. By this comparison, we see that the
proposed approach performs well in terms of imperceptibil-
ity, robustness and semi-fragility. The counterfeiting/collage
attack can also be detected because the watermark bits are
correlated with the frames and regions that are not used in
the embedding.

The results given for the proposed algorithm in
Table 2 have group size = 12 coefficients, quantization
factor = 20 and the algorithm applied to three videos Suzie,
SceneChange and Football.

VI. CONCLUSION
In this paper, semi-fragile blind motion vector video water-
marking has been proposed. The video is converted into
frames and the embedding procedure is done in the transform
domain (IWT domain) of the selected frames. The frame
selection is done based on the motion vectors where the full-
search block-based motion estimation algorithm is used to
get the motion vectors. Before embedding the watermark
bits, first, we correlate them with the approximation of not
only the particular frame but also with the correlate with the
approximation of the non-selected frames. By this correla-
tion, all of the video frames are secured and any tampering
in any frame of the video can be detected. PSNR and SSIM
are used to check the visual similarity of the original and
watermarked videos. BER and NC are used to test the robust-
ness of the embedded watermark. The watermark extraction
is the reverse procedure of the embedding procedure and
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the extracted watermark is then compared with the original
watermark. If there is any tampering, then not only we can
localize it but also check the strength of the attack that it
is either legitimate or illegitimate. The results are compared
with some of the previous approaches which show the supe-
riority of the proposed algorithm.
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