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ABSTRACT Reaction wheels are key components for the spacecraft attitude control subsystems. Faults
in reaction wheels may lead to high energy consumption, lack of spacecraft attitude control, and in case
of failure, loss of the spacecraft. The accurate identification of reaction wheels anomalies is a challenging
task due to the internal nonlinearities of the reaction wheels. This study proposes a fast and accurate end-
to-end architecture for detecting and identifying the anomalies occurring in spacecraft reaction wheels
using One-Dimensional Convolutional Neural Network (1D-CNN) with Long Short-TermMemory (LSTM)
network architecture. 1D-CNN is used to capture the useful features from the raw residual signals. The
Long Short-Term Memory layer is used due to its effectiveness in handling the time series data and its
capabilities for learning long-term dependencies. The proposed architecture is directly trained using the raw
torque residual signals captured from a 3-axis attitude control subsystem simulation model. In this way,
this scheme eliminates the need for a specific feature extraction method. Results showed that the proposed
algorithm represents a reliable and robust anomaly detection and identification mechanism with compact
system architecture. Furthermore, the obtained results revealed the superiority and generalizability of the
proposed model in diagnosing time-varying reaction wheel faults over other recent approaches. Ultimately,
the proposed approach is considered to be a generic fault diagnosis architecture for safety-critical systems.
The dataset is available for download at: https://dx.doi.org/10.21227/jr1c-bm66

INDEX TERMS Reaction wheel, fault detection and identification (FDI), fault diagnosis, 1D-CNN, long
short-term memory (LSTM), spacecraft attitude control.

I. INTRODUCTION
Spacecraft is a complex system that operates in a relentlessly
hostile environment. The status of the Attitude Control Sub-
system (ACS) has a great impact on the normal operation
of the spacecraft. Moreover, the three-axis-stabilized space-
craft requires high pointing accuracy during imaging and
commonly uses reaction wheels for attitude control. Conse-
quently, reaction wheels’ status has a great effect on the per-
formance of the spacecraft. Furthermore, recently reported
failures in satellite attitude control subsystem [1]–[3],
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particularly reaction wheels ensure the necessity of a proper
fault diagnosis system onboard the spacecraft to avoid these
failures. For instance, In July 2012, NASA announced the
failure of Kepler Reaction Wheel Assembly 1 (RWA1) and
ReactionWheel Assembly 2 (RWA2) [4]. In September 2007,
NASA’s Dawn spacecraft was launched for analyzing two
of the three known protoplanets of the asteroid belt: Vesta
and Ceres. In April 2017, While preparing the spacecraft to
observe Ceres, the spacecraft’s remaining reaction wheels
stopped working. Meanwhile, the spacecraft transferred to
safe mode, and the orientation control was assigned to the
thrusters. Consequently, it is necessary to detect and identify
any kinds of reactionwheel anomalies as early as possible and
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implement fault-tolerant operations for minimizing perfor-
mance degradation and averting critical situations. Therefore,
this research investigates the problem of fault diagnosis in
spacecraft reaction wheels.

Generally, Fault Detection and Identification (FDI)
approaches can be classified into model-based FDI, signal-
based FDI, and knowledge-based FDI techniques [5], [6].
Model-based fault diagnosis methods were firstly proposed
by Bread in 1971 to replace the traditional hardware redun-
dancy. The main idea of the model-based FDI methods is
to replace the hardware redundancy using either physical
principles or system identification methods. Therefore, the
fault diagnosis process is developed bymonitoring the consis-
tency between the model estimated output and the measured
output [7]. The major advantage of the model-based fault
diagnosis techniques is the simplicity of the fault diagnosis
process. However, they need high-fidelity models that are
practically unavoidable. Since it is difficult to distinguish
anomalies from errors in the model, model-based fault diag-
nosis approaches can lack robustness [8]. On the other hand,
signal-based diagnosis approaches depend on the processing
of the measured signals and don’t require an explicit input-
output model. Thus, in signal-based diagnosis, features of
measured signals are captured and diagnosis is based on
the symptom analysis and prior knowledge of the symptoms
of the healthy systems [9]. The major disadvantage of the
signal-based diagnosis approaches is that their performance
is highly dependent on the quality and quantity of the process
data. Furthermore, Knowledge-based FDI techniques can
be categorized into qualitative approaches and quantitative
approaches. Qualitative approaches include all techniques
that attempt to check for a fault without placing a value on
the fault level [9]. Examples of qualitative Knowledge-based
approaches include fault matrix, fault trees, diagraphs, and
expert systems. Whereas quantitative methods implement the
diagnosis process as a pattern recognition problem. In such
methods, features can be extracted either by using statistical
methods such as Principal Component Analysis (PCA), Par-
tially Least Squares (PLS), Independent Component Analysis
(ICA), or non-statistical methods such as Artificial Neural
Networks (ANN). The performance of knowledge-based
methods depends on the training dataset and the quality of
the selected features heavily [10].

In recent years, many studies were proposed for spacecraft
ReactionWheel (RW) fault diagnosis [11]–[29]. For instance,
in [11] E. Sobhani et al. utilized a group of neural param-
eter estimators for nonlinear fault detection, isolation, and
identification with application to spacecraft reaction wheel.
Two reaction wheel faults have been considered in this work,
namely the bus voltage and the motor current faults. Themain
drawbacks of thework in [11] are the extensive computational
resources and the sensitivity to the noise due to the use
of Kalam filters for states estimation. The authors in [18]
proposed a data-driven fault detection method that combines
clustering and PCA mechanism. Meanwhile, the clustering
was utilized as feature recognition, while PCAwas utilized to

establish the relationship of the parameters in each process.
The results have shown that the proposed approach has a
better performance compared to the traditional PCA model.
However, the authors considered only two reaction wheel
faults that are the motor friction and the motor magnetic
flux faults. Moreover, the proposed approach failed to detect
minor motor friction faults. In [21] Chen et al. suggested
two stages extended Kalman filters for reaction wheel fault
estimation. The simulation results demonstrated the effective-
ness of the proposed fault estimation methodology. The main
issue with the work in [21] is that the use of two cascaded
Kalman filters can consume more computational resources.
Moreover, the authors didn’t provide the accuracy and the
architecture of the proposed methodology. Furthermore, the
authors in [25] have investigated fault diagnosis for reac-
tion wheels using a feedforward neural network classifier.
The authors have proposed the Prony method for feature
extraction to distinguish between normal and anomalies states
of the reaction wheel. The proposed approach has shown
high accuracy in reaction wheel faults diagnosis. But, the
main limitation with the proposed approach in [25] is that
the Prony method is very sensitive to noise. To address
this concern, Wael A. et al. [26] utilized the Short Time
Energy (STE) with Prony method for extracting discrimi-
native features from noisy fault signals in spacecraft solar
panels. The obtained results showed the robustness of the
proposed technique. However, the use of a separate feature
extraction technique is a computationally expensive operation
that may prevent the usage of the aforementioned approach
in real-time applications. In a recent effort, Rahimi et al. [28]
introduced a hierarchical integrated solution to detect, isolate,
and identify satellite RW faults. The detection of reaction
wheel anomalies is accomplished by monitoring the residual
signals with an adaptive threshold technique. To isolate the
faults, the authors have proposed online likelihood distribu-
tion calculation and Bayes’ law. Moreover, the identification
is performed using a dual unscented Kalman filter approach
for states and parameters estimation. Results have proved that
the introduced FDI algorithm can diagnose RW faults with
an accuracy of 89.5 % on average. The drawback of this
research in [28] is that the result accuracy of 89.5 % can’t
be accepted in critical components such as reaction wheels.
Another limitation in [28] is the complexity of the proposed
method. One of the main shortcomings in the former works is
the need for a time-consuming feature extraction technique.

Recently, many deep learning approaches have shown
superior identification accuracies in fault diagnosis for differ-
ent applications. These approaches include Deep Belief Net-
works (DBN) [30]–[33], deep autoencoders [34]–[35], and
Generative Adversarial Networks (GAN) [36]–[38]. One of
the main drawbacks of the former deep learning approaches
is that they require a large number of trainable parameters
when they are trained using time-domain raw signals [39].
This drawback would prevent using these approaches in real-
time applications such as spacecraft onboard computers due
to their limited resources. On the other hand, convolutional
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FIGURE 1. Three-axis attitude control subsystem block diagram.

neural networks can reduce the number of the networks’
trainable parameters due to parameter sharing and local con-
nectivity strategies [40]. Consequently, in this work, it is
appropriate to address these limitations and drawbacks using
an end-to-end FDI architecture based on 1D-CNN with
LSTM network for the spacecraft reaction wheel. Convolu-
tional Neural Networks (CNNs) were first utilized in pattern
recognition applications. Furthermore, CNNs are the most
commonly used deep learning methods due to their optimal
configuration and their ability to extract discriminative fea-
tures from raw signals [41]. Besides, LSTM is a variant of
Recurrent Neural Networks (RNN) that was proposed to over-
come the problem of vanishing gradient in RNN. Moreover,
LSTM networks have been widely used to analyze the pat-
terns in long sequence data [42]. Therefore, by combining the
1D-CNN and LSTMnetworks in one architecture for reaction
wheel fault diagnosis, our contribution can be summarized as
follows:

• This research proposes a superior deep learning architec-
ture for the spacecraft reaction wheel fault diagnosis that
fuses the feature-extraction and anomalies classification
phases in one process. This eliminates the need for
time-consuming feature extraction methods.

• The proposed 1D-CNN with LSTM fault diagnosis
structure can learn long-term dependencies from the
reaction wheel residual time-series signals. Therefore,
allow the diagnosis of time-varying reaction wheel faults
with simple architecture and superior performance.

• The research proposes a compact deep learning archi-
tecture for the spacecraft reaction wheel fault diagnosis
with a small memory footprint. This makes it convenient
for safety-critical real-time applications in general and
specifically for the spacecraft embedded onboard com-
puter fault diagnosis tasks.

• With directly learning the discriminative features from
the raw signals, the proposed fault diagnosis approach
can be adapted to be applicable to other spacecraft sub-
systems as well as different industrial systems.

• Validating the generalizability of the proposed model
utilizing various testing datasets with different tilting
angles and different time-varying conditions that repre-
sent the worst-case operation scenarios.

• Evaluating the robustness of the proposed FDI approach
using noisy datasets with different noise levels.

This research is organized as follows: In the next section,
the spacecraft attitude dynamic model is given. Subsequently,
section III presents a brief review of CNN and LSTM net-
works. Section IV introduces the proposed architecture for
the spacecraft reaction wheel fault diagnosis. Experimental
results are introduced and evaluated in section V. Ultimately,
section VI summarizes the research.

II. SPACECRAFT ATTITUDE DYNAMICS MODEL
To evaluate the performance of the proposed fault diagnosis
method, a three-axis stabilized spacecraft with reaction wheel
as an actuator is considered. The attitude dynamics of space-
craft stabilized by reaction wheels are represented by Euler
equation as follows [43]:

Isω̇ = −ω × (Isω + Iwωw)− τw (1)

where, Is represents the spacecraft moment of inertia, Iw
denotes the reaction wheels moment of inertia, ω introduces
the spacecraft angular velocity vector [ωxωyωz], τw is the
reaction wheel torque, and ωw is the reaction wheel angu-
lar velocity. To validate the effectiveness of the proposed
FDI method, an accurate three-axis attitude control simu-
lation model has been developed. ACS model includes the
spacecraft attitude dynamics, Proportional Integral Deriva-
tive (PID) controller, and a nonlinear RW model as shown
in Figure 1.

Reaction wheel is a common choice for active satellite
attitude control, particularly with unmanned spacecrafts. It is
simply a flywheel driven by a Direct Current (DC) motor.
Besides, it is used to provide the satellite with the required
torque during attitude maneuvers. Moreover, to perform a
maneuver using reaction wheels, each wheel is accelerated
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TABLE 1. Reaction wheel parameters.

in one direction. Therefore, the satellite will be acceler-
ated in the opposite direction [44]. The proposed reaction
wheel in this research is ‘ITHACO type A’ and it is produced
by Goodrich Corporation. Thus, the proposed high-fidelity
mathematical model by Biake [45], has been integrated with
the ACS model as shown in Figure 1. To get high precision,
there are important loops that should be integrated with the
reaction wheel model as illustrated in Figure 2. More details
about these loops can be found in [46]. The main param-
eters of the ‘ITHACO type A’ reaction wheel are listed in
TABLE 1.

FIGURE 2. RW mathematical model [46].

Due to the internal nonlinearities of the reaction wheels
and their complex design, they are vulnerable to faults and
failures. Moreover, the most commonly reported faults in

reaction wheels are caused by abnormalities in the power
supply line voltages, sudden variations in motor current, and
the increase in the bearings’ friction [11]. Therefore, the
considered faults in this research are the bus voltage (Vbus)
faults, the faults caused by variations in the motor current
(Im), and fault due to increase in the bearing’s friction.

III. THEORETICAL BACKGROUND
Artificial Neural Network (ANN) is an abstract model of the
animal nervous system that can approximate any function
from input-output pairs from the function [47]. Furthermore,
ANN is commonly used in applications where the functions
of interest are difficult to be evaluated directly. In the reaction
wheel fault diagnosis task, ANN is utilized for modeling the
complex relation between the anomalies and the underlying
faults in reaction wheels. Moreover, ANN will train this rela-
tion implicitly from dataset samples generated by the ACS
simulator. This research proposes a superior end-to-end fault
diagnosis methodology for spacecraft reaction wheels using
1D-CNN and LSTM neural networks. Therefore, this section
represents a brief overview for the CNN and LSTM network.

A. CONVOLUTIONAL NEURAL NETWORKS
Convolutional neural networks were primarily proposed by
Fukushima and Miyake [48] for solving image recognition
problems. Moreover, CNN is a biologically inspired feed-
forward artificial neural network that introduces a simpli-
fied model for the mammalian visual cortex. Due to their
superior performance, CNNs had become a popular solution
for computer vision problems such as image classification
and object tracking. Furthermore, CNNs can amalgamate the
feature extraction and classification tasks in one learnable
block. Therefore, they can be trained to extract the optimal
features directly from raw signals to enhance classification
accuracy. Generally speaking, CNN is a variant of Multi-
Layer Neural Network (MLNN), but the difference is that
the convolutional layer has a set of filters that are known as
kernels. Figure 3 shows the basic configuration of 2D-CNN
for the image classification task. Also, CNN consists of two
convolutional pooling layer pairs and a single fully connected
layer followed by the output layer. In the convolutional layer,
the convolution filters execute convolutions on the inputs to
compose the feature output. Thus, the convolutional layer
output can be represented as follows [48]:

yj = f
(
X ∗Wj + bj

)
(2)

In equation (2), the * operator is used for the convolution
of the input data matrix X and the weight matrix Wj of the
j− th kernel to get the feature map yj; bj represents the j− th
bias; f is a nonlinear activation function that is applied to
the result. meanwhile, f may be hyperbolic tangent, sigmoid,
or Rectified Linear Units (ReLU) function. Parameter sharing
and local connectivity are two major properties of the convo-
lution layers that can dramatically reduce the memory and
computational requirements of CNNs [49].
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FIGURE 3. Basic configuration of 2D-CNN.

A Pooling or subsampling layer is another important block
of CNN, which typically follows the convolution layer. It is
mainly used to reduce the dimensionality of the convolutional
layer feature maps and hence the number of its parameters.
The maximum pooling is the most common subsampling
technique in CNNs as it represents the best response. Thus,
the ith pooling layer output can be calculated as follows [50]:

xij = f
(
β ijdown(x

i−1

j
)+ bij

)
(3)

where f denotes the activation function, down represents the
subsampling function, bij and β

i
j are the additive and mul-

tiplicative bias of the jth kernel. The features are captured
through convolutional and pooling layers and then injected
into the classification layers. The classification layers are
identical to the hidden and output layers of the conventional
MLNN that are represented as follows:

Oi = f i
(
W iOi−1 + bi

)
(4)

where: Oi is the output vector of the ith layer, f i is the
activation function in layer i,W i is theWeight matrix, bi is the
bias between layer i and i−1. Finally, a soft-max classifier is
typically used as an output layer to create the classes’ labels.
The soft-max layer is a common linear classifier, where the
output can be calculated as follows [51]:

O =
1∑K

i=1 exp
(
Wjx + bj

)

exp (W1x + b1)
exp (W2x + b2)

. . .

exp (WK x + bK )

 (5)

In equation (5), x is the soft-max layer input,Wj represents
the weight matrix, and bj is the bias.

B. LONG SHORT-TERM MEMORY NEURAL NETWORK
Recurrent Neural Network is a mathematical abstraction of
biological nervous systems which can carry out complicated
mappings from input to output sequences [52]. Recently,
RNN has been a crucial focus of studies and improvement.
The main advantage of RNN, in contrast to FFNN, is the
connections from the network’s output to its input. As a result,
these connections permit a ‘memory’ of previous inputs to
persist within the network’s inner state and thereby have an
impact on the network output [53]. However, the standard
RNN suffers from the vanishing gradient problem which

leads to training failure [54]. Therefore, it is difficult for
RNN to train long-sequence data. To address the problem
of vanishing gradient in RNN, Hochreiter et al. introduced
LSTM, which allows the recurrent neural network to process
time-series sequences efficiently [55], [56]. The structure
of the LSTM includes a set of recurrently connected sub-
nets known as memory blocks. Each memory block includes
at least one memory cell and three multiplicative gates,
namely input, output, and the forget gates. These gates rep-
resent the write, read, and reset operations for the LSTM
memory cells. Therefore, those multiplicative units allow
LSTM memory blocks to store and access long-distance
data.

Figure 4 illustrates the internal architecture of the LSTM
unit. In this figure, the internal cell state is represented by Ct ,
and the output of the LSTM hidden layer is denoted by ht .
At time t , the input data sequence will be x(t), the cell state
becomes Ct−1 and LSTM hidden layer output will be ht−1.
Therefore, the output of the forget unit, input unit, and output
unit are calculated as follows [57]:

ft = σ (Wf · [ht−1, xt ]+ bf ) (6)

it = σ (Wi · [ht−1, xt ]+ bi) (7)

Ot = σ (WO · [ht−1, xt ]+ bO) (8)

Thus, the value of the current candidate cell state C̃, current
cell state, and current LSTM unit output are calculated as
follows:

C̃ = tanh(WC · [ht−1, xt ]+ bC ) (9)

Ct = ft × Ct−1 + it × C̃ (10)

ht = Ot .tanh(Ct ) (11)

here σ represents the sigmoid activation function.Wf ,Wi, and
WO are the weight coefficients of the forget, the input, and the
output gates, respectively. bO, bi, and bf are the bias of output,
input, and forget units, respectively.

IV. PROPOSED APPROACH FOR REACTION WHEEL
FAULT DIAGNOSIS
Nowadays, various CNN-LSTM architectures [58]–[60] have
been proposed for fault diagnosis in different applications.
However, most of these architectures suffer from computa-
tional complexity and high memory requirements due to uti-
lizing sophisticated configurations. These drawbacks make
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FIGURE 4. LSTM memory block with a single memory cell.

these architectures aren’t appropriate for spacecraft onboard
computer fault diagnosis tasks. Motivated by these short-
comings in the existing architectures in the literature, this
research introduces a simple end-to-end Deep Learning (DL)
architecture for spacecraft reaction wheel fault diagnosis.
This section presents the proposed fault detection and identi-
fication approach for the spacecraft reaction wheel.

A. PROPOSED FAULT DIAGNOSIS SCHEME
Figure 5 depicts the proposed FDI scheme for the spacecraft
reaction wheel. There are two phases for processing. One
is the residual generation phase, where the residual signal
is generated as the difference between the measured torque
and the estimated torque. In order to ensure the efficacy of
the proposed FDI scheme, the data integrity of the training
dataset should be considered as proposed in [61]. Therefore,
in this work, the torque is estimated using a high accuracy
Radial Basis Function Neural Network (RBFNN) model for
the reaction wheel, which is proposed in [62]. The aforemen-
tioned model is a compact model with high accuracy and
low computational requirements. Consequently, it is well-
suited for the spacecraft onboard computer applications in
terms of low system complexity and low memory foot-
print. The other phase is the proposed CNN-LSTM model,
where the residual time-series signals are used to extract
distinctive features of different reaction wheel states. In the
next subsection, the proposed CNN-LSTM model will be
introduced.

B. PROPOSED CNN-LSTM MODEL FOR REACTION
WHEEL FAULT DIAGNOSIS
This research proposes an end-to-end robust fault diagnosis
architecture for spacecraft reaction wheels based on 1D-CNN
and LSTMnetworks (CNN-LSTM). Themotivation for using
CNN is its ability to fulfill the feature extraction process
without reliance on any traditional feature extraction tech-
nique as in the former researches. However, LSTM is used
due to its efficacy to memorize the time series data with the
help of its hidden memory units. Therefore, the combination
of CNN and LSTM in one model allows us to diagnose
the time-varying reaction wheel faults with high accuracy.
Meanwhile, the raw residual time-series signals will be used
directly as the input for the proposed fault diagnosis model
without any preprocessing. In such a case, the fault diagnosis
process will be accomplished in a single process using an
end-to-end architecture. Thanks for this advantage that helps
to minimize the model’s complexity. The architecture of the
proposed model is depicted in Figure 6. As can be observed
from Figure 6, the proposed architecture includes four layers
that are the convolutional layer, the pooling layer, LSTM
layer, and the fully connected layer. First of all, the dataset
is partitioned into training, validation, and testing subsets to
be submitted to the proposed model. The raw residual signals
are then normalized and applied to the convolutional layer.
Meanwhile, multiple convolutional filters are applied to the
input signal to extract the distinct features. Therefore, the
output will be the convolution between the input signal and

75500 VOLUME 10, 2022



A.-E. R. Abd-Elhay et al.: Reliable Deep Learning Approach for Time-Varying Faults Identification

FIGURE 5. Proposed FDI scheme.

the applied filters as in equation (2). Further, the obtained
feature maps will be downsampled through Max-pooling
layer to reduce the dimensions of the input feature maps. The
output of the pooling layer is then passed to the LSTM layer,
which captures the internal features of the residual signal.
Thus, the output of the LSTM layer can be described as
follows [53]:

ht = f (ht−1, x t ,W ) (12)

whereW represents the LSTM trainable parameters. The fea-
tures of the input signals are captured through the LSTM
layer, and finally, fed to the fully connected layers. The
proposed FDI scheme is summarized in Algorithm 1.

Algorithm 1 The Proposed Fault Identification Scheme
Step 1. Import the dataset
Step 2. Splitting the dataset into training, validation, and testing
Step 3. Normalize the dataset
Step 4. Select the number of LSTM hidden neurons
Step 5. Set the Model hyperparameters
Step 6. Train the models using the training dataset

for N in range (Number of filters) do
for M in range (filter Size) do

for I in range (Number of trials) do
model.fit(Training_input,Training_output)

end
end

end
Step 7. Evaluate the trained models using the testing dataset

model.evaluate (Testing_input,Testing_Output)
Step 8. Cross-Validation for the fault types and normal state of the

reaction wheel residual torque signals.

V. RESULTS AND DISCUSSION
This section demonstrates the effectiveness of the proposed
fault diagnosis architecture as in the next subsections.

A. TRAINING DATASET PREPARATION
In this research, five different reaction wheel states are con-
sidered as shown in TABLE 2, namely Normal state (Healthy
reaction wheel), low bus voltage Fault (F1), high bus voltage
Fault (F2), motor currentlosses Fault (F3), and high friction
Fault (F4). Furthermore, the low and high bus voltage faults
are modeled and injected as a drop or increase in the reaction
wheel bus voltage by 50% of the nominal bus voltage value.
Besides, the motor current losses are modeled as 50% losses
in the motor current. Ultimately, the friction faults are mod-
eled as an increase in the bearing’s friction (τ v) by three times
of nominal friction value.

To train the proposed architecture, a sufficient and high-
quality dataset should be provided. The residual time-series
signals; are utilized as the input for the training process.
Moreover, the training dataset is obtained by driving the ACS
simulation model with tilting angles in the range of [−90◦,
90◦]. Meanwhile, the tilting angle is changed with 0.1◦ step.
Therefore, 1801 samples are obtained for each reaction wheel
class. These samples are randomly partitioned into 7205 sam-
ples (80%) for training, 900 samples (10%) for validation, and
900 samples (10%) for testing. An example of the reaction
wheel residual torque signals is illustrated in Figure 7. The
description of different classes and their corresponding labels
are presented in TABLE 3. Furthermore, to reveal the capa-
bilities of the introduced approach for diagnosing the time-
varying reaction wheel faults, the proposed architecture is
trained using samples of faults that are injected at 580 second
only. However, themodel is tested for faults that were injected
at different instances of time (0, 100, 200,300, 400, 500, and
550 seconds) as shown in TABLE 6.

B. MODEL TRAINING AND HYPERPARAMETERS
SELECTION
The configuration of the proposed CNN-LSTM model is
characterized by a group of hyper-parameters including the
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FIGURE 6. The proposed architecture for reaction wheel fault diagnosis.

FIGURE 7. Raw residual signals waveforms for the five classes of the reaction wheel states: (a) normal signal;
(b) low bus voltage fault; (c) high bus voltage fault; (d) motor current loss fault; (e) high friction fault.

TABLE 2. Reaction wheel states.

size and number of filters used in the convolutional layer,
pooling layer factors, number of LSTM neurons, and the
number of fully connected layers and neurons. Moreover,

TABLE 3. Reaction wheel training dataset description.

selecting appropriate values for these hyper-parameters will
produce high identification accuracy and protect the model
against overfitting. The first hyperparameter that needs to be
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configured is the size of the convolutional filters. A common
practice in images applications is to utilize 2D filters of
3×3 size [54]. However, utilizing 1D-CNN with 3×1 filters
to capture the faults’ features from reaction wheel residual
signals is impractical. Moreover, increasing the number and
size of the convolutional kernels can help the model to extract
more features from the raw residual signals. However, this
will require more computational capabilities that aren’t suit-
able for the spacecraft onboard computer systems. Conse-
quently, in this research, we started with a 1D filter of size
seven and then increase the number and size of filters gradu-
ally to ensure the maximum fault identification accuracy and
model simplicity. Another hyper-parameter that should be
determined is the down-sampling type and factors. A pooling
layer with a large down-sampling window will significantly
decrease the dimension of the feature maps. Nevertheless,
it may result in a loss of some significant features. Moreover,
in image classification applications, maximum pooling is
more popular than others because it provides the strongest
response [49]. Therefore, this research utilizes aMax-pooling
as a down-sampling layer. Another motivation behind using
such pooling type is when a fault occurs in the reaction wheel
the ACS controller tries to compensate the response due to
the effect of the fault by increasing or decreasing the torque
voltage signal. As a result, the amplitude of the residual signal
will increase or decrease according to the fault class. This
means that the reaction wheel faults can be identified based
on the amplitude of the residual signal. The number of LSTM
hidden neurons is another hyperparameter that affects the
model accuracy. In this work, we started with LSTM network
with 10 hidden neurons and increase the number of hidden
neurons gradually to get the maximum fault identification
accuracy under different operating conditions. Based on the
former principles, to select the best configuration for the
proposed fault diagnosismodel, variousmodels with different
hyperparameters were investigated. All these models were
trained using Adam optimization algorithm. Further, this
algorithm is a straightforward and computationally efficient
algorithm that allocates a small memory [63]. Furthermore,
all the models were trained using 100 training samples per
batch through 50 epochs with a learning rate of 0.001. More-
over, the used loss function measures the gap between the
actual output and the predicted output of the model. Con-
sequently, the cross-entropy loss function can be used to
evaluate the proposed models as illustrated in Figure 6 as
follows [64]:

L = −
N∑
j=1

yi log ŷi (13)

where N presents the total number of the training exam-
ples, y is the target distribution, and ŷ is the predicted
distribution. Meanwhile, the training process is automati-
cally stopped when the loss isn’t decreased for 10 epochs.
To reduce the effect of the perturbation, each CNN-LSTM
model was trained for 10 times. All models in this research

were implemented using the Tensor flow toolbox in ANA-
CONDA Spider for Python development environment on a
machine with Intel Core i5 M520 CPU@ 2.40GHz and 8GB
RAM. TABLE 4 and Figure 8 illustrate the iterative trials
to find the optimal configuration for the proposed model.
Firstly, the hyperparameters of the convolutional layer are
investigated. As illustrated by TABLE 2, the accuracy of
the model increases dramatically as the convolutional layer
hyperparameters increase. The models with only one filter
(models no. 1, 2, 3, 10, and 11) have a poor performance and
will not be accepted in the design of safety-critical systems
such as spacecrafts. On the other hand, the models with two
and three filters have a better accuracy compared with the
models with one filter. It can be shown that the best accuracy
is achieved in model 18, by a convolutional layer with 3 filters
of size 51. The number of neurons in the LSTM layer is
investigated as shown in TABLE 4. The best performance is
obtained for the models with 15 neurons in the LSTM layer.
Models 19 to 27 show that the further increase in the size
of the LSTM layer doesn’t enhance the model performance,
but increases the model complexity. Furthermore, the best
results are obtained for models with a max-pooling layer of
size 8. Models 20 and 21 indicate that reducing the size of
the max-pooling layer to 4 will reduce the model perfor-
mance. Therefore, model 18 is recommended for the reaction
wheel fault diagnosis. Finally, the proposed configuration
with 3 convolutional filters of size 51, max pooling layer of
size 8, and LSTM layer with 15 neurons is recommended for
the reaction wheel fault diagnosis task.

TABLE 5 shows the optimal parameters of the proposed
FDI model. This model takes the reaction wheel torque resid-
ual signal as an input. The first convolutional layer uses 3 ker-
nels of size 51 that convolve with the residuals to generate
the feature maps. Then the rectified linear (ReLU) function
is applied to these feature maps to generate the output feature
vectors. In the maximum pooling layer, the feature maps are
transformed into 71 scalars representing the maximum values
of the 3 feature maps from the former convolutional layer.
Further, the features are fed into the LSTM layer with 15 neu-
rons. Thus, the output of the LSTM layer is fed to 8 neurons
fully connected layer that is followed by 5 neurons SoftMax
layer to encode the faults that occurred in the reaction wheel.

C. ABLATION STUDY
An ablation study is a set of trials where various layers
of a machine learning model are replaced or removed to
measure the impact of these layers on the performance [65].
Therefore, to determine which parts of the proposed FDI
model are critical for fault diagnosis accuracy, an ablation
study is presented in TABLE 7. The first observation from
TABLE 7 is that the LSTM layer has the most significant
impact on the model accuracy. It can be seen that removing
the LSTM layer would reduce the average testing accuracy
from 99.99% to 75%. It can be shown also fromTABLE 7 that
the best activation function for the convolutional and the Fully
Connected (FC) layer is the (ReLU) function. On the other
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TABLE 4. Different CNN-LSTM models and corresponding testing accuracy.

FIGURE 8. Testing accuracies of various models.

hand, using (elu) function as an activation for the convolu-
tional layer has decreased the accuracy to 89.1%. Besides,
using (elu) function as an activation for the fully connected
layer would decrease the accuracy to 97.4%. Furthermore,
TABLE 7 illustrates that utilizing the (AveragePooling1D)
layer instead of (Maxpooling1D) would decrease the testing
accuracy to 95%. Moreover, it is shown that removing the
conv1D layer would decrease the accuracy to 93%.

D. REACTION WHEEL FAULT DIAGNOSIS USING THE
PROPOSED MODEL
To ensure the capability of the proposed approach to provide
significant fault diagnosis accuracy and avert overfitting,
various datasets under different operating conditions were
evaluated as illustrated in TABLE 6. Moreover, the dataset
in TABLE 6 is another example that differs from the training
dataset that was used to train the introduced model. Thus,
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FIGURE 9. Results of reaction wheel fault diagnosis at tilting angle [−90,90] for faults
injected at 0 second.

TABLE 5. Recommended parameters of the proposed model.

TABLE 6. Dataset used to test the proposed model.

the accuracy of the proposed model will be investigated at
different time-varying conditions. Furthermore, to validate
the generalizability of the proposed model, a dataset of tilting
angles in the range of [−180◦,180◦] is used.

The confusion matrix is an efficient visualization tool that
is used for evaluating the performance of the classification
scheme [64]. Therefore, the confusion matrix is used in
this research to analyze the performance of the proposed
method. The model is tested using a dataset of faults that are
injected at an inception time of 0 second with tilting angles
in the range of [−90◦,90◦] and [−180◦,180◦]. This dataset
is chosen as the worst-case scenario because the model is
trained using a set of faults that were injected at 580 second
with tilting angles in the range of [−90◦,90◦]. Figure 9 and
Figure 10 illustrate the confusionmatrices using the proposed
approach for the classification of the reaction wheel testing
samples. The results indicate that the overall classification
accuracies of the normal class and the four faults classes
are almost 100%. This performance proves the superior-
ity of the proposed algorithm, which strongly identifies the
reaction wheel states. Moreover, this performance confirms
the requirements of safety-critical systems like spacecraft in
which the miss classification may cause the failure of the
system. The results of reaction wheel fault diagnosis using
the testing dataset of TABLE 6 are summarized in Figure 11,
which reveals the superior performance of the proposed
fault diagnosis model.

E. SENSITIVITY ANALYSIS
This section investigates the robustness of the proposed FDI
approach. In order to show the robustness of the proposed
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TABLE 7. Average fault diagnosis accuracy utilizing different model configuration.

FIGURE 10. Results of reaction wheel fault diagnosis at tilting angle [−180,180] for faults injected
at 0 second.

model against noise, its performance is evaluated using a
testing dataset with different noise levels. Furthermore, addi-
tive white Gaussian noise with different levels is added to the
raw residual signals using the MATLAB function awgn() as
in [66]–[68]. Figure 12 shows the noisy residual signals with
different noise levels ranging from 10% to 50% of the original
raw signal amplitude. The results of reaction wheel fault

diagnosis using the proposed approach under different noise
levels are depicted in TABLE 8. It can be seen from TABLE 8
that the identification accuracy is less satisfactory for noisy
residual signals with noise levels of 40% and 50% of the
original signals. The main reason is that the residual signals
are highly distorted at these high noise levels as shown in
Figure 12. Moreover, it is evident from TABLE 8 that the pro-
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FIGURE 11. Results of reaction wheel fault diagnosis using dataset in Table 6.

TABLE 8. Reaction wheel fault diagnosis accuracies at different noise
amplitudes.

posed FDI method can achieve an average fault identification
accuracy of 100% for noisy signals with noise amplitudes
up to 30%. The obtained results reveal the robustness of the
proposed scheme against strong noise. Besides, the proposed
approach can perform well in harsh environments without
utilizing computationally expensive techniques such as Deep
Belief Network (DBN) and Sparse Autoencoder (SAE).

F. COMPARATIVE STUDY
To further certify the efficacy of the proposed fault diagnosis
model and reveal the superiority of the proposed approach,
its results have been compared with two recent fault diag-
nosis techniques. These techniques include the 1D-CNN-
based fault diagnosis method [69], and the LSTM-based fault
diagnosis presented in [70]. Meanwhile, the three techniques
were employed to diagnose the reactionwheel faults using the
testing dataset in TABLE 6. Figure 13 illustrates the diagnosis

accuracies obtained by the 1D-CNN, LSTM, and the pro-
posed method. As can be observed from Figure 13, it is inter-
esting that the proposed method can achieve a superior diag-
nostic accuracy of 100% for different reaction wheel states
and at all the time-varying conditions. Although the pro-
posed model was trained only for faults that were injected at
580 second, it can diagnose faults that were injected at 0, 100,
200, 300, 400, 500, and 550 seconds with 100% accuracy.
1D-CNN-based approach achieves 100% in diagnosing
faults that are occurred at 550 and 500 seconds. However,
it achieves poor diagnosis accuracies (less than 80%) for
faults that were injected at 0, 50,100,200, and 300 seconds.
In that way, the average classification accuracy of the
1D-CNN is 75%. On the other hand, the LSTM reaches
better accuracies (more than 85%) under all the time-varying
conditions and an average accuracy of 94.5%. This accuracy
demonstrates the efficacy of the LSTM networks in captur-
ing the long-term time dependencies from the input signals,
thanks to the hidden LSTM cells. However, this accuracy is
not suitable for reaction wheel fault diagnosis because the
space application should not have any jitter in fault identi-
fication due to its criticality. By combining the 1D-CNN and
LSTM architectures in one model, this research utilizes the
advantages of both architectures and the accuracy is improved
to 100%.

To further investigate the performance of the proposed
approach, it is compared to the recent reaction wheel fault
diagnosis approaches in the literature such as [22] and [25].
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FIGURE 12. Noisy residual signals with different noise levels amplitudes: (a) 10% of the original signal amplitude; (b) 20% of
the original signal amplitude; (c) 30% of the original signal amplitude; (d) 40% of the original signal amplitude; (e) 50% of the
original signal amplitude.

FIGURE 13. Comparison between the identification accuracies of different methods at different instances.

Contrary to the proposed CNN-LSTM model, the proposed
approaches in [22] and [25] have used time-consuming
feature extraction techniques. In [22], the authors relied
upon the Autoregressive Moving Average (ARMA) model
as a feature extraction method and MLP neural network as
faults’ classifier. In [25], Prony method is used as a feature
extraction technique and FFNN is used for faults identifica-
tion. Although these methods can achieve 99% and 100%

identification accuracies respectively, these accuracies can
be achieved only for faults that are injected at a certain
inception time. However, to reach a high accuracy using
these approaches at different inception times, the network
designer has to use a huge dataset and a complex network
design. The proposed methodology is compared also with a
machine learning approach that is introduced in [29]. The
former technique can classify reaction wheel faults with
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TABLE 9. Comparison between different deep learning methods utilized in fault diagnosis.

an accuracy of only ∼59% which isn’t accepted for space
applications.

The proposed approach is compared as well with the recent
Deep Learning (DL) approaches in literature such as Deep
Belief Network (DBN), Sparse Autoencoder (SAE), and
the Deep temporal Dictionary Learning (DTDL). TABLE 9
briefly represents the advantages and disadvantages of these
approaches. In contrast to the approaches that are summarized
in TABLE 9, the proposed FDI method is a compact architec-
ture that can achieve fault identification accuracies of 100%
at different operating conditions.

Fortunately, the proposed approach is a robust method that
can operate with superior performance in noisy environments
with noise levels up to 30% of the original signals. Finally,
the former advantages of the proposed scheme ensure that the
proposed approach is most appropriate for spacecraft reaction
wheel fault diagnosis.

VI. CONCLUSION
This research introduces a new end-to-end architecture to
detect and identify spacecraft RW faults. The proposed
architecture combines 1D-CNN and LSTM in one network
architecture and uses the advantages of both networks to fur-
ther improve the fault identification accuracy. The proposed
model presents the following advantages:
• It is trained directly using the raw residual signals with-
out reliance upon any other time-consuming feature
extraction techniques

• Compact deep learning structure that has low computa-
tional complexity with a small memory footprint. Con-
sequently, makes it suitable for real-time applications

in general and specifically for spacecraft onboard
applications;

• The proposed method achieves fault identification accu-
racy of almost 100% under different reaction wheel
operating conditions;

• The proposed model reveals superior generalizability in
diagnosing all reaction wheel states under worst-case
tilting angles in the range of [-180◦,180◦] and different
faults inception times.

• A robust fault diagnosis model that can achieve an aver-
age identification accuracy of 100 % in noisy environ-
ments with noise amplitudes up to 30% of the original
signals.

Furthermore, the proposed fault diagnosis scheme is com-
pared with 1D-CNN and LSTM-based fault diagnosis meth-
ods. 1D-CNN method achieved an average accuracy of
75%, whereas the LSTM-based approach achieved an aver-
age accuracy of 94.5%. The obtained identification accura-
cies demonstrated that the proposed architecture can capture
highly discriminative features directly from residual signals.
The proposed fault diagnosis approach can be adapted to be
applicable to other spacecraft subsystems as well as different
safety-critical systems as in the industry.
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