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ABSTRACT Product quality problems are becoming increasingly complex with the increasing richness of
product types and functions, making it challenging to solve quality problems with only personal knowledge
effectively. Thus, we propose an approach to extract solution knowledge from quality problem-solving
data to improve the efficiency of quality problem-solving. Specifically, by analyzing the characteristics of
the data, a method for calculating the membership degree of quality knowledge nodes is first designed.
The corresponding quality knowledge triads are constructed based on the relationship between the data
structures. Subsequently, we build a double-layer knowledge coordination network (DL-KCN) composed
of a problem layer and a solution layer. Finally, using the quality problem-solving data generated during the
stamping production process of the body-in-white of an automobile manufacturing enterprise, a DL-KCN
with practical application significance is constructed. The DL-KCN is beneficial for problem-solvers to
address product quality problems.

INDEX TERMS Quality management, quality problem solving, double-layer knowledge coordination
network, knowledge management, automobile manufacturing.

I. INTRODUCTION
With the improvement of people’s living standards, con-
sumers have put forward higher requirements for higher qual-
ity and various products, which makes the quality of products
more and more concerned, and the quality problems become
more complex, changeable, and challenging [18]. Therefore,
to conform to the change of the times and promote manu-
facturing development, enterprises must pay more attention
to product quality and constantly improve the efficiency of
quality problem-solving.

Quality problem-solving (QPS) is to improve the exist-
ing quality status to achieve the expected quality status
through related quality tools and methods [19]. Solutions to
product quality problems are generally divided into contain-
ment measures and long-term solutions [14]. A containment
measure is used to prevent new problems or cause more
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severe consequences while temporarily containing quality
problems. A long-term solution involves carefully analyzing
the cause behind the problem to solve the problem perma-
nently. The key to containment measures is formulating tem-
porary solutions to address the problems quickly. However,
long-term solutions rely on an in-depth analysis of the root
cause. In practice, providing interim containment measures
and long-term solutions requires a wealth of experience and
knowledge.

With the development of the economy and the change
in the concept of consumption, the richness of product
types and functions is increasing daily. Product quality prob-
lems are becoming increasingly more complex and chal-
lenging, presenting higher requirements for the richness of
required knowledge to solve quality problems. However,
the experience and knowledge of enterprise employees are
greatly restricted by education and experience. With the
informatization transformation of manufacturing enterprises,
front-line employees usually use the quality management
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information system to record the QPS process and form
QPS data. This type of data contains the rich experience of
problem-solvers, which integrates group experience. If this
part of experience knowledge can be effectively managed
and used, it will play an essential role in solving new
quality problems, a knowledge-intensive activity. The QPS
process will go beyond personal experience limitations to
help problem-solvers improve QPS efficiency and reduce the
impact of organizational knowledge loss due to staff turnover.

With the advent of the era of quality 4.0, more and more
scholars have realized the importance of data and knowledge
in quality problem-solving [5]. For example, Xu et al. [21]
introduced a data-driven method to automatically construct
the component-failure mode matrix to increase the efficiency
of creating failure mode and effects analysis. Taking advan-
tage of the availability of big operations data, Ma, Li, and
Thorstenson et al. [12] designed an extensive data-driven root
cause analysis system utilizing Machine Learning techniques
to improve the performance of root cause analysis.

However, few scholars have fully considered the charac-
teristics of QPS data and thoroughly mined the knowledge in
QPS data to help improve the efficiency of solving quality
problems. Therefore, this paper intends to study from this
perspective.

The front-line employees record QPS data according to the
actual situation of the problem-solving process. Therefore,
this kind of data has the following characteristics:

a) Objectivity and subjectivity coexistence: QPS data is
an objective record, so the data have a certain degree of
objectivity. However, problem data are manually recorded,
simultaneously making the data subjective; different people
describe the same problem differently.

b) Structured and unstructured data are intertwined: QPS
data are usually recorded following the QPS process, so the
data have a structured feature, mainly including structured
fields such as ‘‘problem description’’, ‘‘cause analysis’’,
and ‘‘solution.’’ However, each field is filled by the quality
problem-solver in a text description, so the data field also
presents unstructured characteristics.

c) The relationship between data structures mainly
includes the causal relationship between the two fields
of ‘‘problem description’’ and ‘‘cause analysis’’ and the
‘‘problem-solution’’ relationship between the two fields of
‘‘problem description’’ and ‘‘solution.’’

d) The source and purpose of QPS data result in a high
content of knowledge in the data.

In summary, QPS data are semi-standardized, semi-
structured, subjective, and objective complex data containing
a lot of experience knowledge, but it is challenging to use for
problem-solvers and managers.

A Knowledge Graph is a data structure based on a graph
model, effectively organizing and reusing scattered knowl-
edge [13]. Hence, we use the knowledge triad to express
knowledge in QPS data. The knowledge contained in each
field can be expressed in the form of nodes, namely Quality
Knowledge Nodes (QKNs), including ‘‘problem knowledge

nodes,’’ ‘‘cause knowledge nodes,’’ and ‘‘solution knowl-
edge nodes.’’ At the same time, the relationship between
fields can be expressed as edges, such as the causal rela-
tionship and the problem-solution relationship. Two nodes
and one edge connecting them form a Quality Knowledge
Triad (QKT).

QKTs consist of two parts: the first part is a causal
knowledge triad based on causal relationship, and the sec-
ond part is a problem-solution knowledge triad based on
the problem-solution relationship. The two parts are inde-
pendent but closely related to each other, and they are con-
nected to form the Double-layer Knowledge Coordination
Network (DL-KCN).

The coordination of DL-KCN is mainly reflected in three
aspects. Firstly, the formation of DL-KCN results from
comprehensive coordination of the experience knowledge
of many subjects, and each subject has a contribution to
the network. Secondly, DL-KCN can be used as an essen-
tial platform for communication and consensus when mul-
tiple relevant subjects cooperate to solve problems. Thirdly,
the components of DL-KCN are independent but insepara-
ble; mutual coordination and mutual action in the efficient
solution of quality problems will not only help the quality
problem-solver to uncover the root cause of quality problems
and formulate long-term measures. Still, they will also help
the quality problem-solver to quickly formulate the corre-
sponding containment measures based on the status of the
problem.

Therefore, we intend to discover knowledge fromQPS data
with the abovementioned characteristics. Firstly, we identify,
find, and uncover QKNs in QPS data and then build QKTs
based on the causal relationship and the problem-solution
relationship between the data structures. On this basis, the
DL-KCN for QPS is constructed.

DL-KCN is the externalization and expression of the
knowledge in QPS data, which can provide extensive and
comprehensive support for the quality problem-solvers to
solve problems, transcend personal experience limitations,
and improve the efficiency of solving quality problems effec-
tively. In addition, this paper also enriches the relevant
theories and methods of quality management, knowledge
management, text analysis and knowledge mining.

II. LITERATURE REVIEW
The below scholars’ research laid the foundation for this
paper, providing research ideas and technical support.

In the 1870s, Taylor advocated establishing a ‘‘full-
time inspection’’ link and, thus, published the book The
Principles of Scientific Management’’ [17]. In the sub-
sequent development process, the ‘‘full-time inspection’’
link gradually evolved into the quality control and quality
assurance department [3]. Subsequently, quality management
science developed rapidly and went through three stages:
quality inspection, statistical quality control, and total quality
management [11].
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With the information transformation of manufacturing
enterprises, the amount of data in quality management
has increased exponentially. Data, information, and knowl-
edge have increasingly become essential resources for
quality management. Scholars have begun to focus on
better-applying knowledge to optimize quality management
processes and improve product quality. The intellectualiza-
tion of quality management tools is also a research stream.
For example, Yuen et al. [23] combined quality func-
tion deployment with fuzzy cognitive networks to improve
criterion evaluation and analysis in product development.
By mining unstructured and short-quality problem texts,
Jiang et al. [8] introduced the fuzzy analytic hierarchy pro-
cess and chaotic fuzzy regression when using quality function
deployment for new product planning; Srikanth et al. [15]
proposed an operational knowledge discovery and analysis
framework of an Intelligent Quality Management expert sys-
tem. Tang et al. [16] combined Taguchi methods in quality
management with artificial intelligence techniques to create
a hybrid method to improve overall system performance.
Aslan et al. [1] used exponentially weighted moving aver-
ages to build a set of intelligent quality control charts. When
the out-of-control signal in the intelligent control chart is
triggered, the machine can be controlled and repaired in time.
Some studies combine fuzzy evidence reasoning with belief
rules to identify potential failure modes and their effects [9],
[10]. It also introduces heuristic optimization methods and
fuzzy methods in the design of experiments to carry out
the best experimental design and determine the optimization
criteria [2], [4].

In recent years, scholars have begun to study how to collect
and use the knowledge in the discovery and solution process
of quality problems, providing essential research ideas for
this paper. For example, Xu et al. [20] proposed an intelligent
QPS system applied to the automotive industry. Huang and
Dang [7] aimed at manufacturing enterprises’ demand for
intelligent decision support in production practice starting
from decision support for multi-problem processing and,
based on the problem knowledge representation model in
the domain, transforming decision support into graph search
problems. Gai et al. [6] started from the connotation and
essential characteristics of tacit knowledge, based on the
practice theory of ‘‘the unity of knowledge and action,’’ took
the problems encountered in actual work and the process of
solving as the starting point, and proposed a problem-driven
method for acquiring tacit knowledge. Xu et al. [21] proposed
a bipartite graph clustering method and used this method to
mine practical knowledge applied to temporary containment
problems.

While the above scholars’ research laid the foundation
for this paper, QPS data are a type of semi-standardized,
semi-structured, subjective and objective complex data.
How to identify and mine the relevant knowledge in the
data according to the characteristics of this type of data
and to construct DL-KCN for QPS still need further
study.

III. CONCEPTUAL MODEL OF DL-KCN FOR QPS
The conceptual model of the quality knowledge network is
illustrated in Figure 1:

FIGURE 1. The conceptual model of DL-KCN for QPS. The figure shows the
basic structure, expression form and the relationship between nodes of
DL-KCN.

DL-KCN is a three-dimensional network composed of a
problem layer and a solution layer. The problem layer is a
network formed by quality problem nodes and their directed
edges. The solution layer is a collection of discrete solu-
tions. The relationship between quality problems is called a
causal relation in the problem layer. The relationship between
quality problem nodes p1 and p2 is a causal relation. Since
node p1 points to node p2, p1 represents the cause, and p2
represents the effect. Each causal relation and both problem
nodes form a causal knowledge triad. The problem layer
and the solution layer are related to each other based on the
problem-solution relationship. For example, s1 in the solution
layer points to p2 in the problem layer, indicating that s1
is the solution for p2. Each problem-solution relationship
and the problem and solution nodes form a problem-solution
knowledge triad.

In the DL-KCN, node size represents the frequency of the
node, while the edge thickness represents the frequency of
the edge. The larger the node, the higher the frequency of the
problem. The thicker the edge in the problem layer, the higher
the frequency of the corresponding causal relationship. The
wider the edge between the two layers, the higher the number
of times the solution connected by the edge is used to solve
the corresponding problem.

The DL-KCN can effectively help improve the efficiency
of QPS.We can first identify the problem node in the problem
layer when formulating containment measures according to
the actual problems encountered. Second, we can directly
discern suitable containment measures in the solution layer,
highlighting the problem node. When formulating long-term
solutions, problem-solvers can first uncover the root cause

VOLUME 10, 2022 74485



Y. Wang et al.: Construction of DL-KCN for Product Quality Problem Solving

of the problem through the causal connection in the problem
layer and then find appropriate long-term solutions by map-
ping between the solution layer and the problem layer.

In summary, nodes represent quality problems and solu-
tions, and edges represent the relationship between nodes
in DL-KCN. Simultaneously, due to different overlapping
accumulation frequencies, nodes and edges have correspond-
ing parameters. Therefore, DL-KCN can be expressed by
equation (1).

G = (N ,E,P) (1)

In equation (1), G represents DL-KCN; N represents the
collection of nodes; E is the collection of edges; P represents
the set of parameters in DL-KCN.

A. NODES IN DL-KCN
Nodes in DL-KCN represent an objective phenomenon,
which can be divided into two categories: the nodes in the
problem layer, which represent quality problems, denoted as
npi , n

p
i ∈ N , i = 1, 2, · · · ,mp; and the node in the solution

layer, which represents solutions to the quality problem and
is denoted as nsj , n

s
j ∈ N , i = 1, 2, · · · ,ms.

B. EDGES IN DL-KCN
Edges in DL-KCN can represent both causality and problem-
solution relationships. Directed edges between nodes repre-
sent both.

The directed edges in the problem layer indicate causality,
denoted as epij = 〈n

p
i , n

p
j 〉, e

p
ij ∈ E . In the equation, epij

represents the directed edge from npi to npj ; n
p
i represents a

cause for npj ; and n
p
j represents a problem caused by npi .

The directed edge from the solution level to the problem
level indicates the problem relationship, denoted as espij =
〈nsi , n

p
j 〉, e

sp
ij ∈ E . In the equation, espij represents the directed

edge from nsi to n
p
j ; n

s
i represents a solution for npj ; and n

p
j p

represents a quality problem that nsi can solve.

C. PARAMETERS IN DL-KCN
Both nodes and edges have numerical attributes, and these
values can be obtained through statistics of QKTs. These
parameters are an expression of DL-KCN from a quantitative
perspective. The meaning of each parameter is as follows:

Node Frequency represents the number of times a node
appears in the DL-KCN, represented by G. For node npi ,
its frequency is denoted as f (npi ). The larger the value of
f (npi ), the more frequent the problem, which is represented
by the node npi . Therefore, more attention should be placed
on the quality npi . Correspondingly, the greater the solution
node’s frequency, the more frequent the solution appears and,
therefore, more attention should be placed on it.

Edge Frequency represents the number of times an edge
is repeated in the DL-KCN, represented by G. For edge epij,
the frequency is denoted as f (epij). The larger value of f (e

p
ij),

the higher the frequency of the relationship represented by

the edge epij. Therefore, more attention should be placed on
the edge.

IV. EXTRACTION OF QKNS
A. MEMBERSHIP FUNCTION OF QKNS
QPS data is recorded by employees of the enterprise, which
makes the candidate words of QKNs mostly vague, unclear
and inaccurate, such as: ‘‘Engine Hood’’ may be described
as ‘‘ENG hood’’, ‘‘EH’’, which is difficult to extract directly
from the text description.

Fuzzy Mathematics is a mathematical method to study
Fuzzy phenomena or concepts, which can effectively ana-
lyze and learn uncertain things with the help of membership
functions [24]. Therefore, this paper draws on the theoreti-
cal method of fuzzy mathematics to design the membership
function to help extract QKNs.

The source and purpose of the QPS data determine that
the data is knowledge-intensive data, with a high rate of
knowledge contained in the data.

Therefore, there are many descriptive words related to
quality problem-solving knowledge in this kind of data, such
as descriptive words of problems and causes. So, a word or
phrase frequently occurring in a single text is more likely to
be a QKN (Characteristic 1). Not only that, in the production
process of enterprises, quality problems are repeated. So, the
more frequently a word or phrase that frequently occurs in
multiple texts is more likely to be a QKN (Characteristic 2).

Combining the above characteristics, the membership
function of QKNs is proposed as follows:

TFw =

∑
nw,d∑
k nk,d

(2)

PDFw = arcsin

∑
Dw∑

m
Dm

(3)

MEMw = f (MEMw) ∗ TFw ∗ PDFw (4)

In equation (2), TFw is the word frequency of the word or
phrase w in the single text; nw is the number of times of the
word or phrase w appears in the document, denoted by d ; and
nk,d is the number of the word or phrase in the document d .
In equation (3), PDFword is the calculation method of

the frequency of the word or phrase w in the multiple texts
designed according to Characteristic 2 of QPS data; Dw is
the document containing the word or phrase w; and Dm is the
number of documents.

In equation (4),MEMw is the membership degree of QKNs
of the word or phrase w; f (MEMword ) is the reconciliation
formula designed according to the membership degree of
QKNs, and its purpose is to prevent the membership of QKNs
from becoming too large or excessively small.

B. EXTRACTION METHOD OF QKNS
QPS data is recorded by all front-line employees who found
or solved the quality problem. As a result, different employ-
ees describe the same problem in different ways. Most of
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FIGURE 2. The extraction process of QKNs. The left part of the figure is the extraction process of QKNs, and the right part of the
figure is an example of the extraction process.

these descriptions tend to be colloquial, with typos and mis-
uses. The QPS data of various industries also has specific
domain characteristics. All of these factors make it challeng-
ing to extract QKNs from the QPS data at once through the
existing text analysis methods. Therefore, this paper uses a
multi-stage method to extract QKNs from the QPS data layer
by layer. The specific process is shown in Figure 2:

The specific extraction steps are as follows:
Step 1 (Extract Candidate Words of QKNs): The aim of

this step is mainly to find the initial vocabulary describing
the quality problem, the cause, and its solution from the QPS
data through data preprocessing and the calculation of the
membership degree of QKNs, and use it as a candidate word
for the node. For example: find the word ‘‘cracked,’’ which
describes the quality problem from the problem description
‘‘The product cracked during the production of the door inner
panel.’’ The specific method is:

The text description of each field in QPS data is com-
posed of vocabulary; suppose each field in QPS data S can
be expressed as a collection of vocabulary wi, that is S =
{w1w2 · · ·wi · · ·wn. After the field S undergoes data prepro-
cessing, word segmentation, and calculation of the member-
ship degree of QKNs of the vocabulary wi, the vocabulary
is sorted according to the degree of membership, and the
original field S can be expressed as equation (5).

S ′ = {wi1 |mem1,wi2 |mem2, · · ·win |memn (5)

In equation (5),win |memn indicates themembership degree
of the QKNs of a vocabulary in a field.

According to the data structure and characteristics of the
specific QPS data, some vocabularies before sorting can be
selected as the candidate words of QKNs.
Step 2 (Word Misuse Correction): Many problem-solvers

form the QPS data. As a result, there are many typos and
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misuses in the data, such as ‘‘necking down’’ versus ‘‘nacking
donw,’’ and ‘‘cracks’’ versus ‘‘carcks’’. Typos significantly
affect the word meaning similarity calculation of candidate
words of QKNs. Therefore, it is necessary to use typo correc-
tion tools, such as Enchant, Check, and PyCorrector, to cor-
rect typos and misused words in the candidate words of
QKNs.
Step 3 (Semantic Clustering of Node Candidate Words):

The initial description vocabulary of QKNs that are extracted
from the QPS data varies, such as ‘‘cracks,’’ which may be
described as ‘‘cracking,’’ ‘‘part of the crack,’’ ‘‘parts of the
crack,’’ and ‘‘cracked.’’ It is, therefore, necessary to use text
analysis methods, such as similarity calculation, synonym
analysis, and word meaning analysis, to analyze and cluster
different descriptions and tenses of the same problem. Ensur-
ing that the descriptions are unified, and semantic clustering
is realized. The specific method is:

Candidate words of QKNs are compared in pairs, the
semantic similarity is calculated, and the semantic similarity
matrix SM is constructed, as shown in equation (6).

SM =


1 m12 · · · m1n
− 1 · · · m2n
...

...
. . .

...

− − · · · 1

 (6)

In equation (6), mij is the similarity of the vocabulary i and
the vocabulary j.
According to the specific characteristics of QPS data, set

the similarity threshold ϑ , and classify the words with a
similarity greater than the threshold ϑ into one category to
complete the semantic clustering of node candidate words.
Step 4 (Granularity Selection of QKNs): There are categor-

ical relationships among candidate words of QKNs, such as
‘‘cracking,’’ ‘‘tearing’’ and ‘‘flanging cracks,’’ which are all
crack problems. Specifically, the crack problems expressed
by each word are different. It is then necessary to perform
inductive analysis on the candidate words of QKNs accord-
ing to the granularity of the constructed DL-KCN, that is,
to select the granularity to complete the extraction of QKNs.
Step 5 (Verification of QKNs):Validate the extractedQKNs

by checking whether there are any omissions or missing
descriptions of problems, causes, and solutions. If there are
no omissions, then prove that the extracted QKNs can be
accurate and complete expressing all the quality problems,
causes, and solutions in the current QPS data. In other words,
through the extracted QKNs, DL-KCN can be constructed
to describe the quality problems, causes, and solutions accu-
rately. Otherwise, it can be supplemented and perfected by
data analysis, literature analysis, domain expert judgment,
and other methods until there are no omissions.

V. CONSTRUCTION OF DL-KCN FOR QPS
A. CONSTRUCTION OF QKTS
To construct QKTs, first of all, the text descriptions of ‘‘prob-
lem description field,’’ ‘‘cause analysis field,’’ and ‘‘solution

field’’ need to be replaced with the extracted QKNs; then
using the relationship between the fields as the basis, the
QKTs are constructed.

QKNs are extracted layer by layer from QPS data. There-
fore, QKNs and the candidate words in the corresponding
QPS data can be correlated, and an associated dictionary set
can be constructed, as shown in equations (7) and (8).

DW =
{
DW1 ,D

W
2 , · · ·D

W
i , · · ·D

W
n

}
(7)

DWi = Wi :

[
wi1,w

i
2, · · · ,w

i
m

]
(8)

In equations (7) and (8), DW is the associated dictionary
set; DWi is the related dictionary of the QKN and its ini-
tial description vocabulary; Wi is one of the QKNs; and[
wi1,w

i
2, · · · ,w

i
m
]
is the description vocabulary in QPS data

corresponding to the QKNWi.
Supposing the QPS data S =

{
S1, S2 · · · , Sj, · · · Su

}
, Sj

is one of the quality problems records; the record mainly
contains the problem description field, the cause analysis
field and the solution field. Thus, this record can be expressed
as Sj =

{
SPbj , S

Cau
j , SSolj

}
.
{
SPbj , S

Cau
j , SSolj

}
are the cor-

responding problem description field, cause analysis field,
and solution field in the problem record Sj. The construction
algorithm of QKTs is shown in Table 1.

B. CONSTRUCTION OF DL-KCN FOR QPS
The construction of DL-KCN for QPS is mainly divided into
two steps: firstly, the causal knowledge triads are analyzed
and processed, connected to construct a causal knowledge
network, and then the problem knowledge triads and the
causal knowledge network are mapped and combined to con-
struct the DL-KCN.
Step 1 (Construction of Causal Knowledge Network): Sup-

pose that Gµ, Gη are two causal knowledge triads, as shown
in equations (9) and (10).

Gµ = (Nµ,Eµ,Pµ) (9)

Gη = (N η,Eη,Pη) (10)

In equation (9), Nµ represents the set of nodes in Gµ; Eµ

represents the set of edges in Gµ; and Pµ represents the set
of parameters in Gµ. In equation (10), N η represents the set
of nodes in Gη; Eη represents the set of edges in Gη; and Pη

represents the set of parameters in Gη.
Suppose nµi and nηt are the nodes in Gµ and Gη, respec-

tively. Wherein nµi ∈ N
µ, i = 1, 2; nηt ∈ N

η, t = 1, 2.
Suppose eµij and e

η
tk are the edges in Gµ and Gη, respec-

tively. Wherein eµij ∈ E
µ, eµij = 〈n

µ
i , n

µ
j 〉, e

µ
ij means directed

edges from nµi to nµj in Gµ; eηtk ∈ Eη, eηtk = 〈n
η
t , n

η
k 〉, e

η
tk

means directed edges from nηt to n
η
k in G

η.
The nodes inGµ,Gη are not merged, so the node frequency

and edge frequency are the initial values 1, that is f µ
(
nµi
)
=

1, f η
(
nηt
)
= 1; f µ

(
eµij
)
= 1, f η

(
eηtk
)
= 1. Wherein

f µ
(
nµi
)
∈ Pµ, f µ

(
eµij
)
∈ Pµ; f η

(
nηt
)
∈ Pη, f η

(
eηtk
)
∈ Pη.
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TABLE 1. Algorithms for constructing QKTs.

If node nµi is the same as the node nηt , then these two
nodes can be merged to form a new node nµηit . The fre-
quency f µη

(
nµηit

)
of the new node changes, as shown in

equation (11).{
nµηit = nµi ⊕ n

η
t

f µη
(
nµηit

)
= f µ

(
nµi
)
+ f η

(
nηt
) (11)

In equation (11), The symbol ⊕ indicates the merger of
nodes.

If edge eµij and edge e
η
tk are the same, that is, the start node

nµi of edge eµij is the same as the start point nηt of edge e
η
tk and

the end node nµj of edge eµij is the same as the end node nηk of
side eηtk , then edge e

µ
ij and edge e

η
tk can be merged to form an

edge eµηij and the frequency f µη
(
eµηij

)
of the new edge also

changes, as shown in equation (12).{
eµηij = eµij ⊕ e

η
tk

f µη
(
eµηij

)
= f µ

(
eµij
)
+ f η

(
eηtk
) (12)

The above method is used to merge all the same nodes
and edges in the causal knowledge triads and count their
node frequency and edge frequency to construct the causal
knowledge network Gces = (N ces,Eces,Pces).
Step 2 (Construction of DL-KCN): Suppose that Gτ is

a problem-solution knowledge triad, and Gces is the causal
knowledge network constructed, shown in equations (13)
and (14).

Gτ = (N τ ,Eτ ,Pτ ) (13)

Gces = (N ces,Eces,Pces) (14)

In equation (12), N τ represents the set of nodes in Gτ ; Eτ

represents the set of edges in Gτ ; and Pτ represents the set
of parameters in Gτ . In equation (13), N ces represents the set
of nodes in Gces; Eces represents the set of edges in Gces; and
Pces represents the set of parameters in Gces.
Suppose that nτs , n

τ
p are the solution node and the problem

node in Gτ respectively, and eτsp is s directed edge in Gτ .
Suppose that ncesc is the node in the causal knowledge

network Gces, ncesc ∈ N
ces, c = 1, 2, · · · ,m.

Nodes in Gτ are not merged, and the node frequency and
edge frequency are both the initial value 1, that is f τ

(
nτs
)
= 1,

f τ
(
eτsp
)
= 1.

If the problem node nτp in the problem-solution knowledge
triad is the same as the node ncesc in the causal knowledge net-
work, then the problem node nτp is integrated into the causal
knowledge network node ncesc , as shown in equation (14).

ncesc = ncesc � n
τ
p (15)

In equation (15), the symbol� indicates the integration of
nodes; two nodes are integrated into one, and the frequency
does not change.

The above method merges other problem-solution knowl-
edge triads with the causal knowledge network. If another
solution node nτs is the same as another solution node n∗,
then these two nodes are merged to form a new node nnτ∗s .
The frequency f

(
nτ∗s
)
of the new node changes, as shown in

equation (16).{
nτ∗s = nτs ⊕ n

∗

f
(
nτ∗s
)
= f τ

(
nτs
)
+ f

(
n∗
) (16)
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As with the same solution nodes processing method, if the
edge e∗ and edge eτs are the same edge; that is, the starting
node and pointing node of the edge e∗ is the same as the
starting node and pointing node of the edge eτsp; then edge
e∗ and edge eτs can be merged to form side eτ∗s , and the
frequency f

(
eτ∗s
)
of the new edge also changes, as shown in

equation (17).{
eτ∗s = eτs ⊕ e

∗

f
(
eτ∗s
)
= f τ

(
eτs
)
+ f

(
e∗
) (17)

All the problem-solution knowledge triads can be trans-
versed, and their node frequency and edge frequency can be
counted. Then DL-KCN for QPS can be constructed.

VI. CASE STUDY
A. CASE BACKGROUND
This paper uses the quality problems that occur during the
stamping production process of the body-in-white of an auto-
mobile manufacturing enterprise as the case and constructs
DL-KCN for solving actual product quality problems. The
validity, rationality, and scientificity of the method proposed
in this paper are verified.

In the process of stamping and manufacturing the body-in-
white, quality problems such as ‘‘cracks,’’ ‘‘wrinkles,’’ and
‘‘napping’’ often occur. To solve product quality problems
and improve production efficiency and product quality, front-
line employees in the stamping workshop usually record
the quality problem resolution process and form ‘‘Record of
Product Quality Problems in the StampingWorkshop,’’ a type
of QPS data.

The table contains many fields, such as problem descrip-
tion, cause analysis, and solutions, and contains much expe-
rience knowledge. However, due to the differences in each
employee’s writing styles, the record tables are expressed dif-
ferently, which has caused great difficulties for the construc-
tion of DL-KCN. Therefore, this paper selects the 2927 QPS
data recorded in the ‘‘Record of Product Quality Problems
in Stamping Workshop’’ and uses the theoretical methods
proposed in this paper to uncover QKNs and, based on the
structural relationship between the field in data, constructs
DL-KCN of practical application significance; and prelim-
inary verification of the effectiveness of DL-KCN with the
remaining 216 pieces of data.

B. EXTRACTION OF QKNS
According to the QKNs extraction method described in this
paper, firstly, QPS data should be preprocessed, such as
removing stop words and word segmentation. According to
the calculation method of membership degree of QKNs, each
knowledge membership degree of the vocabulary is calcu-
lated. The calculation results of some vocabulary items are
shown in Table 2.

The complexity of the problem records in the ‘‘Record of
Product Quality Problems in Stamping Workshop’’ is differ-
ent, and the vocabulary in each field varies greatly, most of

TABLE 2. Schematic table for calculating the membership degree of
QKNs.

TABLE 3. Candidate vocabulary list of QKNs.

which range from 5 to 100. The QKNs contained in texts of
the various fields will also be different.

Therefore, this paper selects the value of λ stepwise accord-
ing to the difference in the vocabulary content in each field.
The specific method is shown in equation (18).

λ =



1 nw ∈ (0, 5]
2 nw ∈ (5, 20]
4 nw ∈ (20, 50]
5 nw ∈ (50, 90]
6 nw ∈ (90,+∞]

(18)

In equation (18), nw indicates the vocabulary contained in
the field.

By using the above method, 19,219 vocabularies were
selected as candidate vocabulary for KQNs, and word fre-
quency statistics were performed on them. Some results are
shown in Table 3.

With the help of text analysis tools, the misuse and correc-
tion of QKNs candidate vocabulary, such as ‘‘carck’’ should
be corrected to ‘‘crack,’’ and ‘‘nack’’ should be corrected
to ‘‘neck.’’ Then, we compared the semantic similarity of
the candidate words of QKNs and constructed the semantic
similarity matrix, part of which is shown in Table 4.

According to the characteristics of QPS data, the similarity
threshold ϑ = 0.50 is selected for semantic clustering.
Then, through the granular selection and combining common
vocabulary and expert opinions, QKNs is constructed and
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TABLE 4. Semantic similarity matrix.

TABLE 5. Schematic table for extracting QKNs.

FIGURE 3. Some examples of causal knowledge triads. The cause node
points to the problem node in the causal knowledge triads.

verified. Finally, 543 QKNs were extracted. The extraction
of some QKNs and their results are shown in Table 5.

C. CONSTRUCTION OF QKTS
According to the method of constructing QKTs described
in this article, causal knowledge triads can be constructed
based on the causal relationship between structures, such as
‘‘impact lines causewrinkles.’’Many causal knowledge triads
can be aggregated together to build the causal knowledge
network. Since the extracted causal knowledge triads are too
large, with a total of 3408 triads, it is not easy to display them,

FIGURE 4. Some examples of problem-solution knowledge triads. The
solution node points to the problem node in the problem-solution
knowledge triads.

so only part of them are selected for display, as shown in
Figure 3.

Based on the problem-solution relationship between the
structures, the problem-solution knowledge triads can be con-
structed, such as polishing as a solution to galling. A large
number of problem-solution knowledge triads aggregated
with causal knowledge networks can complete DL-KCN.
Since the extracted problem-solution knowledge triads are
too large, with a total of 2789 triads, it is not easy to display
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FIGURE 5. The causal knowledge network. The larger the vertex is, the more times the problem/cause occurs.

FIGURE 6. DL-KCN for QPS. The bottom half of the graph is the set of solutions and the top half is the causal network.

them, so only part of them are selected for display, as shown
in Figure 4.

D. CONSTRUCTION OF DL-KCN
According to the construction of DL-KCN described in the
paper, the same nodes in the causal knowledge triads should
be first merged, and the node frequency and edge frequency
are counted to obtain the causal knowledge network, as shown
in Figure 5.

Then, the problem-solution knowledge triad should be
mapped into the causal knowledge network, and the corre-
sponding node frequency and edge frequency are counted to
obtain the DL-KCN for QPS, as shown in Figure 6.

In the problem layer of DL-KCN, the frequency of nodes
such as cracks, wrinkles, and necking are relatively high,
indicating that these problems frequently appear in the stamp-
ing production process of automobiles body-in-white, and
more attention should be placed on it. Furthermore, in the
solution layer of DL-KCN, the frequency of solution nodes
such as gasket adjustment, pressure adjustment, and polishing

is relatively high, suggesting that these solutions are often
used and can be focused on.

The DL-KCN can also effectively support the problem-
solvers to solve product quality problems. We take the prob-
lem ‘‘wrinkles’’ as an example to illustrate how the DL-KCN
works. As shown in Figure 7, a total of 15 methods can
be found through the DL-KCN to solve the problem of
‘‘wrinkles’’. It is also apparent that ‘‘polishing’’ and ‘‘gasket
adjustment’’ are commonly used solutions to tackle this issue,
which can be given priority when containment measures are
required.

Through analyzing the causal relationship in the problem
layer of Figure 7, it is not difficult to find that ‘‘Uneven
feeding’’ and ‘‘Dirty press surface’’ are the leading causes
of ‘‘wrinkles’’. If it is determined that the cause of the
problem is ‘‘Uneven feeding’’, ‘‘Adjust oil’’ and ‘‘Adjust
pressure’’ can be prioritized as solutions. If ‘‘Dirty press
surface’’ is the cause, ‘‘Burnishing’’ and ‘‘Mold surface
welding’’ should be given priority. It also can be analyzed
through the causal relationship that the ‘‘wrinkles’’ problems
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FIGURE 7. Take the problem ‘‘wrinkles’’ as an example to show DL-KCN.

may further lead to ‘‘cracks’’ and ‘‘necking,’’ which can be
prevented.

There are a few discrete knowledge triads in DL-KCN,
for example, ‘‘Reversed Skylight Conversion Mechanism’’
due to ‘‘Unqualified Suppression of Identification.’’ Some
problems have no corresponding solutions, such as ‘‘Press-
ing Plate Cannot Return’’ and ‘‘Waste Scraping Parts.’’ This
situation may be caused by the occasional occurrence of such
problems and rarely encountered. Moreover, insufficient data
may also be a cause. As production continues, the amount of
data gradually increases, and the quality knowledge network
will be further improved.

Finally, the experts and front-line employees of the exam-
ple enterprise evaluated DL-KCN through the actual situa-
tion of production, and they all agreed that DL-KCN could
improve the problem-solving efficiency by at least 15%, and
the effectiveness of DL-KCN would gradually be enhanced
with the increase of QPS data volume caused by production
going on.

However, the specific change in quality problem-solving
efficiency still needs to be determined by the change of
production data after DL-KCN is popularized and used by
the example enterprise.

VII. CONCLUSION & CONTRIBUTION
QPS data is text recorded by problem-solvers in QPS, and it
contains a large amount of experience knowledge. However,
it is difficult to use directly. Based on the characteristics of
QPS data, this paper proposes amethod formining theoretical
and practical knowledge from QPS data. In this method,

we first calculate the membership degree of QKNs. On this
basis, we use amulti-stagemethod to extract QKNs fromQPS
data layer by layer.

Moreover, based on the causal relationship and the
problem-solution relationship between the data structures,
the QKTs are constructed. Then we merge the QKTs to
form the DL-KCN for QPS. Finally, we use QPS data gen-
erated from the stamping process of the body-in-white of an
automobile manufacturing enterprise to construct DL-KCN
with practical application significance to verify the method’s
validity, rationality, and scientificity.

The contribution of this paper is as follows:
a) DL-KCN was proposed and constructed using the

knowledge in QPS data, providing new thinking and methods
for quality problem-solving. DL-KCN contains the problem
layer and the solution layer. The problem layer is a causal
network composed of causal knowledge triads, throughwhich
employees can deeply analyze quality problems. After find-
ing the cause of the problem, the corresponding problem
solution can be quickly found in the solution layer through
the problem-solution relationship between the problem layer
and the solution layer. DL-KCN provides extensive and com-
prehensive support for employees to solve the problem and
contribute to improving the efficiency of product quality
problem-solving.

b) According to the characteristics of QPS data, using the
theoretical method of fuzzy mathematics for reference, the
new membership function is designed. On this basis, this
paper presents a multi-stage way to extract QKNs from QPS
data layer by layer and depending on the structural character-
istics of QPS data, QKTs are constructed. This method is not
only suitable for QPS data but also has a particular reference
value and significance for other text data with similar charac-
teristics. This method also enriches the relevant theories and
methods of text analysis and knowledge mining.

However, we still need to employ the scientific and reason-
able effectiveness verification method to determine whether
the DL-KCN can help enterprises solve product quality prob-
lems in the actual application according to the substantial
production data feedback from enterprises. Meanwhile, the
causal relationship in DL-KCN is complex and change-
able. Future studies may identify the root cause of product
quality problems and provide appropriate reasoning based
on DL-KCN.
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