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ABSTRACT To address slow image-based detection of fires under the effect of electric fields and its limi-
tation to static fire characteristics, this paper proffersa video-based fire detection system with improved you
only look once version 4 (Yolo-v4) and visual background extractor (ViBe) algorithms. The proposed system
uses a simplified weighted bi-directional feature pyramid network (Bi-FPN) in place of the path aggregation
network (PANet) as a feature fusion network in Yolo-v4. Using multiple dynamic fire characteristics, it can
eliminate falsely detected frames. The ViBe algorithm is improved to consider the sudden change of light
triggered by fire flickering. Compared with other fire detection algorithms, the proposed system achieves
98.9% fire detection accuracy with a false detection rate of 2.2%. It can extract target fires by adjusting to
sudden changes of light using no more than 16 frames. Moreover, the system achieves fire detection with
more dynamic fire characteristics compared with the image-based fire detection under the effect of electric
fields.

INDEX TERMS Fire detection, Yolo-v4, ViBe, bi-directional feature pyramid, dynamic characteristics,
sudden change of light.

I. INTRODUCTION
In fuel combustion, fires, as weakly ionized plasmas [1],
generate a variety of charged and neutral particles. However,
the particle trajectory and ion collision frequency of fires
may change under the effect of external electric fields. The
change will further affect their chemical reaction rate and
morphological characteristics and even lead to the extinguish-
ing of combustion [2], [3]. A fire extinguishing technique
based on electric fields has therefore been developed [4], but
it still faces a number of unsolved problems, for example,
accelerated, complicated, and uncertain fires in the combus-
tion affected by imposed external electric fields. To further
explore the mutual effect of electric fields and fires, the
dynamic characteristics of fires must be detected under the
effect of electric fields.

The first factor that fire detection relied onwas color. In [5],
Celik et al. proposed an algorithm to effectively partition
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the area in terms of fire color, but misjudgment was easily
caused by indistinct color between light and fire in actual
environment since it was limited to a specific feature of fire.
In [6], a dynamic fire analysis and detection method in red
green blue (RGB)/ hue saturation intensity (HSI) color space
based on decision rule was put forward. It took into account
the increase of pixels resulting from the randomness of fire
in detection, but failed to discriminate moving area from fire
since it depended on the difference between frames. Apart
from color model, Borges [7] proposed some features of
fire in the lower area including skewness, color, roughness,
and area size to identify the change between frames, and
combined them with the Bayesian classifier for fire detec-
tion. In order to enhance the accuracy of fire recognition,
some researchers included the motion features of fire besides
color features. In [8], a feature vector was extracted from the
physical features of light stream and fire to distinguish fire
from rigid objects. Presently, fire detection focuses on how
to algorithm optimization to detect fire from other objects,
and how to improve its efficiency. In terms of practical effect,
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some fire detection approaches may require little time to
implement but be troubled by low accuracy. Some methods
may achieve good accuracy of fire detection, but take more
time to operate. Muhammad introduced the convolutional
neural network (CNN) model into fire detection in [9], which
guaranteed the accuracy with short-time implementation, but
its accuracy could be further improved.

For this reason, you only look once version 4 (Yolo-v4) and
visual background extractor (ViBe) algorithms are chosen
and improved to propose a monocular visual recognition
fire detection system. The false detection rate is lowered by
adding the bi-directional feature pyramid network (Bi-FPN)
into the feature fusion network (PANet) in Yolo-v4. A number
of dynamic, characteristic fire detection mechanisms are inte-
grated to eliminate the frames with check error enhancing the
accuracy to 98.9%. The ViBe threshold adaptive mechanism
adjusts along with the sudden changes of light triggered
by fire flickering. The proposed algorithm can achieve the
target recognition of different-size fires, accurate extraction
of target fires, and detection of unsteady fires with multiple
dynamic characteristics.

II. RELATED WORKS
In recent years, many Chinese and foreign scholars [10]–[17]
have explored the combustion characteristics, chemical reac-
tions, and ionic wind effects of fires under the effect of
electric fields. However, they often used the photos taken by
intensified charge coupled device or complementary metal
oxide semiconductor cameras in experiments followed by
artificial processing. This approach achieves higher accuracy
only in processing the static morphological information of
small steady fires, but it experiences slow and inaccurate data
processing while facing unsteady fires above middle size.

Deep learning networks such as convolutional neural net-
works [18], recurrent neural networks [19], and deep belief
networks [20] have recently been applied in object detec-
tion, image processing, and positioning. Frequently used
in video-based fire detection, in particular, the convolu-
tional neural network algorithm facilitates successful image
recognition. For instance, a nine-layer convolutional neural
network was devised by [20], while a two-level structural
convolutional neural network was designed by [21]. From
[22], a 12-layer convolutional neural network was developed
to considerably increase fire detection rates and lower the
false detection rate, but the detection was still quite slow.
One-stage object detection algorithms represented by Yolo
algorithms [24]–[27] can achieve a detection rate exceeding
45 frames per second, which is actually real-time. However,
these algorithms do not perform satisfactorily in the detection
of small objects. Among them, Yolo-v4 and Yolo-v5 are the
improved algorithms of Yolo-v3. Moreover, Yolo-v5 is an
algorithm launched by a different team from that of Yolo-v4,
but it has not been published yet. The two algorithms Yolo-
v4 and Yolo-v5 have similar performance since both of them
use the cross stage partial dark network (CSPDarknet) and
path aggregation network (PANet) as their backbone feature

FIGURE 1. Diagram of Yolo-v4 network structure.

extraction network and feature fusion network, respectively.
Nevertheless, Yolo-v4 is more customized. In recent exper-
iments [28], it has been revealed that Yolo-v4 is still the
most accurate among these Yolo algorithms. Considering the
abundance of materials available, better customization, and
higher mAP, Yolo-v4 is therefore taken as the object detection
algorithm in this paper.

Moving objects are detected using image or video
sequences in such methods as frame differencing [29],
background subtraction and optical flow. Among them,
background subtraction is the most common method for the
detection of moving objects [30]. In background subtraction,
the visual background extractor (ViBe) algorithm [31] has
been widely adopted due to less computation, faster process-
ing, and good performance. However, it is still poorly adapted
to background during the sudden changes of light in fixed-
point fire detection [32]. These algorithms do not perform
well in the fire detection based on dynamic morphological
characteristics, so they are not suitable for dynamic character-
istic detection when different sizes of fires exist with violent
flickering under the influence of electric fields. Therefore,
this paper integrates Yolo-v4 and ViBe algorithms for greater
improvement.

III. ALGORITHMS FOR THE SYSTEM
A. YOLO-V4 ALGORITHM FOR DETERMINING REGION OF
INTEREST (ROI)
As shown in Fig. 1, Yolo-v4 is a neural network algorithm that
uses the cross stage partial dark network 53 (CSPDarknet-53)
as its backbone network and takes spatial pyramid pooling
(SPP), feature pyramid network (FPN), and personal area
network (PAN) as its enhanced feature extraction networks.
As an end-to-end object detection algorithm, it uses a neural
network integrating four stages, that is, object region proposal
generation, object feature extraction with backbone network,
enhanced feature extraction network for integration of shal-
low and deep information, and verification of detected object
proposals.

The backbone feature extraction network of Yolo-v4 is
CSPDarknet53. After an image is processed in the backbone
network, Yolo-v4 will output the feature maps of scales 13×
13, 26 × 26, and 52 × 52. Each scale of feature map con-
tains the semantic information of different dimensions. In the
feature fusion section, the feature map of scale 13 × 13 will
enter the SPP structure [33], which treats the new feature map
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FIGURE 2. Bi-FPN structure.

and the original feature map by stacking and convolution,
and then outputs it into the feature fusion network PAN [34].
The feature map of scale 13 × 13 is upsampled twice in the
PAN, and then stacked with the feature maps of scales 26 ×
26 and 52× 52, respectively, for convolution. Subsequently,
downsampling, stacking and convolution are carried out in a
similar way from bottom to top, in order to sufficiently fuse
the features in the feature maps of three scales. In the end,
three Yolo detection heads, i.e. 13×13, 26×26, and 52×52,
are output.

The region containing the fires to be detected takes up a
very small part of a captured image; therefore, the Yolo-v4
object detection algorithm is employed in this paper to iden-
tify target fires and demarcate the region of interest (ROI).
Formed by a cluster of data, the ROI contains the coordinate
information of the selected region. After preliminary image
processing, information useful for the experiment will be
retained without altering image size. In this way, the useful
information is extracted from the image, and only a part of
the target region is kept for subsequent processing. This can
greatly shorten the duration of image processing and enhance
the subsequent filtering efficiency.

B. BI-FPN
A Bi-directional feature pyramid network (Bi-FPN) has a
typical structure of complicated bi-directional feature fusion,
as shown in Fig. 2.To some extent, it achieves a simplified
structure by removing two intermediate points in the structure
of the traditional FPN (e.g. PANet), that is, highest-dimension
feature layer and lowest-dimension feature layer, and adding
a residual edge connecting input feature map with an output
feature map in each intermediate feature layer.

At each point for feature fusion, different input feature
maps should make different contributions to the output.
Therefore, Bi-FPN uses a weight for training to adjust the
contribution of different inputs to the output feature map.

In the selection of weight, Bi-FPN uses fast normalization
fusion to improve the rate by 30% while keeping similar per-
formance compared with the optimization based on softmax.
The fast normalized fusion is defined by Equation (1):

o =
∑
i

ωi

ε +
∑
j
ωj
· I i (1)

where i and j represent the number of input feature maps at
two feature fusion points, and i = j; Ij is the matrix of input
feature maps; ε is 10−4, a constant to keep the denominator
from being zero; ωi and ωj are the weights of each input
feature map, initially set in the range 0< ωi <1 and 0
< ωj <1. The guaranteed value of the function activated by
rectified linear unit (ReLU) is constantly greater than zero
after each weight training. After multiple trainings, the input
feature maps at each feature fusion point get the weights for
the best performance of the object detection algorithm.

C. VIBE ALGORITHM FOR OBJECT CAPTURING
Visual background extractor (ViBe), a background modeling
algorithm first proposed by Barnich et al. [35], is based on
pixel models. In the algorithm, the samples of background
frames are used to constitute the background models of
pixels. Subsequently, the pixel values of input frames are
matched with the background sample set to judge whether
pixels belong to the background by virtue of a preset thresh-
old. The matched pixels are then used to update the back-
ground model. The algorithm is mainly implemented in three
steps, that is, background modeling, foreground object detec-
tion, and backgroundmodel updating.With lessmemory used
in operation, it can achieve more real-time and more accurate
detection.

IV. IMPROVEMENT OF ALGORITHMS
A. FEATURE FUSION NETWORK
The feature fusion network takes the feature maps of scales
13× 13, 26× 26, and 52× 52 from the 7 th, 13 th, and 16 th
layers of the backbone network as its input. Among them, the
feature map of the scale 13×13 will enter the spatial pyramid
pooling (SPP) structure, and treated by max-pooling of three
scales with the pooling kernel size of 13 × 13, 9 × 9, and
5× 5, respectively. The output is input into the Bi-FPN-Lite
structure together with the feature maps of the scales 52 ×
52 and 26× 26.
In the structure, the simplified weighted bi-directional fea-

ture pyramid network (Bi-FPN) is used in place of the path
aggregation network (PANet) feature fusion network used for
neck in Yolo-v4.

In the structure, the simplified weighted bi-directional fea-
ture pyramid network (Bi-FPN) is used in place of the path
aggregation network (PANet) feature fusion network used for
neck in Yolo-v4. The original Bi-FPN structure has outputs to
the feature fusion network after continuously downsampling
an image five times. However, the Yolo-v4 algorithm can
output feature maps of only three scales after the backbone
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FIGURE 3. Framework of the improved Yolo-v4 network structure.

feature extraction network. It is also difficult to advance
downsampling after the feature maps of the scale 13× 13.
As shown in Fig. 3, two feature layers are reduced from the

Bi-FPN algorithm used in this paper to make it match with
the Yolo-v4 model. Therefore, feature fusion happens only to
the feature layers of three scales, i.e., 13 × 13, 26 × 26, and
52×52. This reduction is equivalent to adding a residual edge
pointing from Pin4 to Pout4 on the basis of PANet. Meanwhile,
the attention mechanism is also imposed at the points where
multiple feature maps are involved in feature fusion, e.g., Ptd4 ,
Pout4 , Pout3 , and Pout5 . Unlike the weight training of feature
maps in a cross stage partial (CSP) block, Bi-FPN-Lite uses
the attention mechanism to directly multiply each output fea-
ture map at a feature fusion point by a weight ω and performs
the weight training with fast normalized fusion. Upsample is
directly taken at Pin5 and used in feature fusion with Pin4 at
the pointPtd4 . Then, feature fusion is performed directly using
Pout4 and the downsampling results atPin4 , P

td
4 and Pout4 . The

input feature matrix at the points Ptd4 and Pout4 are substituted
into Equation (1) to obtain Equations (2) and (3):

P td
4 = Conv

(
ω1 · P in

4 + ω2 · Resize
(
P in
5

)
ω1 + ω2 + ε

)
(2)

Pout
4 = Conv

(
ω1 · P in

4 + ω2 · P td
4 + ω

′

3 · Resize
(
Pout3

)
ω′1 + ω

′

2 + ω
′

3 + ε

)
(3)

where Conv stands for convolution; Resize represents the
feature maps from upsampling or downsampling in other
layers; ω denotes the weight assigned to each feature map
for training, which is initially a random number in the range
0 < ω < 1 and determined as a reasonable value after each
training; ε is 10−4, a constant used to prevent the denomi-
nator from being zero; and the plus sign in the denominator
represents the stacking of feature maps. The Bi-FPN-Lite
structure will output three Yolo detection heads, i.e., 13 ×
13, 26 × 26, and 52 × 52, which are subsequently used
to generate the prediction boxes with the Yolo-v4 decoding
algorithm.

B. PROCESSING OF FALSELY DETECTED FRAMES WITH
MULTIPLE FIRE CHARACTERISTICS
Fires are continuous and always changing, so that they must
be judged by virtue of their characteristics including flicker
frequency, rate of area change, and circularity variation.
When the actual size of a combustor is known, we can cal-
culate the distance between the pixels for the edges of the
combustor in a video and thus obtain the proportion of pixels
to its actual size. In this way, we can determine the size of
fires. The fires are identified again in the missed frames based
on multiple fire characteristics to reduce false detection rate.

1) FLICKER FREQUENCY
Normally, the flicker frequency of fires ranges 7∼10Hz [36]
and may be even higher under the effect of external electric
fields. In this paper, the change of pixel light in neighbor-
ing multi-frame images of a video is used to calculate the
flicker characteristics of fires. The results of fire detection
are analyzed in terms of flicker characteristics to effectively
eliminate misjudgments in detection. We use the cumulative
difference of light between neighboring frames to determine
flicker frequency and construct the flicker count matrix M
(x, y, t) and gray scale matrix I (x, y, t). The equation for
calculation is as follows:M (x, y, t) =

{
M (x, y, t − 1)+ 1,1I > T
M (x, y, t − 1), else

1I = |I (x, y, t)− I (x, y, t − 1)|

(4)

where I (x, y, t) is the grayscale of the pixel (x, y) at the
time t; M (x, y, t) is the flicker count of the pixel (x, y) at
the time t; T is the threshold of light difference between two
neighboring frames. If1I exceeds the threshold T , the flicker
count increases by 1. Otherwise, it remains unchanged. At the
time t , the flicker count at a pixel within a time period T
is used to judge whether the region it belongs to flickers.
Normally, T is 1s, that is, frame rate. If the flicker count M
varies beyond the threshold TM (set to 10) [29] within the
time period of 1s, it is judged that the region flickers.

M (x, y, t)−M (x, y, t − T ) > TM (5)

Finally, the flicker frequency of images within a time
period is calculated by

F =
M (x, y, tn)−M (x, y, t1)

tn − t1
(6)

2) RATE OF AREA CHANGE
The area of fires changes continuously. In images, the area
occupied by suspected fires varies constantly, and is calcu-
lated by

A1k =
St+k − St

k
(7)

where A1k represents the rate of area change within the time
period k; Sk+t is the area occupied by suspected fires in the k th

frame of an image after the time t; and St is the area occupied
by suspected fires in an image at the time t .
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FIGURE 4. ViBe algorithm for sudden changes of light (a) Original image
of video, (b)Segmented image with sudden changes of light.

3) CIRCULARITY
Circularity is a concept representing the complexity of an
object’s shape. Compared with the objects that also flicker
but have a stable shape, such as neon lights and lamps, fires
have a clearly more difficult shape. Circularity is therefore
taken as a basis for recognizing fires. It is calculated by

Ct =
P2t

4πAt
(k = 1, 2, · · · , n) (8)

where Ct is the circularity of the area occupied by suspected
fires in an image at the time t;Pt represents the circumference
of the area occupied by suspected fires;At is the area occupied
by suspected fires; n is the total size of dataset.

C. IMPROVEMENT FOR SUDDEN CHANGE OF LIGHT
The original ViBe algorithm uses a fixed global threshold,
which applies a unified threshold in the binarization of an
entire image. However, threshold selection depends over
much on subjective experience. High-frequency shake of fires
may cause a fast-changing background with sudden changes
of light. In this case, a fixed threshold may lead to massive
disturbance. The threshold should therefore be increased to
adjust for the sudden changes of light in the background.
As shown in Fig. 4, fires cause sudden changes of light and
create a brighter background. With a fixed threshold, the
algorithm cannot adjust to the changing background, which
generates a lot of white noises in a segmented image.

The algorithm must be adjusted to the change of detection
environment in a timely manner. In this paper, an adaptive
threshold is added and improved in the following steps while
segmenting the region of moving fires.

Firstly, an initiation interference mechanism is established.
It is assumed that an image containsX foreground pix-
els and Y background pixels, and Z indicates the propor-
tion of foreground pixels to the total pixels of the image.

Then there is

Z =
X

X + Y
(9)

The sudden change of light leads to continuous frames,
causing the variation of Z . If the difference of Z between two
neighboring frames exceeds the set T (which is 75% herein),
it is judged that a sudden change of light occurs. In this case,
the adaptive threshold is initiated to 20 frames.

Secondly, the distance threshold set for the background
is updated. The distance is adjusted to the change of the
background, and the minimum distance set D(x) is defined
by

D(x) = {D1(x),K,Dk (x),K,DN (x)} (10)

Thirdly, in the above equation, Dk (x) = min{dist(Ii(x),
vi(x))} refers to the minimum Euclidian distance from the
selected pixel Ii(x) to vi(x) in the sample; min indicates the
minimum distance to the sample numbered i. The average of
theN values ofDk (x), that is, dmin(x), represents the dynamic
motion of the background and is defined by

dmin(x) =
1
N

∑
k

Dk (x) (11)

In other words, dmin(x) is obtained and recorded after each
successful match of Ii(x) and vi(x).

Fourthly, when the background is static, dmin(x) changes
slightly. If any dramatic change happens to the background,
dmin(x) will increase significantly. The variation of dmin(x)
can realize the adaptive update of R(x) as follows:

R(x) =

{
R(x)g (1− αdkc) if R(x) > dmin(x) · ζ
R(x)g (1+ αinx) else

(12)

where adkc, ainx , and ζ are fixed parameters, which are 0.05,
5, and 1.1, respectively. When the background is subject to
dynamic interference, R(x) will increase slowly and adjust to
such interference.

A parameter L(x) is defined to describe the dispersion level
of samples as follows:

Li(x) =
1
N

N∑
j=1

K
(
vi(x), vj(x)

)
(13)

K
(
vi(x), vj(x)

)
=

{
1 dist

(
vi(x), vj(x)

)
≤ R

0 else
(14)

where vi(x) and vj(x) are two samples in the background
model M (x); N is the number of samples. For every sample
vi(x) in M (x), we calculate its dispersion level from other
samples and then determine the best substitute.

The spatial consistency is judged as follows: The k × k
region at any pixel x(xi, yi) in the video frame I is defined by

Nx =
{
y =

(
yi, yj

)
∈ I : |xi − yi| ≤ k,

∣∣xj − yj∣∣ ≤ k} (15)

The set�x is defined as the pixels in Nx which match with
the background model:

�x = {y ∈ Nx : # {M (y) ∩ SR(I (y))} < #min} (16)
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FIGURE 5. Process flow of a detection system.

FIGURE 6. Schematic diagram of experiment system.

V. DETECTION EXPERIMENT
The process flow of a detection system presented in Fig. 5 is
detailed as follows:

Step 1: Start the system operation and initialize the config-
uration of parameters;

Step 2: Capture a video of fires;
Step 3: Use the improved Yolo-v4 algorithm for detection

in the video and identify the frames with fires;
Step 4: Identify the frames without fires based on dynamic

fire characteristics;
Step 5: Demarcate the region of interest;
Step 6: Use the ViBe foreground detection algorithm to

highlight fires and binarize the images;
Step 7: Calculate the actual size of fires based on the

relationship between pixel size and actual size and analyze
the characteristics;

Step 8: Output the information on fire characteristics and
end the operation.

A. EXPERIMENT EQUIPMENT AND SETTING
As shown in Fig. 6, the experiment equipment contained
mainly a combustion system, an electric field application
system, and a detection system. Among them, the video-
based detection system was equipped with a high-speed
industrial camera (NPX-GS6500UM) and a workstation with

TABLE 1. Description of datasets.

FIGURE 7. Some test data (a) Data with fires, (b) Data without fires.

an Intel(R)Xeon(R)CPU, 3080Ti×2GPU, 128Gmemory, and
WIN10 operating system. The platform for testing algorithms
was a laptop with an Intel(R) Core(TM) i7-11800HQ CPU,
RTX3060-6G GPU, and 16G memory.

B. EXPERIMENT DATASETS
The datasets used in the experiment are presented in Table 1.

Firstly, the training set for this experiment was formed by
20,333 pieces of images taken from the disclosed fire datasets
ImageNet, and BoWFire, and [37].

Secondly, the videos both with and without fires were
selected from the fire video database disclosed by the Bilkent
University [38], the videos provided in [39], and from those
taken in the experiment. From these videos, 5,500 pieces of
images were extracted per frame, and 1,000 pieces of fire
images were downloaded from the internet, so as to constitute
the test set and validation set in this experiment, as shown in
Fig. 7.

C. IMPROVED YOLO-V4 ALGORITHM FOR VIDEO-BASED
FIRE DETECTION
It is defined that accuracy A is the probability of correctly
judging whether there is a fire or not, false detection rate
Pf is the probability of misjudging fires when there are no
fires, and miss rate Nf is the probability of missing fires in
the detection. They are calculated by the following:

A = TP+TN
Npos+Nneg

× 100%

Pf =
FP
Nneg
× 100%

Nf =
FN
Npas
× 100%

(17)
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TABLE 2. Ablation experiment with the improved YOLO-V4.

FIGURE 8. Some video-based fire detection results with improved Yolo-v4
algorithm (a) Video 1, (b) Video 2, (c) Video 3, (d) Video 4.

where TP and TN are the number of correctly detected images
with and without fires, respectively; FP is the number of
images falsely detected to contain fires when there are none;
FN is the number of images missed when there are fires; Npos
and Nneg are the number of images in the samples with and
without fires, respectively.

The video-based detection results with the improved
Yolo-v4 algorithm are presented in Table 2. The proposed
algorithm achieves 98.9% accuracy, a falsely detection rate
of 4.8%, and a miss rate of 1.1%. With such high accu-
racy, the algorithm can be applied in the detection system.

TABLE 3. Detection results of videos with and without fires.

The results are also illustrated in Fig. 8. The number in the
upper left corner of a red box indicates the probability of the
model judging fires in the region. In this paper, dynamic fire
characteristics are used to rule out images without fires to
lower the false detection rate and optimize the accuracy of fire
detection.

D. ABLATION EXPERIMENT
An ablation experiment is presented in this paper to demon-
strate what role the modules of the improved YOLO-v4 play
in the optimization of YOLO-v4. The PAN structure of fea-
ture pyramid in YOLO-v4 is replaced by the Bi-FPN-Lite
structure in this paper to compare the improved YOLO-v4
and YOLO-v4 algorithms. Table 3 presents the results of
the ablation experiment with the improved YOLO-v4. In the
table, Bi-FPN-Lite implies that the Bi-FPN-Lite structure is
used in place of the PAN feature fusion network in YOLO-v4.
The ablation experiment is performed to compare the algo-
rithms in such two structures in terms of mAP, parameter, and
false detection rate. It is evident that the improved YOLO-v4
has the PAN structure in place of the Bi-FPN-Lite struc-
ture, which improves mAP by around 1.5% but causes very
tiny change to the model size. It is therefore concluded that
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FIGURE 9. Comparison of three algorithms in terms of segmentation after
adjusting to sudden changes of light (a) Mixtures of Gaussians, (b) ViBe,
(c) Improved ViBe(the first frame taken when fires were detected at the
top; the first frame after adjusting to sudden changes of light at the
bottom.

Bi-FPN-Lite can certainly improve the mAP of algorithm and
reduce the false detection rate with little influence on model
size.

E. REDUCTION OF FALSE DETECTION RATE WITH
DYNAMIC FIRE CHARACTERISTICS
The frames judged to contain fires in the detection results
were detected again considering dynamic fire characteristics.
The parameters for dynamic fire characteristics were cal-
culated within the time period in which these frames were
detected. Taking Videos 8, 9, 11 and 12 as examples, a video
was taken for a time period of five seconds in which the
frames were detected to contain fires. These five-second
videos were used to analyze the change of flicker frequency.
In Video 8, flicker frequency varied between 8 Hz and 10 Hz,
which fell into the normal flicker frequency range of fires,
7∼10 Hz, so that it was judged that the video did contain
fires. In Video 9, flicker frequency was enhanced under the
effect of external electric fields and exceeded the normal
range, so that it was judged that the video did contained
fires. In Video 11, flicker frequency fell into the normal
range, but fires showed a low rate of area change, so that
it was determined that there were no fires. In Video 12,
fires flickered in the normal frequency but had lower cir-
cularity, so that it was determined that there were no fires.

In this way, the interference caused by the objects similar
to fires to detection can be eliminated to effectively reduce
the false detection rate and enhance detection accuracy. The
results of the optimized video-based fire detection are given
in Table 3.

In video-based fire detection, the improved algorithm with
dynamic fire characteristics helped achieve 98.9%accuracy,
a false detection rate of 1.7%, and a miss rate of 1.1%.
In order to further prove its accuracy in fire detection, the
proposed algorithm was compared with several other algo-
rithms including the nine-layer convolutional neural network
in [21], the two-level structural convolutional neural network
in [22], the 12-layer convolutional neural network in [23], and
other Yolo algorithms including Yolo-v1, Yolo-v2, Yolo-v3,
Yolo-v4, and Yolo-v5. The twelve videos used in this exper-
iment were also employed in the comparative analysis. The
detection results with these algorithms are presented in
Table 4.

Table 3 reveals that the proposed algorithm has better accu-
racy and much higher detection speed than the nine-layer,
two-level structural, or 12-layer convolutional neural net-
works. Among the Yolo algorithms, the proposed algorithm is
more accurate than Yolo-v1, Yolo-v2, Yolo-v3, Yolo-v4, and
Yolo-v5 by 17.2%, 13.5%, 2.7%, 1.0%, and 6.3%, respec-
tively, and it realizes a lower false detection rate than the
others by 13.5%, 7.7%, 4.6%, 0.8%, and 6.5%, respectively.
In terms of speed, it is slightly slower than Yolo-v4 and
Yolo-v5, but its speed of 55 frames per second still meets the
requirements for fast fire detection.

F. EXTRACTION OF FIRE TARGETS WITH IMPROVED VIBE
ALGORITHM
The first image detected to contain fires was taken as
the first frame. It was compared with the first frame
captured after adjusting to sudden changes of light
to establish the threshold adaptation speed of these
algorithms.

As shown in Fig. 9, the mixtures of Gaussians algo-
rithm achieved good image segmentation while facing sud-
den changes of light but experienced slight interference and
less accurate segmentation after adaptation. Comparatively,
the ViBe algorithm was more accurate than the mixtures of
Gaussians algorithm but caused white noise. The improved
ViBe algorithm proposed in this paper realized the fastest
adaptation, that is, 0.69s, as given in Table 5, which was much
better than the other two algorithms.

G. FIRE CHARACTERISTICS UNDER THE EFFECT OF
ELECTRIC FIELDS
In Fig. 10, the parameters for fire characteristics are pre-
sented under the effect of different electric fields. In the
experiment, we used a ceramic tube as the combustor and
imposed adjustable external electric fields with an electrode
spacing of 55 mm and ethanol flow 63 ml/h. The curves of
these parameters reveal that the fire height decreases with the
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TABLE 4. Results of optimized video-based fire detection.

TABLE 5. Comparison of detection results with different algorithms.

TABLE 6. Comparison of algorithms.

increasing voltage within the voltage range in the experiment.
Thus, the electric field can compress fires in combustion.
Direct-current (DC) electric fields can compress fires more
strongly than alternating-current (AC) fields. Moreover,
DC electric fields affect the circularity of fires, i.e., stable
combustion, more significantly than AC electric fields. The
change of fires under the effect of electric fields follows
the same rules as concluded in [2], [3], and [17]. The data
obtained from image processing in the system is consistent
with that from the artificial image processing frame by frame.
Therefore, it can provide theoretical support for further devel-
oping the extinguishing techniques of fires under the effect of
electric fields.

FIGURE 10. Fire characteristics under the effect of different electric fields
(a)Fire width and height under the effect of different electric fields,
(b)Fire area under the effect of different electric fields, (c) Fire circularity
under the effect of different electric fields, (d) Fire flicker frequency under
the effect of different electric fields.

VI. CONCLUSION
As surveillance systems become more intelligent, exploring
fire detection with surveillance videos based on dynamic
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fire characteristics grows in significance. The traditional
image-based fire detection methods and existing fire detec-
tion algorithms do not perform well in detecting unsteady
fires because of their dynamic characteristics. For this rea-
son, a monocular visual recognition fire detection system is
designed with the improved Yolo-v4 and ViBe algorithms.
By using the simplified Bi-FPN with attention mechanism
in place of the PANet feature fusion network in the Yolo-v4
algorithm, the system can perform better at fire detec-
tion. Meanwhile, dynamic fire characteristics are considered
in fire detection to significantly eliminate misjudgments.
The threshold update mechanism of the ViBe algorithm is
adjusted to cope with the sudden change of light caused by
frequent fire flickering under the effect of external electric
fields. In this way, unsteady fires can be accurately detected
and tested with dynamic characteristics. Experiments have
been carried out to verify the efficacy of the designed detec-
tion system. Compared with the techniques available, this
fire detection system can more effectively detect unsteady
fires with multiple dynamic characteristics under the effect
of electric fields.
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