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ABSTRACT Today, Vehicular Ad-hoc Networks (VANET) have become an interesting research topic
for developing Intelligent Transport Systems. In urban environments, vehicles move continuously and at
different speeds, which leads to frequent changes in the network topology. The main issue faced in an urban
scenario is the performance of routing protocols when delivering data from one vehicle to another. This
paper introduces ECRDP, an Efficient Clustering Routing approach using a new clustering algorithm based
on Density Peaks Clustering (DPC) and Particle Swarm Optimization (PSO). First, the PSO algorithm is
applied to determine the cluster heads, or a new fitness function for finding the best solutions is formulated
using the DPC algorithm. Next, clustering is performed based on the reliability of links parameter between
vehicles. Then, a maintenance phase is proposed to update the cluster heads and redistribute the vehicles
in the clusters. Finally, the effectiveness of the suggested scheme is evaluated by a simulation operated by
MATLAB on a real urban scenario. The results achieved show an overall increase in stability, proven by a
reduction in change rate by 74%, and an improvement in performance indicated by an increase in intra-cluster
throughput by 34% and inter-cluster by 47%, as well as an overall reduction of average delay by 16%.

INDEX TERMS Clustering, density peak clustering, machine learning, particle swarm optimization, routing,
vehicular ad-hoc NETwork.

I. INTRODUCTION
In recent years, Vehicular Ad-hoc Networks have received
increased interest from scientists and engineers world-
wide [1], [2]. This consideration is due to the importance
of VANET in solving traffic and safety problems and in
improving entertainment facilities in Intelligent Transport
Systems (ITS) [3]–[5]. VANET have made rapid progress
due to the development of communication, electronic and
computer technologies. VANET aim to make vehicles an
intelligent means of transport that collect, transfer and present
information through Vehicle to Vehicle (V2V) and Vehicle to
Infrastructure (V2I) communication [6]–[8].

However, due to the large increase in the number of vehi-
cles and random mobility in urban environments, VANET
suffer from various problems in terms of availability,
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scalability and overall network stability [9], [10]. This still
affects the efficiency of many services such as routing.

According to several studies [11]–[13], clustering remains
one of the best methods to overcome the difficulties encoun-
tered and improve the reliability and scalability of VANET in
urban scenarios. The clustering technique is a virtual distri-
bution of vehicles into groups called clusters [14]. This offers
through Cluster Heads (CHs) and Cluster Members (CMs)
a better use of the network resources, and provide a more
reliable and secure routing [15].

This paper proposes a routing approach using a new clus-
tering method based on the Particle Swarm Optimization and
Density Peaks Clustering algorithm. First, the PSO algorithm
is applied to determine the cluster heads, where a new fitness
function for finding the best solutions is formulated using
the DPC algorithm. Second, clustering is performed based
on the reliability of links parameter between vehicles. Third,
a maintenance phase is proposed to update the cluster heads
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and redistribute the vehicles in the clusters. The main contri-
butions of this paper are summarized as follows:
•The proposed approach uses a new clusteringmethod that

combines the two algorithms PSO and DPC to guarantee the
stability of clusters in an urban environment;
• To select the cluster heads, the PSO algorithm is intro-

duced. PSO provides a global search capability to find K
optimal solutions. These solutions are automatically consid-
ered as CHs in our approach. In this sense, we reconstruct
the fitness function that is the basis of the PSO algorithm
by introducing density and distance parameters (ρi and δi)
into the original form. These two parameters are obtained
according to the parameter dc;
• The determination of the cut-off parameter value dc is a

challenge in the execution of the DPC algorithm. This value
influences the clustering results. In this work, we introduced
a criterion factor T to calculate the value of dc. This factor
takes into consideration the position, speed and direction of
the nodes;
• The classification of vehicles in the clustering phase

is performed on the basis of link reliability (REL), and not
on the distance between vehicles as in classical clustering
algorithms;
• A maintenance phase is presented due to the high den-

sity and mobility of the vehicles. This phase deals with the
re-selection of CHs and the clustering of vehicles.

Thus, the rest of the paper is organized in the following
paragraphs. In Section 2, a literature review is given dis-
cussing the main works related to our topic. Section 3 gives
the theoretical background of the methods exploited in this
work. In Section 4, we detail the main steps developed in our
approach. The evaluation of the effectiveness and the results
of comparison with GAPC [16], and NMDP-APC [17] are
discussed in Section 5. Finally, the conclusion of this paper is
provided in Section 6.

II. LITERATURE REVIEW
Several research works attempt to solve the impact of density
in an urban environment on the routing process in VANET
by using clustering technique. There are works that have
proposed solutions based on intelligent methods, while other
works are focused on clustering processes and algorithms.

A. INTELLIGENT ROUTING
Several intelligent techniques (such as Machine Learning
(ML), Artificial Intelligence (SI), Deep Learning (DL), Fuzzy
Logic (FL), etc.) have recently been proposed for design-
ing intelligent routing systems [18]. The motivation behind
such approach lies in the ability and high potential of these
methods to solve various challenges in ad hoc networks
(MANET, VANET, FANET, . . . ) such as end-to-end delay,
packet delivery rate, route stability, energy consumption and
routing overhead [19]–[21]. With all this in mind, paper [22]
presents a detailed survey of the main advantages and areas
of use of the above techniques in VANET.

Different intelligent methods are used in [16], [17],
[23]–[25] in order to provide intelligent clustering for
VANET, such as Whale-inspired optimization, PSO algo-
rithm, Grasshopper Optimization, Bio-inspired metaheuristic
framework and Global Affinity Propagation Clustering.

The Affinity propagation clustering has been the principal
idea operated in [16], [17] to perform clustering in V2V
communication. In the paper [16], the algorithm relies on
mobility parameters and communication-related parameters
to overcome the difficulties caused by high vehicle mobility
and road topology. The main objective of [17] is to repre-
sent the homogeneity of VANET traffic dynamics based on
multidimensional parameters. This work has introduced a
similarity function based on motion dynamics such as vehicle
position and speed. Although the two papers [16], [17] aim to
reduce communication latency, they provide algorithms that
require more computation and memory.

The paper [23] has introduced a new clustering algo-
rithm based on grasshopper optimization for VANET. This
approach selects appropriate cluster heads in order to reduce
network overhead in high density scenarios. Nevertheless,
this work did not evaluate the performance of the algorithm
in other metrics such as clustering efficiency or the number
of isolated vehicles. The paper [24] has suggested a cluster
routing scheme based on the PSO algorithm for V2V commu-
nication. The objective is to ensure the stability of the trans-
mission links and to improve the routing efficiency within the
cluster itself and between other clusters. But, the parameter
of density, which is very important to introduce an effective
clustering algorithm, has not been evoked in this scheme [26].
In [25], Husnain and Anwar have proposed a new whale-
inspired optimization approach for clustering inVANET. This
method integrates several parameters such as transmission
area, density, speed and direction in the clustering process.
However, other performance measures are needed to evaluate
the effectiveness of this approach.

B. CLUSTERING ROUTING
The papers [27]–[31] have introduced several clustering algo-
rithms for Urban environment in VANET. These works aim
to provide effective clustering using different parameters such
as velocity, position and direction.

In [27], the authors have introduced a new clustering algo-
rithm that combines the spectral clustering algorithm and
the force-directed algorithm. This approach aims to optimize
the lifetime of all clusters and to ensure the stability of the
VANET. Anyhow, the authors did not assess the effective-
ness of the proposed approach in terms of other routing
parameters. In [28], the authors have proposed a Unified
Framework of Clustering (UFC) to improve the performance
of clusters. Indeed, this work aims to increase the efficiency
of cluster formation, adjust the rate of change of clusters and
ensure cluster stability. Nevertheless, this method requires
more computation andmemory. The paper [29] has suggested
a routing approach adapted to the current era of autonomous
vehicles. The main goal is to decrease the network overhead
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during the cluster construction process and to reduce the
loss of data broadcast messages. However, a maintenance
step is not provided in the clustering algorithm. A stable
and scalable clustering algorithm for VANET is proposed
in [30]. This approach is center-based with grid partitioning
and utilizes vehicle mobility characteristics by exploiting the
increasing range of V2I communication. The main goal is to
design a clustering based on a global view, which ensures the
stability and predictivity of the decision. After all, the metrics
often used to evaluate the performance in the simulation are
either insufficient. A simulation with real scenario using for
example SUMO returnsmore realistic results. In [31], a stable
clustering algorithm is proposed for an urban scenario in
VANET. This algorithm uses the regularity of bus traffic and
vehicle mobility parameters in the clustering process. The
CHs are selected based on the increment, circumcenter and
centroid of an equilateral triangle. This approach employs the
fixed routes of bus nodes in urban areas as a reference index,
taking into account vehicle mobility such as speed, position
and direction, but it ignores the density parameter, which is
an important parameter in the urban environment.

Table 1 provides a qualitative comparison between the
different works cited in this section.

In contrast, the peculiarity of our approach compared to
the works discussed in this section is: (i) the presence of the
notion of vehicle density in the clustering process. (ii) The
determination of the dc value based on a criterion value T .
(iii) The use of the PSO algorithm to select the CHs, due
to its strong global search capability. (iv) The integration
of the notion of link reliability model to reformulate the
objective function for the purpose of distributing the vehicles
into clusters.

III. THEORETICAL BACKGROUNDS
In this section, we outline the theoretical basis of the pro-
posed solution. Firstly, we discuss the PSO algorithm and its
structure. Then, we move to the DPC algorithm to highlight
its main aspects and strengths.

A. PARTICLE SWARM OPTIMIZATION METHOD
The PSO method belongs to the family of swarm intelligence
methods. This method is often used to solve optimization
problems. The PSO algorithm is a population-based search
algorithm, inspired by the social behavior of birds in a
flock [32], [33]. Each individual represents a particle and
is considered as an expected solution. The particles fly in
a hyperdimensional search space with an adaptable speed.
The position and velocity of each particle change dynami-
cally within the swarm according to its own flight experi-
ence and according to the socio-psychological tendency of
the individuals. Indeed, each particle is able to memorize
the best position in the search space thanks to the provi-
sion of a memory. This change is influenced by experience
or knowledge. By applying this method, the search solu-
tion is obtained so as to return to the best positions in the
search space.

The PSO method has several advantages, such as:
• The understanding and implementation of the method is

simple.
• There are not many parameters to adjust.
• The method does not require enough computation time.
• The process is based on velocity and not only on position.
• It can converge quickly.

1) PARTICLE VELOCITY AND POSITION
The PSO algorithm considers individuals as particles in the
D-dimensional search space, where the position of each par-
ticle refers to an expected solution of the problem. Each
particle adjusts its position x and velocity v to find a new
solution.

Let m be the total number of particles. Each particle
changes its position and velocity according to the following
formulas:

vid (t + 1) = w× vid (t)+ c1r1[Pij(t)− xij(t)]

+ c2r2[Pgj(t)− xij(t)] (1)

xij(t + 1) = xij(t)+ vij(t + 1) (2)

where i = 1, 2, . . . ,m; j = 1, 2, . . . ,D; w denotes the inertia
weight; vid (t) is the velocity of particle i at iteration j; xij(t)
is the position of particle i at iteration j; c1 and c2 are the
learning factors; r1 and r2 are random values between 0 and 1;
Pij(t) is the current optimal position that particle i has been
searching for; Pgj(t) is the current optimal position of the
particle swarm as whole.

The velocity update formula contains three parts: The first
part refers to the degree of confidence of the particle in its
current movement. It represents the product of the inertial
weight and the current velocity of the particle. In other words,
this part is calculated based on the inertial motion of the
original velocity. The second part shows the situation of
personal influence, i.e., the judgment of the particle on its
own history. The third part shows the social influence. It deals
with the mutual cooperation and information sharing of the
particles.

2) ALGORITHM STEPS
The main steps of the PSO algorithm are described in the
flowchart in Fig. 1.

The PSO algorithm creates the population of particles uni-
formly distributed in the search space, and finds the optimal
position of each particle. Then, the particles update their
positions and velocities based on their individual endpoints
and the previous optimal position. Finally, the algorithm finds
the optimal solution by exchanging information between the
particles. The execution of the algorithm is iterative, i.e.,
it repeats until the stopping criteria are satisfied. This rein-
forces the overall convergence of the algorithm.

B. DENSITY PEAK CLUSTERING ALGORITHM
Density-based clustering algorithms have attracted more
attention recently and have been widely applied in several
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TABLE 1. A qualitative comparison of clustering routing schemes.

domains [34]. These algorithms detect high density regions
in the data space to form clusters. A set of points is treated
as a cluster if the data points are densely connected. Among
the main density-based clustering algorithms, we cite the
Density Peak Clustering algorithm proposed by [35]. It is
a clear and easy to implement algorithm that features new
ideas. It is characterized by a relatively low computational

complexity, and does not require a large number of control
parameters. The DPC selects centers of varying sizes manu-
ally on the basis of a generated decision graph. The points
with the highest density are predicted to be centers. Each
selected centroid is the farthest point from the other high-
density points. For this purpose, the DPC algorithm uses the
cut-off distance parameter dc to generate the decision graph,
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FIGURE 1. Flow chart of the PSO algorithm.

with the aim of distinguishing the density level in terms of
the distance between the data points. Thus, the performance
of DPC necessarily depends on the way the dc parameter
is assigned a value. Each data point in the decision graph
is identified by two parameters: the local density ρi, and
the minimum distance to other high-density data points δi.
The DPC algorithm contains three phases: (i) the density
and distance calculation, (ii) the decision graph creation,
(iii) the clustering process.

1) DENSITY AND DISTANCE CALCULATION
The density ρi for each data point i is given based on the dis-
tance between the data points. It is calculated by the following
formula:

ρi =
∑

χ (dij − dc) (3)

With

χ (dij − dc) =

{
1 (dij − dc) < 0
0 (dij − dc) ≥ 0

Dij indicates the Euclidean distance between two data points
i and j; dc represents the cut-off distance. In general, the value
of dc represents 1% or 2% of the total number of data points.
The minimum distance δi from each data point i to a higher
local density point is calculated using the following formula:

δi = min
j:ρj>ρi

(dij) (4)

The value δi for each data point i indicates the shortest dis-
tance from any other data point with a higher density value
than i.

2) DECISION GRAPH
The second step in the DPC algorithm is to generate the
decision graph in an autonomous way. This is a new method
to identify the centroid of each data cluster [35]. This graph
is based on the values of ρi and δi of each data point already
calculated in the previous step. As shown in Fig. 2 (b), the
diagram consists of two axes: the horizontal axis is drawn
with the density value ρ. The vertical axis represents the dis-
tance values δ. According to these two parameters, the DPC
algorithm selects the centers of the clusters. Therefore, points
with large density and distance values will be considered
as next centers. Fig. 2 shows the centroid selection process
using the decision diagram method. Fig. 2 (a) shows the
distribution of the data points. As it is remarkable in Fig. 2 (b),
points 1 and 10 are located in the upper right corner of the
decision diagram, i.e. They have the largest local density and
distance value compared to the other points. Therefore, the
two points 1 and 10 will be considered as centers of clusters.

3) CLUSTERING PROCESS
The DPC algorithm can be implemented easily. It works on
simple principles, and also it can form clusters in a short
time. It is based on the decision diagram in the selection of
cluster centers. It is a method based on qualitative selection
instead of using quantitative analysis. As such, each point
in the diagram has a local density and a minimum distance.
Points with a relatively large local density value and distance
are selected as cluster centers. A large value of local density
and distance means that the points concerned are intrinsically
dense and they are surrounded by neighbors with relatively
high density and they are located at a relatively large distance
from other points with higher density. Once the cluster centers
are selected, the DPC algorithm assigns the remaining points
to the cluster of the highest density point closest to them. The
process continues until the final clustering result is acquired.

IV. PROPOSED SCHEME (ECRDP)
In this section, a new clustering algorithm for the routing
process is proposed for an urban scenario. This approach
exploits the advantages of both PSO and PDC algorithms.

First, the PSO algorithm is applied to determine the initial
cluster heads. A new Fitness function based on the DPC
algorithm is introduced. Then, we propose the clustering
phase and finally the maintenance phase.

A. NETWORK DESCRIPTION
An urban road traffic environment with V2V and V2I com-
munication is considered. To perform clustering, several
types of information are needed such as topological infor-
mation, or mobility information such as position, speed and
direction. This information can be obtained locally using
the V2V architecture or globally using the V2I architecture,
as shown in Fig. 3. In this network, vehicles are densely
populated and aligned on the roads considering the following:

We consider N vehicles in the network.
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FIGURE 2. An example of DPC’s decision graph: (a) Data point distribution; (b) Decision graph.

Each vehicle defines a transmission area called R
thanks to the DSRC (Dedicated short-range communication)
technology.

Each vehicle is equipped with a GPS system to obtain
mobility parameters such as position, speed and direction,
and stores these parameters in its routing table. The vehicle
periodically exchanges the details of its table with other
adjacent vehicles or with the RSU, through HELLO packets.

B. PROPOSED SCHEME
In VANET, the constant movement of vehicles in the field
influences the efficiency and performance of routing proto-
cols, as well as the stability of links. Therefore, the number
of neighbors, link quality and speed are considered as fac-
tors that impact the segmentation of vehicles into subsets.
Thus, we were motivated to overcome these difficulties by
integrating Link Reliability model, and the PSO algorithm,
an iterative particle movement inspired.

The major contribution of this work lies in the use of the
advantages of the DPC algorithm and the PSO algorithm to
design a clustering mechanism adapted to VANETs in an
urban scenario. As shown in Fig. 4, the proposed scheme
addresses the following needs:

First, the routing efficiency depends on the quality and
stability of the clusters and the selection of the cluster heads.
The cluster head (CH) is responsible for data transmission
and cluster management, and if it leaves a cluster, the routing
process does not work properly. So, the proper selection of
cluster heads remains the first challenge solved by this paper.

Then, when creating clusters, distance is often the param-
eter to consider. However, in an urban environment char-
acterized by a high density of vehicles, the notion of link
reliability influences the stability of clusters and becomes a
critical parameter. Therefore, this paper shows how to intro-
duce the link reliability parameter in the cluster formation
process.

Finally, due to the high mobility of the vehicles in the
VANET network, it is possible that the clusters lose their
organization. For this, a maintenance phase is highly recom-
mended to update the clusters.

1) CLUSTER HEAD ELECTION
The density of vehicles in the urban communication envi-
ronment has an impact on the stability of clusters and the
performance of routing protocols. Several parameters such as
direction, number of neighbors, speed and position charac-
terize the distribution of vehicles. Therefore, the selection of
stable cluster heads is correlated with these factors. The trans-
mission of data between clusters that have appropriate cluster
heads ensures good connectivity and guarantees the stability
of the links between vehicles. Consequently, the selection of
cluster heads is among the most important challenges in the
clustering process in VANETs.

To maintain cluster stability, three factors are considered
in the cluster head (CH) election process. First, each selected
cluster headmust have a similar direction to the other vehicles
that belong to the cluster. Second, the value of speed and
position must be similar to the values of other vehicles.
Finally, the cluster head must have an adequate density and
position with respect to the other cluster members. Hence, the
PSO algorithm is applied to solve this challenge.

In the next section, using the DPC algorithm, we explain
the creation of the newfitness function for the PSO algorithm,
which will help us select the CHs. This function is based on
the three factors discussed above.

First, for each vehicle, we start by calculating a criterion
factor T based on which we obtained the value of the cut-
off distance parameter dc used by DPC algorithm. Next,
we calculated the density and the distance values ρj and δi
for each vehicle. Then, the fitness function F is obtained.
Finally, the position and velocity of each vehicle are updated.
Conequently, the vehicles with optimal position are selected
as CHs.

a: PARAMETERS SETTING
According to several uses of this algorithm, the value of dc
is almost 1% or 2% of the total size of the set of nodes.
According to several experiments, the choice of this value has
a great impact on the clustering results.

In [26], a new method for calculating the dc value is intro-
duced in order to improve the clustering results. This method
contains the following steps:
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FIGURE 3. Network Model.

FIGURE 4. The stages of the proposed scheme.

- Calculate the Gaussian distance between each two nodes:

Distance = 1− e−
d2ij
2 (5)

where dij is the Euclidean distance between node i and
node j.

dij =
√
(xi − xj)2 + (yi − yj)2 (6)

- Obtain the minimum Gaussian distance Distancemin and
the maximum Gaussian distance Distancemax .
- Calculate the dc value using the following formula:

dc =
Distancemin + Distancemax

2
(7)

However, in this paper, we propose a new method to cal-
culate the dc value. Our formula is based on finding by [26],
where we exchanged Gaussian distance with a criterion fac-
tor T which takes into consideration the velocity, the average

Euclidean distance, and the total number of node i neighbors.
The motivation behind our formula improvement stems from
the fact that the VANET environment is characterized by high
mobility of vehicles, and the quality of the link between vehi-
cles which in turn depends not only on the distance, but also
on other mobility parameters such as velocity and number
of neighbors. The following formula is used for factor T
calculation:

Tij = 1− e−
d2ij
2 (8)

To calculate the value of dij, the following formula is used:

dij =
1

Vij + 0.1
×

1
Sij + 0.1

×
Ni
N

(9)

Or Vij is the standard deviation of the velocity of node i
and its neighbor j. It is calculated by formula (10); Sij is the
average Euclidean distance between node i and its neighbors,
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as mentioned by formula (11); Ni the total number of neigh-
bors of node i and N is the total number of nodes.

Vij =

√∑Ni
j=1(|vi| − |vij| cos θij)

2

Ni + 1
(10)

Sij =

∑Ni
j=1

√
(xi − xj)2 + (yi − yj)2

Ni + 1
(11)

|Vij| represents the absolute velocity of node j neighboring
node i, with i ∈ [1,Ni]. θij is the direction angle between
node i and node j. (xi, xj) and (yi, yj) are the updated positions
of nodes i and j respectively.
From formula (7), we can calculate the value dc:

dc =
Tmin + Tmax

2
(12)

Thus, we express the density for each node i by the follow-
ing formula:

ρi =
∑
j

e−(
Ti
dc
)2 (13)

b: FITNESS FUNCTION
In this paper, the dc value is not obtained according to an
empirical value, but it is calculated according to the for-
mula (12), which takes into account the speed and the position
of the nodes. Also, it is remarkable that the formula for
calculating the dc value in the classical DPC algorithm returns
a discrete value, while the new formula proposed in this paper
gives a continuous value. This new calculation method takes
into consideration the VANET specifications on the one hand,
and on the other hand, it decreases the probability of several
nodes having the same density value, i.e., the probability of
having a conflict is very low. From all the above, the fitness
function is designed as follows:

F =
1

ρ × δ
=

1∑
j e
−( Tidc )

2
× limj:ρj>ρi (Tij)

(14)

where Tij is the criterion factor of node i, dc is the cut-
off distance calculated by formula (12); Generally, in DPC,
δ = min(Tij) when it is a general node, but for a node
with a large density we take δ = max(Tij). A node has a
high probability of being cluster head when it has a small
value of F .
To guarantee high performance of the clustering algorithm,

a convergence condition is introduced to determine the num-
ber of iterations of execution of PSO during the cluster head
selection step. This convergence is defined in the following
formula:

|Fn − Fn−1| ≤ ε, n ≥ 2 (15)

where ε represents the convergence parameter and n indicates
the number of iterations. The PSO algorithm reaches conver-
gence after a certain number of iterations if the difference
between Fn and Fn−1 is very small.

c: POSITION AND VELOCITY UPDATE
In the PSO algorithm, each particle is defined by a position
and a velocity. It updates these values periodically. The best
positions obtained at the end of the algorithm will be con-
sidered as initial cluster heads. The update of the position
and velocity is done according to the formulas (1) and (2)
mentioned in Section 3. But, the values (w, c1, c2, r1, r2) are
defined according to the method proposed in the paper [26].
This method contains the following steps:

1. Calculate the inertia weight w. This value affects the
exploration and exploitation of the search space by ensuring
the gradual slowing down of the particles [36]. The higher
w is, the lower the slow-down effect is for a given particle.
According to the work [36], the linear decrease of the valuew
returns good results. That is, the particles exploit the good
region without overshooting the positions too much if the
inertia weights are low. Based on the work [26], the decrease
in the value of w is given by the following function:

w = wmax −
t × (wmax − wmin)

tmax
(16)

wmax indicates the final value of the inertia weight,wmin is the
initial value of the inertia weight, t represents the number of
iterations, tmax indicates the maximum number of iterations.

2. The second step defines the values of c1 and c2.
These two factors are called acceleration coefficients. The
paper [37] proposed a new version of the time-varying accel-
eration coefficient PSO algorithm (TVAC-PSO). In this work,
the authors suggested a method to determine the two accel-
eration factors. It starts with c1 and c2 such as c1 > c2, then
it gradually and linearly decreases and increases respectively.
Also, according to the paper [37], the ranges of values of c1
and c2 are as follows: c1 decreases linearly from 2.5 to 0,
while c2 increases linearly from 0 to 2.5. This linear change
is given by the following two formulas:

c1(t + 1) = (c1,final − c1,initial)×
t

tmax
+ c1,final (17)

c2(t + 1) = (c2,final − c2,initial)×
t

tmax
+ c2,final (18)

Note that cinitial is the initial value of the acceleration coef-
ficient, cfinal is the final value of the acceleration coefficient,
t is the number of iterations, tmax is the maximum number of
iterations.

3. r1 and r2 are random values between 0 and 1.

d: CLUSTER HEAD SELECTION
In this section, a new strategy is proposed for CH selection
combining PSO and DPC algorithms, the workflow of our
proposition is outlined in Fig.5.

The CH selection process proposed in this approach is as
follows:

1) Consider dimension of the network.
2) Split the road into two lanes.
3) Place vehicles and RSU in the network.
4) Apply PSO using DPC for selecting CH
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FIGURE 5. Flowchart of CH selection process.

a. Initialize vehicles
b. For each vehicle i

i. Calculate criterion factor T .
ii. Calculate the cut-off distance parameter dc.
iii. Calculate the density and distance values

ρj and δi.
iv. Compute fitness value based on formula (14).
v. If present fitness value superior than (pbest)

then
1. Pbest = present fitness.
2. Pgbest is the greatest between all Pbest.

c. For each vehicle
i. Update velocity
ii. Update position

d. Verify that the maximum iterations are reached.
Otherwise, Step 4.b is performed.

5) Vehicle of maximum gbest selected as CH.
6) CH forwards the data towards the RSU.

2) CLUSTER CREATION
After determining the cluster heads using both the PSO algo-
rithm and the DPC algorithm, the second step aims to create
and group the vehicles into several clusters. The clustering is
done based on the link reliability (REL) as a metric, instead
of the usual distance-based clustering. The reason to consider
this metric is that the value of REL shows the transferability
of information packets with the minimum of link failure [38].
It is a parameter that evaluates the performance and stability
of the system. The Euclidean distance does not show the
quality of the links between vehicles.

A CH broadcasts ELECTED Messages to all neighbor-
ing vehicles. The ELECTED Message includes the clus-
ter head ID, position, velocity and direction of the cluster
head. The Life Time indicates the time that the cluster head

broadcasts the ELECTED Message. The format of this mes-
sage is described in Fig.6 (a). Each node k that receives
an ELECTED Message sends a JOIN Message to the CH
sender. This message includes the cluster head ID, node ID,
position, velocity and direction of the node. The format of the
JOIN Message is described in Fig.6 (b). Otherwise, if node k
receives multiple ELECTEDMessages, it runs a test. Node k
calculates the link reliability with all accessible CHs. This
node decides to join the CH with a higher REL value by
sending the JOIN Message. The reliability link between a
node k and a CH is calculated using the following formula:

REL(linkk,CHi ) = Erf

(
( 2Rt − µ1v)

σ1v
√
2

)

−Erf

(
( 2Rt +Tp−µ1v)

σ1v
√
2

)
, when Tp>0

(19)

where Erf is the GAUSS error function. It is a special integer
function generally used in probability and statistics and in
diffusion problems. It is defined as follows:

Erf (x) =
2
√
π

∫ z

0
e−t

2
dt (20)

µ and σ represent the mean value and variance of the speed
respectively. 1v indicates the difference in speed between
two vehicles.
Tp indicates the expected time that a link L between two

vehicles remains available. It is calculated according to two
scenarios:
Scenario 1: Both vehicles move in the same direction

(Fig.7)

Tp =


2R− Lk,CHi
|Vk − VCHi |

if VCHi>Vk with Vk 6= VCHi
R− Lk,CHi
|Vk − VCHi |

if VCHi < Vk
(21)

Scenario 2: The two vehicles move in different directions
(Fig.8).

Tp=


R+Lk,CHi
|Vk+VCHi |

if the vehicles move towards each other

R−Lk,CHi
|Vk+VCHi |

if the vehicles move towards each other

(22)

R is the transmission area, L is the Euclidean distance
between vehicle k and vehicle CHi, Vk and VCHi indicate the
speed of the two vehicles respectively.

After the initialization of the network, each vehicle broad-
casts HELLO packets to all the neighboring vehicles, to share
and retrieve the necessary information in the formula (19).
The format of the HELLO packet contains mainly the pream-
ble, Life Time, Node ID, Node position, Node velocity, Node
direction, as it is shown in Fig.6 (c).

74326 VOLUME 10, 2022



K. Kandali et al.: Intelligent Machine Learning Based Routing Scheme for VANET

FIGURE 6. Format of exchanged messages: (a) Format of ELECTED Message; (b) Format of JOIN
Message; (c) Format of HELLO packet.

FIGURE 7. Scenario 1 to calculate Tp.

FIGURE 8. Scenario 2 to calculate Tp.

The main steps in creating clusters are:
1) Each vehicle k broadcasts HELLO messages to share

mobility information (the position, speed, and direction).
2) The cluster head CHi broadcasts ELECTED messages

to all neighboring vehicles.
3) If vehicle k receives a single ELECTED message,

it immediately sends a JOIN message back to CHi to join the
cluster.

4) If vehicle k receives multiple ELECTED messages,
it calculates the REL value with all accessible cluster heads.
Vehicle k sends the JOINmessage to the cluster head with the
largest REL value to join the cluster.

3) CLUSTER MAINTENANCE
The VANET network topology changes frequently due to the
high speed of vehicles, which leads to several changes in

the cluster structure. Therefore, we propose in this section a
cluster maintenance phase. This step aims to keep the cluster
structure and thus ensure the performance of the algorithm in
the routing process.

The cluster maintenance phase considers three possible
cases:

1- Cluster heads leave the cluster.
2- New vehicles access the clusters.
3- Vehicles leave the clusters.

If new vehicles access the clusters or vehicles leave the
clusters, the cluster heads periodically broadcast ELECTED
Messages to the accessible vehicles to update the cluster
structure. In this way, the new vehicle can join the cluster
by receiving ELECTED Message. Each vehicle that receives
this type of message calculates the REL value with the cluster
heads senders. The vehicle joins the cluster with a large REL
value.

If one or more cluster heads leave the cluster, the cluster
head election process will be executed again to select new
cluster heads.

4) DESCRIPTION OF THE ECRDP
This paper proposes a new routing approach (ECRDP) based
on the clustering process. This approach combines the two
algorithms PSO and DPC. First, the fitness function is given
by the DPC algorithm. Next, the K cluster heads are selected
based on the optimal solutions found by the PSO method.
Then, the clustering process is performed to create clus-
ters. Finally, a maintenance step is proposed to update the
clusters.

The clustering process proposed in this approach is as
follows:

1) Initialize network.
2) Apply PSO and DPC for selecting CH.
3) Consider the K optimal vehicles given by the PSO

algorithm as the initial cluster heads.
4) The Reliability Link between each vehicle to each

cluster heads are calculated.
5) Each vehicle is assigned to a cluster head according

to the principle of maximum REL.
6) Perform the cluster maintenance phase and update

the cluster heads.
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7) Stop the execution when the clustering results
remain the same or when the end of iteration condition is
reached.

In summary, steps 2 describe the PSO optimization pro-
cess. The fitness function used is given by using the DPC
algorithm. Steps 3 to 5 describe the clustering process. The
maintenance phase is given by step 6, where the clusters
undergo an update. The execution of this process continues
until the clusters are stable, or the end of iteration condition
is reached.

The pseudo code of ECRDP is described in Algorithm 1:

Algorithm 1 - Pseudo Code of ECRDP
Begin
1: If the event has happened then
2: Clustering using PSO and DPC.
3: Send data from source to destination.
5: Else
6: Do nothing.
7: End if
End

V. SIMULATION AND PERFORMANCE
In the following section, we describe simulation environment,
as well as some key performance indicators based on which
we qualify our work and compare it to the existing literature.
Then, we enumerate some important results and discuss their
significance.

A. SIMULATION ENVIRONMENT
In order to evaluate the performance of the proposed
approach, we performed the simulation using MATLAB and
comparing the effectiveness of ECRDPwith two works in the
literature: the first work called GAPC is a clustering scheme
based on traffic regularity and mobility parameters [16], and
the second work NMDP-APC is an Affinity Propagation
Clustering based approach [17].

The vehicle mobility is generated on a real scenario, inte-
grating an open-source map. The traffic area of the simulation
is the city of Cologne as shown in Fig.9. This simulation
scene has an area of 1Km × Km and it contains a set of
boulevards, streets, and intersections. Then, to study the effect
of traffic volume on the network, we imported the traffic
pattern into MATLAB, based on the parameters depicted
in Table 2.

B. PERFORMANCE METRICS
According to the literature review presented in the second
part of this paper, the performance evaluation of clustering-
based routing protocols in VANETs includes the stability
of the formed clusters and the routing efficiency. Thus, this
simulation takes into consideration several performance met-
rics, in order to make it more complete and objective. These
metrics are divided into two categories:

TABLE 2. Simulation parameters.

FIGURE 9. Simulation scene.

1) CLUSTER STABILITY PERFORMANCE METRICS
Several metrics indicate the stability of clusters in VANETs.
These metrics include the stability of cluster heads and the
stability of cluster members. Thus, they are further divided
into two sets: cluster lifetime and cluster scale:

a: CLUSTER LIFETIME
- Cluster head lifetime.

Cluster heads lifetime indicates the period of time a vehicle
remains as a cluster head. A long lifetime reflects a high
stability of the clusters. It is calculated by dividing the cluster
head role assignment cumulative time by cluster head role
assignment count.
- Cluster member lifetime.
Cluster members lifetime indicates the average period of

being a cluster member. The longer this metric is, the more
clusters are stable. The cluster member lifetime is obtained
by dividing cluster member role assignment cumulative time
by cluster role assignment count.
- Change rate of cluster head.
This metric represents the number of times a vehicle

becomes a cluster head during a specific time period. It is
obtained by dividing cluster head role assignment count by
a period of time which is usually the simulation time. The
smaller this value, the higher the efficiency of clustering is.

b: CLUSTER SCALE
- Number of clusters.

The number of clusters defines the total number of clusters
formed after the execution of the clustering algorithm during
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FIGURE 10. Stability performance on duration: (a) CH duration Vs Density; (b) CM duration Vs
Density; (c) Change rate of CH Vs Density.

a given time period. A low number of clusters increases the
clustering performance.
- Number of isolated vehicles.
This metric indicates the stability of clusters in terms of

scale. It represents the number of vehicles that were not
assigned to any cluster during the clustering process.
- Clustering efficiency.
The other aspect of performance is the clustering effi-

ciency, i.e. the percentage of vehicles that participate in the
clustering. It is calculated by dividing the number of vehicles
participating in the clustering process by the total number of
vehicles.

2) PERFORMANCE METRICS OF COMMUNICATION
The evaluation of communication performance in VANETs
includes several criteria, namely throughput, delay and packet
transmission success. Thus, in order to provide a thorough
simulation, four metrics are considered:

- Packet Delivery Ratio (PDR).
PDR indicates the percentage of packet transmission in the

network. It is obtained by dividing the number of packets
received by the destination nodes by the total number of
packets sent by the source nodes.

- Average delay.
Delay shows the time it takes in average for a packet to be

transmitted from a source node to a destination node.

- Throughput of clusters.
It is the average packet transmission speed of all clusters

that make up the network. It is calculated by dividing the
sum of the amount of data transferred intra-clusters from all
vehicles by the transfer time.

- Throughput of cluster head.
Throughput of CH is a metric that indicates the com-

munication performance for CH vehicles. It is obtained by
dividing the amount of data transferred inter-clusters during
the transfer time.

C. RESULTS AND ANALYSIS
In this simulation, two other approaches (GAPC [16], and
NMDP-APC [17]) are compared with ECRDP based on
traffic density. The reason for choosing these two approaches
is that GAPC and NMDP-APC are clustering-based routing
solutions for VANETs, and they have the same objectives as
our proposed approach.

1) STABILITY PERFORMANCE ANALYSIS
Fig.10 (a) compares the CH lifetime of three the algo-
rithms considering different traffic densities. The CH life-
time depends necessarily on the traffic density. The lifetime
increases when the number of vehicles increases. This is due
to the frequent change of the network topology when the
number of vehicles becomes bigger. From the figure, it can
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FIGURE 11. Stability performance on scale: (a) Number of clusters Vs Density; (b) Number of
isolated vehicles Vs Density; (c) Cluster efficiency Vs Density.

be seen that the CH lifetime in ECRDP is high compared to
GAPC and NMDP-APC in different densities. This means
that the CHs remain active much longer in ECRDP than in
the other approaches. A high duration of CHs guarantees
the stability of clustering and improves the routing process.
Therefore, in our approach, vehicles that communicate with
a large number of neighbours (i.e. have a high density value)
and have a suitable speed and position are selected as cluster
heads using the PSO algorithm. This shows, that unstable
nodes will not be considered as CHs.

According to the results described in Fig. 10 (b), the CM
lifetime for ECRDP is higher compared to the other two
approaches. Together with the high lifetime of the CHs, this
ensures stable clustering. The CM lifetime for ECRDP keeps
a value above 55swhen the traffic level increases. In contrast,
this duration does not exceed 55s for GAPC and NMDP-
APC in different traffic densities. This is due to the fact
that with the increase in the number of vehicles and with
high mobility, cluster members may leave some clusters. This
periodically triggers the cluster maintenance phase which
allows vehicles to join other clusters. To solve this challenge
caused by the permanent modification of the cluster structure,
we introduced a metric called ‘‘Link reliability’’ which indi-
cates the link status between vehicles during a certain time.
Based on this metric, vehicles will be assigned to clusters.

Therefore, the probability of having stable clusters during
longer periods of time is higher.

In Fig. 10 (c), the rate of CHs update is too high for NMDP-
APC, while this metric is reduced in the ECRDP and GAPC
approaches. This rate increases when the number of vehicles
becomes large. Consequently, the long lifetime of CHs and
CMs has an impact on the rate of CHs update. This decrease
in the rate indicates the stability of the clusters in a very dense
traffic.

Fig.11 (a) shows statistics on the number of clusters gener-
ated during the simulation period. As observed, this number
is more volatile in GAPC and NMDP-APC than in ECRDP
when the number of vehicles increases. ECRDP shows a
high stability of the network considering a lower number of
clusters during the clustering phase. Therefore, ECRDP has a
high clustering capacity with a minimum number of clusters,
and this is considered an advantage over the other approaches.

According to Fig.11 (b), the number of isolated vehicles
is lower for the ECRDP. Whereas the compared approaches
show a larger number when the traffic is dense. This means
that the clustering algorithm used in ECRDP covers a maxi-
mum number of vehicles. A large number of isolated vehicles
shows the inefficiency of the clustering algorithm.

Fig.11 (c) describes the impact of traffic density on the
clustering efficiency for the three approaches. The results
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FIGURE 12. Communication performance: (a) PDR Vs Density; (b) Throughput of clusters Vs
Density; (c) Throughput of CH Vs Density; (d) Average delay Vs Density.

show that the clustering efficiency in ECRDP is high com-
pared to GAPC and NMDP-APC. In ECRDP, the efficiency
exceeds 70% when the number of vehicles is 80, while the
efficiency in the other two approaches does not exceed 60%.
This is due to several factors such as the algorithms used cover
areas with a high density of vehicles and ignore less dispersed
areas. In this way, many vehicles will no longer be involved
in the clustering process. To overcome this difficulty, ECRDP
yields an algorithm that traverses the network environment
and the set of vehicles, and uses the mobility characteristics
of each vehicle to generate the different clusters.

In summary, thanks to the integration of the density notion
in the fitness function formulation, and due to the proposed
cluster maintenance phase, the ECRDP approach proves a
great ability to maintain clustering stability in the case of a
large number of vehicles.

2) COMMUNICATION PERFORMANCE ANALYSIS
Fig.12 (a) shows a comparison of the PDR for ECRDP,
GAPC [16] and NMDP-APC [17]. It clearly highlights the
superiority of the proposed approach in terms of PDR in
dense traffic. During all the scenarios performed, the PDR of
ECRDP keeps a value above 90%. This efficiency is mainly
due to the stability of the clusters and the use of the mobil-
ity characteristics of the vehicles in the clustering process.

Through ECRDP approach, we generate a lower number of
clusters, which decreases the amount of data disseminated in
the network even at high traffic density, while avoiding both
network congestion, and minimizing packet drops at CHs.
Therefore, ECRDP is resilient to dense traffic negative effects
on PDR.

The two figures Fig.12 (b) and Fig.12 (c) show the impact
of density on cluster throughput and cluster heads for the
three approaches ECRDP, GAPC, and NMDP-APC. The
results obtained show a performance of ECRDP in terms
of throughput. This indicates the effectiveness of the pro-
posed method in selecting appropriate cluster heads, which
reduces the probability of link failures between vehicles, and
increases the throughput.

Fig.12 (d) shows a comparison between ECRDP, GAPC
and NMDP-APC in terms of average delay. Clearly, ECRDP
provides less propagation time in low and in high density.
In GAPC and NMDP-APC, a large number of clusters is gen-
erated, which increases the number of relay nodes between
the source and destination node, and therefore affects the data
transmission. A large number of intermediate nodes loads the
bandwidth and increases the retransmission delay. To over-
come this difficulty, ECRDP considers a smaller number of
clusters, which improves the links between the source and
destination node, and reduces the data retransmission time.
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In summary, Fig.12 shows that the ECRDP approach
largely improves the communication performance in
VANETs for several reasons such as:

1- ECRDP approach ensures cluster better stability,
by selecting appropriate vehicles to become cluster heads.

2- In the cluster formation phase, ECRDP exploits a link
reliability model to form clusters.

3- A complete maintenance phase is introduced. This phase
takes into consideration several cases in order to update the
clusters.

VI. CONCLUSION
Due to the high density of vehicles in an urban scenario, rout-
ing is a major challenge for which clustering-based solutions
have been presented in the literature. However, the stability
of a clustering-based network structure can still be improved.
To solve this problem, this paper suggests an efficient clus-
tering routing scheme based on DPC and PSO for VANETs.
This approach utilizes a clustering algorithm that combines
the advantages of both DPC and PSO algorithms. Unlike
other works in the literature, this scheme enriches the PSO
algorithm with DPC algorithm to select CHs. It also accounts
for the link quality instead of distance to create the clusters.
Performance evaluation of ECRDP is given by comparing
with the GAPC and NMDP-APC algorithms with differ-
ent density combinations in an urban scenario. The results
obtained prove the performance of the proposed approach to
ensure cluster stability and routing efficiency.

However, we noticed that the cluster efficiency can be
further improved in high density environments, and that Arti-
ficial Intelligence can be integrated in the maintenance phase
to accommodate for complex traffic models.
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