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ABSTRACT Due to the rapid growth of the population, the pressure on food is increasing and the demand
for higher crop yields is rising. It is crucial to periodically monitor plant phenotypic traits, and deep learning
has a good effect on image recognition and segmentation. This paper proposes a method based on generative
adversarial network and attention mechanism to improve the accuracy of semantic segmentation of plant
leaves. First, the data set is standardized and divided into a training set and test set. The generator that
produces the confrontation network uses Segnet as the backbone network and adds an attention mechanism
to extract the phenotypic characteristics of plants. The discriminator utilizes a dual-input fully connected
layer for true and false estimate. The experimental results show that compared with the original Segnet
segmentation network, the proposed strategy improves the precision of pixel recognition PA. Also, the
suggested technique has a high level of robustness and feature extraction precision. In addition to providing
technical assistance for future crop cultivation and breeding, monitoring crop growth, ensuring yields as well
as solving the food shortage problem.

INDEX TERMS Semantic segmentation, attention mechanism, generative adversarial network, Segnet,
phenotypic characteristics.

I. INTRODUCTION rotation, movement, and adjustment of luminance [7], since

In recent years, the problem of food crisis has become serious
due to global warming and population growth [1]. Growing
high-yielding crop varieties is considered as a solution to this
problem [2]. Research on cultivation phenotypes is necessary
in the breeding process [3]. Plant foliage is usually studied
as the primary functional trait [4]. The monitoring of plant
growth and health status provides a scientific basis for the
selection and cultivation of new species and the rational
layout of varieties.

In the semantic segmentation of plant leaves for pheno-
type study [5], the learning of the model can be enhanced
with data enhancement methods such as: image fusion [6],
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the background of the plant is complex. Many techniques
exist on plant leaf segmentation, including traditional thresh-
old segmentation [8], edge detection [9], unsupervised
classification [10], etc.

In the semantic segmentation of plant leaves for plant
phenotype studies, deep learning methods in supervised clas-
sification have achieved excellent results [6], [11]-[13]. The
main convolutional neural segmentation networks includes
SegNet [14], Deeplab [15], RefineNet [16],PSPNet [17],
GoogleNet [18], U-Net [19],Graph-FCN [20], HMANet [21],
EVS [22], GPS-Net [23] etc. SegNet segments the build-
ing image to obtain accurate classification results. The net-
work consists of a coding layer and a decoding layer. The
pooling operation of the coding layer records the original
coding position and restores the original feature pixels during
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decoding, which improves the feature output of the image.
Owing to the local perception ability, the U-Net network
and can obtain good classification results with few train-
ing samples, making a great contribution to medical impact
segmentation. However, the U-net network must balance the
accuracy of local markings and the certainty of semantics.
Also, it needs to perform multiple detection with the pixel
as the center area. This requires many repetitions and slow-
downs in the operation. Graph-FCN strengthens the feature
segmentation of local location information and extend image
grid data to graph-structured data for classification. EVS
has fast optimization speed and takes less running time.
GPSNet combines pixel-by-pixel and full-pixel methods to
study inter-image and intra-image information, making the
network better adaptable from sparse to dense light source
distributions.

For traditional methods of image data enhancement of
plant leaves, it is time-consuming and laborious to add anno-
tations manually. In addition the segmentation model has the
problems of unstable recognition accuracy and slow training
speed for plant leaves. The model improves the classifica-
tion precision of the network model by adding generative
adversarial network and attention mechanism, thus achieving
a better image classification effect.

In the case of plant culture and breeding, it is necessary
to observe the growth of plants, In this paper, the traditional
Segnet segmentation model is combined with the discrimina-
tive principle of generative adversarial networks, training the
classifier secondly in order to enhance the accuracy of leaf
semantic segmentation of plants. The attention mechanism is
integrated into the space and channels during classification to
improve the learning efficiency. This study provides technical
support for the extraction of plant phenotypic features and
lays a solid foundation for the selection and breeding of high-
yielding varieties.

Il. THE PROPOSED METHOD

As a crucial element of deep neural networks, attention
mechanism [24] was initially exploited to machine transla-
tion. soft attention focuses on significant pixels. Semantic
segmentation has greater criteria for pixel categorization.
In Convolutional Block Attention Module (CBAM) [25],
which combines channel attention [26] and spatial attention
mechanisms [27] to raise the weight of the segmentation
target in the convolution operation.

A. NETWORK STRUCTURE

SAM [28] (Spatial Attention Module): After the maximum
and average pooling of the input convolution block, the posi-
tion of the entire feature area can be determined through the
convolution operation, and the influence of noise and rotation
on the image can be filtered out. The definition of SAM is as
follows:

M,(F) = o (fsxs([Angool(F), MaxPool(F)]))
o (17 ([Fiei Fhac])) M)
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For a feature input F with a size of HxWxC, average
pooling and maximum pooling are performed first in the
channel dimension to obtain a channel description with a size
of HxWx 1. Then, the two channels are spliced through a
5 x 5 convolutional layer. Next, a sigmoid activation function
is applied to obtain the weight coefficient Ms. Finally, the
input feature F is multiplied by the Ms to obtain a new
characteristic. The diagram of the spatial attention module is
shown in Figure 1.

CAM [25] (Channel Attention Module): The input of CAM
is a feature F with a size of HxW xC. The global maxi-
mum pooling and average pooling of space is respectively
performed to obtain two-channel descriptions of a size of
1 x 1xC. MLP(w) is fully connected, Then, the channel
descriptions are sent to the neural network consisting of
two layers. After the two obtained features are summed, the
weight Mc is gotten by a sigmoid activation function. Next,
the Mc and the input feature are multiplied to obtain the
channel attention weight characteristic. The diagram of CAM
is shown in Figure 2 and the formula is defined as follows.

Mc(F) = 0 (MLP(AvgPool(F)) + o (MLP(MaxPool(F))
. (wl (wo (ngg) + w1 (wo (Fig)) ?)

CBAM][25] combines the advantages of channel attention
and spatial attention, and it adaptively optimizes the convolu-
tion process of eigenmap by multiplying the original feature
input and the attention weight. CBAM is integrated into the
coding process of the segmentation network by adding it
between each convolution block. The diagram of CBAM is
shown in Figure 3.

Generative Adversarial Network (GAN) [29] is a deep
learning model that is utilized to generate images for

76311



IEEE Access

L. Cao et al.: Semantic Segmentation of Plant Leaves Based on GAN and Attention Mechanism

Semantic Segmentation (Generator) (Discriminator)

Discriminator Predicted Labels:
—) —) real=1
Network
fake=0
@ Lmd  Generator Network [ '8 Fake(:il(x;)a e

FIGURE 4. Generative adversarial network.

data enhancement. Unstable training is a common prob-
lem of GAN, and the best result are to find the Nash
equilibrium point of the generator and the discrimina-
tor. The improvement of the generative confrontation
networks includes DCGANJ[30], LSGAN[31],WGAN[32],
and WGAN-GP[33]. DCGAN changes the network structure
of GAN to a convolutional neural network, which greatly
keeps the stability training and the quality of the generated
results. WGAN improves the loss function of GAN, but there
are still many issues, such as training difficulties and slow
convergence speed. WGAN-GP [34], [35] has a great advan-
tages effect in terms of convergence speed, training difficulty,
and prevention of gradient disappearance.

GAN is a model against generated data, and it consists
of two parts: generator network(G) and discriminator net-
work(D). G randomly produces fake pictures according to
the noise z, and D judges whether the generated pictures are
true. There are two situations for training the input of D: The
original image output is true, and the generated image output
is false. The diagram of GAN is shown in Figure. 4.

Initially, a confrontation network was created in order to
expand the variety of the data collection. The concepts of
segmentation network and generative confrontation network
are integrated in this study. The classic segmentation network
is employed as the generator of the generation confronta-
tion network, while the fully connected layer is applied as
the discriminator. There are two possibilities for the dis-
criminator’s input: In one scenario, the input is the original
picture and the label image, and the discriminator’s output
is true; in the other, the input is the original image and
the segmentation image generated by the generator, and the
discriminator’s result is false. The structure of the genera-
tive adversarial semantic segmentation network is shown in
Figure 5. The original image and the label image are put
in the discriminator. Since the original image is a binary
image, the label image has two channels, i.e., the background
and the plant leaves. The two images are converted into the
same matrix by convolution. Through the splicing opera-
tion, multiple neurons similar to the perceptron are obtained,
and then judgements are made through a fully connected
layer.

As a component of the generative adversarial network, the
generator that inputs the images into Segnet with attention
mechanism and outputs the segmented image is invoked.
The discriminative network receives the original picture, the
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label image, and the segmented image. The input consists of
two pictures with outputs of 1 for (original image, labeled
image) and O for (original image, segmented image). Training
in classification is carried out. The feedback improves the
picture segmentation.

This study serves the Segnet as a generator of the
generative adversarial semantic segmentation network.
Segnet consists of an encoder and a decoder. One-to-one
correspondence between encoder and decoder. The trans-
formation portion saves and restores the original feature
locations during upsampling. The softmax classifier is
exploited by the decoder to identify the category of each pixel.
The structure of the Segnet semantic segmentation network
is shown in Figure 7.
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FIGURE 7. The structure of the segnet semantic segmentation network.

Ill. NETWORK TRAINING

A. EXPERIMENTAL PARAMETER SETTINGS

In this experiment, the software configurations are Ubuntu
18.04 TLS operating systems, python3.6 development lan-
guage, and Keras deep learning framework; the hard-
ware configurations are three NVIDIA GTX1080 Ti GPUs.
Besides, the batch size is 4; the generator learning rate is
0.0001; the discriminator learning rate is 0.0001, and the
number of iterations is 500.

B. TRAINING STEPS

First, the original image and the label image are taken as
input to train the discriminator to mark the sample as true.
The generator in the semantic segmentation networks creates
a segmented images. Then, The segmented picture and the
original image are then sent into the discriminator, which is
then trained to flag the sample as false.

Next, the network generates semantic segmentation images
with insufficient accuracy. The parameters of the generator
are optimized according to the results of the discriminator.
At this time, there is no requirement to modify the parameters
of the discriminator, and iterative training is then performed.

However, during the training process, the value of the loss
function of the generator is extremely small, and the accuracy
of the entire model is not the best. This is because the optimal
solution to generate the confrontation network is that the
generator model and the discriminator model reach the Nash
equilibrium.

C. LOSS FUNCTION

Since the discriminator can make a two-category judgment
on whether the generated image can be changed from false to
true, the cross-entropy loss function is applied in the genera-
tor to classify the pixels:

Loss = —ylogy 3)

where y is the correct value, and y and is the predicted value.
The overall GAN loss function is:

minmax V (D, G) = Ex~pdaia (¥) [logD (x)]
FEz~p,, [(1 = logD (G(2))] (4
The optimized discriminator D is:
max V (D, G) = Ex~Pdata (x) [logD (x)]
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The optimized generator G is:
ngn V (D, G) = Ep,, [(1 —logD (G(2)))]

where, D is the discriminator, G is the generator, z is the
noise, and x is the input data. Pdata(x) is the sample data
distribution, and Pz(z) is the noise prior distribution. In the
first step of training, the discriminator D needs to be trained,
and G is kept unchanged as much as possible, and the loss of
D is too large. The second step confuses the discriminator so
that the output of D(G(z)) tends to 1, which does not cause
the loss of the generator to be biased.

The original GAN is difficult to train, and the training level
of the generator and the discriminator cannot be balanced.
In this study, the loss function of the discriminator is changed
to the optimized Wasserstein distance of WGAN|[32].

L (D) = —Ex~p, [D ()] + Ex~p, [D(x)]  (5)
w (Prv Pg) = inf E(x,y)'vy [x —yll] (6)
Y (pr.pg)

where (P, P,) is the possible joint distribution of P, and P,.
For each possible joint distribution y, (x, y) ~y can be sam-
pled to obtain a real sample x and a generated sample y and
calculate the sample Distance ||x — y||. Then, the expected
distance of the sample under the joint distribution y can be
calculated.

D. EVALUATION

Pixel Accuracy (PA), the ratio of correctly categorized pixels
to all of them, is taken as an evaluation metric for semantic
segmentation. MPA (Mean Pixel Accuracy) calculates the
percentage of correct pixels for each class to the number of
all pixels in that category. MIOU (Mean Intersection over
Union) calculates the IoU for each type. FWIoU (Frequency
Weighted Intersection over Union) is a weighted summation
of the frequencies of each type of IoU.

k
< p.
= el ™)
> im0 2j=o Pij
1 & i
MPA = 1= ) ®)
k
k+1 i=0 Zj=0pij
R i
MIOU = " )
k+1 ; Zjl;opij + Z]]F:o Pji — Pii
1
FWIOU = ——
Zi:() Zj:Opij
k k
Pii 2_j=0 Pij
> 24P (10)

x x x

i=0 Zj:opij + Zj:opji — Pii

In the above formulas, k represents the number of times the

category is divided; p;; indicates whether the original type i

is predicted as type i, that is, the true-positive (TP) and true

-negative (TN) of the confusion matrix; p;; indicates whether

the original type i is predicted as type j, that is, false-positive
(FP) and false-negative (FN).
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TABLE 1. The segmentation accuracy of different methods.

PA MPA MIOU FWIOU

FCN8 0.9881 0.9510 0.9062 0.9773
FCN32 0.9746 0.8839 0.8206 0.9527
Segnet 0.9974 0.9922 0.9774 0.9951
U-Net 0.9983 0.9927 0.9849 0.9967
Pspnet-resnet50 0.9893 0.9762 0.9136 0.9797
Pspnet-mobilenet  0.9916 0.9580 0.9248 0.9836
Deeplabv3plus 0.9855 0.8661 0.8531 0.9715
CBAM-Unet 0.9971 0.9895 0.9745 0.9942
CBAM-Segnet 0.9978 0.9941 0.9801 0.9957
GAN-CBAM- 0.9985 0.9964 0.9860 0.9969
Segnet

GAN-CBAM- 0.9962 0.9921 0.9652 0.9926
UNet

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. DATASET

The KOMATSUNA dataset (Hideaki Uchiyama, Kyushu
University) is used in this study for semantic segmentation,
tracking, and reconstruction of leaves in depth images. There
are a total of 900 pictures, and the picture size is 480 x
480 pixels. Meanwhile, the label images are layered accord-
ing to the background and the target area. Then, the resulting
segmented picture labels are converted into binary images.
Finally, the images are divided into a training set and a test
set at a ratio of 7:3.

B. RESULTS AND ANALYSIS

Deep learning semantic segmentation networks come in
a variety of flavors. Representative numerous models are
selected for this research. U-net is appropriate for dense and
small sample data. Its training accuracy is greater than the
precision of the Segnet network. However, training speed of
the U-net is slow, and too many pooling layers are required,
reducing the local accuracy. Segnet network can not only
extract the two-dimensional information on the surface but
also the feature of spatial information. By combining the
original Segnet network with CBAM in this paper, the accu-
racy has been significantly improved, Meanwhile, through
combining the generative confrontation network with the
semantic network, the precision of phenotypic of plant leaves
has reached 99.85%. The accuracy of different segmentation
methods on the test set is listed in Table 1.

The semantic segmentation effects of several selected rep-
resentative deep learning models for plant leaves are shown
in Figure 8. We attempt to segment the dataset. The emerging
models with better results are Segnet and Unet networks,
which accurately segment the overall outline of plant leaves.
The outcomes of the FCN network model have teeth at the
edges of the leaves. The performance of the FCN32 model is
more evident. The results of PSPNET and Deeplab failed to
produce satisfactory of plant rhizomes.

The phenotypic segmentation results of different methods
are shown in Figure 9. It can be observed in the figure that the
leaf image obtained by Segnet is not good for local feature
processing, and the U-net network has error classification for
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FIGURE 9. The segmentation results of a phenotypic leaf.

the background. The integration of CBAM into the Segnet
network ignores the connection between pixels in the stem
of the leaf. In comparison, the integration of GAN retains the
accuracy of segmentation and the feature connection between
pixels.

The perceptual field of view of spatial attention is deter-
mined by the size of the convolutional kernel. Therefore,
different dimensions of spatial attention convolutional
kernels were set for experimental comparison, and the test
convolutional kernel size-change was 3 x 3,5 x Sand7 x 7.
The results of the study showed that the input image size of
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TABLE 2. The segmentation accuracy of different receptive fields.

PA MPA MIOU
0.9976 0.9946 0.9783

FWIOU
0.9953

Spatial
Attention
Module3 x 3
Spatial
Attention
Module5 x 5
Spatial
Attention
Module7 x 7

0.9778 0.9941 0.9801 0.9957

0.9968 0.9950 0.9711 0.9938

—— Generator Loss
—— Discriminator Loss

|

T T T T T T
o 100 200 300 400 500
X/Epoch

FIGURE 10. The training loss of the generated adversarial network.

480 x 480 pixels and the spatial attention convolutional ker-
nel dimension of 5 x 5 helped achieve the best segmentation
accuracy. Besides, a larger size of the spatial attention field
does not necessarily lead to better efficient. The accuracies
of different receptive fields are listed in Table 2.

The method of transfer learning is adopted in this study.
The parameters of VGG-16 pre-trained with ImageNet are
taken as initial weight; the Adam optimization algorithm is
availed. The generator is trained with the manually anno-
tated images. Then, the obtained segmented images and label
images are then passed to the discriminator for judgement.
Take into account this, a well-trained segmentation network
model can be generated. As shown in Figure. 10, the loss
of generator and discriminator gradually decreases as the
number of iterations increases.

By changing the loss function of WGAN to Wasserstein,
Thus, the change of the loss function completely solves the
problem of instability in GAN training, and there is no need to
carefully balance the generator and the discriminator in train-
ing processes. Finally, the training progress can be viewed
based on the cross-entropy loss, The more the value tends to
0.5, the better the GAN training. Meanwhile, the higher the
quality of the image produced by the generator, the better the
split.

The segmentation accuracy of iterative training is shown
in Figure.11. It can be seen from the figure that PA improves
to a stable position as the number of training rises. The
maximum PA reaches 99.85%. But the optimal results are not
achieved at the end of training, because when the generator
and discriminator reaches an equilibrium, the discriminator’s
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FIGURE 11. The number of iterations and segmentation accuracy.

recognition ability is enhanced and the segmentation require-
ments of the generator are more stringent, leading to overfit-
ting of the model.

The above results indicate that the method proposed in
this paper can effectively segment the plant leaves, guiding
semantic segmentation of plant leaves by computer vision.

V. CONCLUSION

In this study, Semantic segmentation of leaves was per-
formed using deep learning methods to extract the pheno-
typic features of plants, and better classification results were
obtained. To classify pixel categories in image segmenta-
tion, the pixel-level accuracy is high, but the relationship
between pixels is ignored. Generative adversarial networks
can augment data and enhance the relationship between
pixels. For semantic segmentation, long and complex input
sequences lose original informative features during the
compression process. The attention mechanism allows the
model to focus dynamically on a specific input, while
the combination of it allows the segmentation network to
investigate more about the characteristics of the image,
Generative adversarial networks strengthen the generality
of the model and the pixel-wise feature connections of
images, thereby improving the accuracy of image segmen-
tation. The model enhances the classification precision of
plant leaf images, provides technical support for phenotypic
feature extraction, and can be applied as a valuable tool for
generalization.
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