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ABSTRACT Detecting anomalies in data sets has been one of themost studied issues inmodern data analysis.
Therefore, there is a plethora of applications in a very wide range of fields of science and technology. One
of the most frequently used anomaly detection methods is Isolation Forest. In this study, we propose a
novel efficient approach based on this technique. In order to improve the classification accuracy of the base
method, we make two-fold modifications. First, we propose a change of the technique of building isolation
trees to merge nodes by minimal spanning tree algorithm. The second change is based on a modification
of the function assessing the anomaly of the analyzed element (data record) to sum of factors correlated
with tree height and nearest point distance. In the series of comprehensive computational experiments, the
proposed method has proven to produce better results than other compared state-of-the-art methods available
in popular data mining programming libraries. It is worth stressing that the final version of the new method
in comparison to original Isolation Forest is 2.9% better in terms of AUC measure.

INDEX TERMS Anomaly detection, isolation forest, minimal spanning tree, outliers detection.

I. INTRODUCTION
Anomaly detection task is one of the issues most researched
by scientists working with data analysis topic today. Solving
the problem is a key factor affecting a large number of
related issues. There are many applications in such fields as:
Monitoring of intelligent control systems for fault diagnosis
[1], [2], ensuring cybersecurity [3], detecting attacks on
autonomous vehicle control systems [4], or repairing and
deleting records in databases [5]. Another field of application
worthmentioning is awide group ofmedical tasks [6]. Outlier
identification is widely utilized in all industrial branches.
This results in rapid development of new and enhancement
algorithm.

The anomaly detection literature is extensive and includes
many different techniques and methods. One of the groups
of methods is based on support vector machine, where a
hyperplane separating classified data is sought [7], [8]. The
second frequently used method is the k-nearest neighbor
approach [9]. One can apply different distance metrics and
additionally different link weights to allocate the point to
the appropriate group, i.e. normal or abnormal records.
Other models are based on clustering [10], [11]. They are
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k-means or k-medoids, where grouping is done by determin-
ing central cluster points [12]–[14]. Solutions based on neural
networks are also often used, for instance convolutional
neural networks or, in particular, autoencoders [15]–[18].
In addition, methods based on statistical calculations are
applied, in particular they are Gaussian mixture model or
hidden Markov model [19]–[23]. Recently, fuzzy computing
models have appeared in conjunction with the available
anomaly detection techniques [24]. It is worth to highlight
fuzzy logic [25], [26], fuzzy cluster analysis techniques
including fuzzy c-means and fuzzy c-medoids [27], [28],
fuzzy dynamic Markov model [29], and many others. In the
maze of various techniques, it is necessary to mention the
graph analysis solutions [30].

One of the most popular anomaly detection methods is
Isolation Forest (IF) [31], [32]. The algorithm consists of
two phases: Forest construction and element evaluation.
The creation of single trees relies on sample element set
divisions. Namely, tree isolation nodes are prepared by
randomly determining an attribute and its partition. On the
other hand, the evaluation function itself is based on travers-
ing the analyzed element through the trees thus created.
The final assessment is established through calculation of
traversed element height in the tree. IF method has many
modifications related to various concepts. Considerations
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should start with solutions that facilitate the selection of the
appropriate attribute for the division node. Breaking down
different attributes can result in different anomaly separation.
Therefore, Yang et al [33] proposed dimension entropy as a
measure of division quality. Attributes with high entropy have
greater potential for separating outliers. In the work by Liao
and Luo [34] research and analysis went further. Different
scenarios for selecting the value of an attribute based on
the calculated dimensional entropies have been introduced.
Nevertheless, simply selecting an attribute is not sufficient.
The selection of the partition value has an even greater impact
on the quality of the prepared algorithm. There are many
enhancements to this kind of technique. Choosing a partition
value based on the k-means algorithm is very effective [35].
In this case, the separation takes place by isolating the distinct
clusters. The concept gained considerable recognition, which
resulted in the application of other clustering techniques,
e.g. k-medoids or fuzzy clustering [36], [37]. However,
Tokovarov and Karczmarek [38] created algorithms that use
nondeterministic selection of the partition value as in the
basic method [31] but this time with the use of a non-linear
cumulative distribution function. It should be stressed that
areas with less element densities will have a greater chance
of partition occurrence. Another extremely important ideas
to improve IF are the methods proposed by Hariri et al. [39].
Namely, the main concept of the forest has been modified by
data space rotation in the first case. The second technique is
to increase the quality of outlier detection by transformation
the data through a randommultivariate vector. In the literature
there are also isolation node forming approaches with more
than two node descendants, i.e. division into more than two
segments [40]. An important group of solutions are those that
change the manner of assessing anomalies. In the work by
Mensi and Bicego [41] a weighted transition to traverse an
isolating tree was used. On the other hand, Aryal et al. [42]
applied ameasure based on the relative mass of local isolation
nodes, i.e. local neighborhood of the node. Finally, it is worth
noting algorithms altering the main concept of isolating trees
formation. Yao et al. [43] proposed to introduce Mahalanobis
distance to determine the membership of an element to a
sub-node. One can see there are many different solutions
improving the underlying IF algorithm. An interested reader
can find a comprehensive survey by Barbariol et al. [44].
Nevertheless, it is important to highlight the different types
of fusion of IF-based algorithms and other approaches that
are commonly applied [45]–[48].

Despite extensive research into improving IF, it can be
seen that the algorithm is not perfect yet. Many works are
based on the same principles of tree formation. Therefore, the
question arises whether it is possible to change the structure
or formation method of the isolating trees. It seems feasible
and worth investigating. Going further, such changes will
also result in the introduction of a new evaluation function.
It should be made clear that the combination of different
techniques can be the key to increasing the quality of the
anomaly classification. Hence, our motivation is aimed at

a comprehensive analysis of the possibilities of forward
improvement of the IF algorithm.

The main goal of this study is to propose and implement
an innovative approach based on an incorporation of minimal
spanning tree into a general mechanism of Isolation Forest,
particularly an operation of building the isolation trees. In the
IF origin method, creating a single tree from random splits
can be replaced by a tree created by merging elements.
We utilize Kruskal’s algorithm that determines the minimal
spanning tree as the node agglomeration algorithm. The tree
thus created is transformed into an isolation tree. Moreover,
new measures of evaluation of the membership of dataset
elements to the anomaly class are introduced and discussed.
The first measure is based on the tree height, similarly as in
the basic method. The second measure, on the other hand,
is based on the distance between examined element and the
nearest element appearing in an isolation tree. In order to
tune the classifier parameters, the sum of the two measures is
used as the final anomaly grade.We have conducted extensive
research and analyzes that confirm the advantages of the new
solution. Tests on a wide range of 26 publically available
real datasets should be indicated. Moreover, we checked
the effectiveness on the generated artificial dataset. The
algorithm’s hyperparameters and the algorithm’s execution
times were also analyzed.

The manuscript has the following structure: In the next
section, we recall the basic scheme of the Isolation Forest
processing. Section 3 describes an innovative approach based
on minimal spanning trees to modify the Isolation Forest.
Section 4 is devoted to the results of numerical experiments.
The last section deals with conclusions and future work
directions.

II. ISOLATION FOREST
In this chapter, we recall the basic method of the Isolation
Forest (IF), see [31]. The IF technique is divided into two key
steps: Training and preparation of the forest of binary search
trees and evaluation and verifying of the anomalous points,
i.e. anomaly scoring.

In the first step, it is prepared an Isolation Forest
that is made up of various isolation trees. Each tree is
prepared independently of the others. First, elements from
the entire set under consideration are drawn. The selected
elements form one set for a single isolation tree. The tree
is constructed by randomly splitting the points contained in
the set to form two sub-nodes. Division consists of selection
of a random dimension (attribute) and then determining a
random point dividing the elements into two subsets. The
split information is stored in the isolation tree node. The
divisions are performed until the set has only one element
or the tree has reached a certain height l given by the
formula

l = log2n (1)

where n is the number of elements drawn for a single isolation
tree.
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The second step in the anomaly analysis is the evaluation
(anomaly scoring) of an element by the IF algorithm. One
takes the element and then we go through the division nodes
according to the stored division formula. These activities are
repeated until the leaf node is reached. The height of the node
is recorded. The calculations are carried out for each isolation
tree. The final formula for assessing outliers is reads as

s (x, n) = 2−
E(h(x))
c(n) (2)

where E(h(x)) is the average of calculated heights of isolation
trees,

c (n) = 2H (n− 1)−
2 (n− 1)

n
(3)

and

H (t) = ln t + 0.5772156649 (4)

In general, the lower the average height for a given point,
the more probably it is to be an outlier. The score can achieve
values between 0 and 1, where it is assumed that the closer
its value is to 1, the greater the chance of being an anomaly.

III. MINIMAL SPANNING TREE-BASED ISOLATION
FOREST
In this section, we present a novel solution called Minimal
Spanning Tree-Based Isolation Forest (MSTBIF). It thor-
oughly modifies the basic method of Isolation Forest. The
improvements take place twofold. The first one is to improve
the construction of search trees by using a minimal spanning
tree [49]. The second one is the change of the anomaly
assessment metric.

Let us demonstrate the whole process of tree training.
The algorithm starts in the same way as in the case of the
basic IF. The elements are randomly chosen from the entire
set under consideration. In order to be able to preserve the
reliable distances between the elements, all the coordinates
are standardized according to the following formula

z =
x − µ
σ

(5)

where µ and σ are the average and standard deviation of
the standardized dimension for previously selected elements,
respectively, x is non-standardized variable, and z is standard-
ized variable.

Next, we introduce the change of the technique of
isolation trees building. The basic method was to create
divisions for elements in the tree. Our proposal reverses
this process and instead of creating divisions we build a
tree by merging the elements appropriately. For all isolation
tree elements, the Euclidean distances between them are
calculated. Next, the list of edges connecting them with the
weights corresponding to the previously calculated distances
is fulfilled. This list of edges is sorted in ascending order of
values. The next step is to prepare the isolation tree. As in
the basic method, we randomly select elements from the
entire set. Each chosen element at the beginning is a separate

single-element tree. In the next steps, the trees are merged
through an algorithm based on the minimal spanning tree
and the distance between elements contained in the edge
table. We use the Kruskal’s algorithm to consolidate trees.
The merges allow us to obtain a minimal spanning tree
transformed into an isolation tree. Each time any twominimal
spanning trees are joined, the isolation tree is updated by
adding a new merge node for the appropriate trees. The
example of the process is presented in Fig. 1.

FIGURE 1. Isolation tree creation by MSTBIF algorithm. Letters represent
two-dimensional points. Digits represent edges with linked points.

The algorithm ends if we get one tree containing all the
elements of the subset drawn in the first step of tree creation.
As in the base method, the height of the tree determines
whether an analyzed element traversing the tree belongs to
the anomaly set. Pseudocode of the isolation tree construction
algorithm is presented in Algorithm 1. In addition, we have
included assistive pseudocodes for finding the parent node
and for merging the nodes shown in Algorithm 2 and
Algorithm 3, respectively. The construction of an isolation
tree is divided into several steps. First of all, we prepare
data converters for the standardization of dimensions val-
ues. Converters transform attributes to standardized values
according to the formula (5). After the standardization one
can calculate Euclidean distances between all analyzed points
for multidimensional data. The calculated distances with
information about which elements are connected are added to
the edge list. The next step is to sort the edge list by distance
values in ascending order. In the last step, single trees with
one node described by the element are prepared. In a loop we
merge unconnected trees by the minimal distance until we get
one tree with all the nodes included.

Despite the differences in the construction method, the
enhanced form of the Isolation Forest is similar to the basic
Isolation Forest method. Each tree is created on the basis of
randomly selected points chosen from the entire set and after
the construction described above it is added to the forest.
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Algorithm 1MinimalSpanningTreeConstructor(X).
Inputs: X – input data
1: let A be a list of attributes in X
2: let x be a number of points in X
3: for each a in A
4: create data converter dc
5: add dc to dataConvertersList
6: for i = 0 to x-1 do
7: convert attribute a in i point of X by dc converter
8: end for
9: end for
10: for i = 0 to x-1 do
11: for j = i+1 to x-1 do
12: create edge e
13: e.source← i
14: e.destination← j;
15: e.distance← calculate Euclidean distance

between points X [i] and X [j]
16: add e to edgeList
17: end for
18: end for
19: sort edgesList by distance in ascending order
20: for i = 0 to x-1 do
21: create node n
22: n.parent← null
23: n.left← null
24: n.right← null
25: baseTrees[i]← n
26: end for
27: edgesMSTCounter← 0
28: edgesIndex← 0
29: while edgesMSTCounter < x-1 do
30: edge← edgesList[edgesIndex]
31: edgesIndex← edgesIndex + 1
32: y← findParentNode(edge.source)
33: z← findParentNode(edge.destination)
34: if y != z then
35: edgesMSTCounter++
36: mergeNodes(y, z, edge.distance)
37: end if
38: end while

Algorithm 2 findParentNode(x).
Inputs: x – index of base node
Output: parent node
1: node← baseTrees[x]
2: while node.parent != null do
3: node← node.parent
4: end while
5: return node

The second significant improvement of the IF method is
the change of the anomaly evaluation function. We propose
two crucial measures: The first one is related to the height
of the isolation tree and the second one is related to
the Euclidean distance between the analyzed element and
the nearest element in the isolation tree. The final point
evaluation is carried out in several steps. The first is the
standardization of coordinates according to the formula (5)

Algorithm 3 mergeNodes(y,z,distance).
Inputs: y – one tree parent node, z – second tree parent
node, distance – distance between merged trees
1: create node n
2: n.left← y
3: n.right← z
4: n.parent← null
5: n.distance← distance
6: y.parent← n
7: z.parent← n

for the corresponding parameters assigned to each isolation
tree. Then, the nearest point to the analyzed element is
searched in the leaves of the tree. For such a selected tree
leaf, the height to the tree root and the distance to the analyzed
point are calculated. We propose the final grade index as the
sum of two parameters related to the height and distance,
respectively, which is described by the formula

score (x, n) = s(x, n)+ d(x) (6)

where s (x, n) is the same function as in the base IF method
given by the formula (2) and

d (x) = 1− 2−F(g(x)) (7)

where F(g(x)) is the average of calculated Euclidean
distances between analyzed point and nearest leaves coming
from isolation trees.

The first component of the formula (6), i.e. s, is given
in the basic method. We can utilize it because our isolation
trees serve as binary search trees. For this reason, we use it
in the evaluation process. The pseudocode of the algorithm
for calculating the final grade is presented in Algorithm 4.
Moreover, the code computing the parameters for single trees
is presented inAlgorithm 5. For each tree in the forest given in
Algorithm 4, we calculate single measures based on the tree
height and the distance to the nearest node in the tree. After
calculating average values of these parameters, we prepare
final grade as the sum of two mentioned components.

IV. NUMERICAL EXPERIMENTS
In this section, we present the results of the conducted
numerical experiments.

A. CHARACTERISTICS OF DATASETS
In the series of numerical experiments we have used the fol-
lowing datasets: Annthyroid, Arrhythmia, BreastW, Cardio,
ForestCover, Glass, Http, Ionosphere, Letter Recognition,
Lympho, Mammography, Mnist, Musk, Optdigits, Pendigits,
Pima, Satellite, Satimage-2, Shuttle, Smtp, Speech, Thyroid,
Vertebral, Vowels, WBC, Wine grouped in the Outlier
Detection DataSets (ODDS) [50], and our own generated
dataset (Ai_gen). The details of the parameters for each
dataset are shown in Table 1.

All records contained in datasets have values of every
dimension and an additional value indicating if the point is
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Algorithm 4 getScore(forest, X).
Inputs: forest – prepared forest, X – input point
Output: classifier score
1: sumTreeHeight← 0
2: sumNearestPointDistance← 0
3: let x be a number of trees in forest
4: for i = 0 to x-1 do
5: height← 0
6: nearestPointDistance← 0
7: forest[i].calculateHeightAndNearestPointDistance

(X , height, nearestPointDistance)
8: sumTreeHeight← sumTreeHeight + height
9: sumNearestPointDistance←

sumNearestPointDistance + nearestPointDistance
10: end for
11: averageTreeHeight← sumTreeHeight / x
12: averageNearestPointDistance←

sumNearestPointDistance / x
13: scoreFromNearestPointDistance← 1.0 – pow(2.0, -
averageNearestPointDistance) [see, formula (7)]

14: scoreFromTreeHeight← pow(2.0, -
averageTreeHeight / c(|X |)) [see, formula (2)]

15: return scoreFromTreeHeight +
scoreFromNearestPointDistance

Algorithm 5 calculateHeightAndNearestPointDistance (X,
ref height, ref nearestPointDistance).

Inputs: X – input point
Output: height - tree height parameter, nearestPointDis-
tance – distance between analyzed point and nearest point
in isolation tree
1: let A be a list of attributes in X
2: for each a in A
3: convert attribute a in X by dc converter related

with attribute a
4: end for
5: let T be a list of leaves in this tree
6: let t be a number of leaves in this tree
7: nearestPointIndex← 0
8: nearestPointDistance← get Euclidean distance

between X and T [0]
9: for i = 1 to t-1 do
10: pointDistance← get Euclidean distance

between X and T [i]
11: if nearestPointDistance > pointDistance then
12: nearestPointDistance← pointDistance
13: nearestPointIndex← i
14: end if
15: end for
16: height← 0
17: node← T [nearestPointIndex]
18: while node.parent != null do
19: node← node.parent
20: height← height + 1
21: end while

an anomaly. Information about anomalies is not present in
training stage and it is used only to calculate the classifier’s
quality measures. Moreover, our test dataset Ai_gen contains

TABLE 1. Details of the datasets parameters.

5100 two-dimensional records with 100 anomalies and
it was prepared for graphical presentation of classifiers
performance.

B. MSTBIF HYPERPARAMETERS ANALYSIS
In order to assess the quality of the prepared solution, we use
the Area under the ROC Curve ratio (AUC) to measure the
performance of the classification model. Our novel solution
has two hyperparameters influencing the learning of the
model which are the same as the basic IF method. The
first is the hyperparameter that defines the number of trees
used to build the forest. The second one determines the
number of samples taken from the original dataset. We have
conducted experiments with MSTBIF algorithm for different
sample configurations and different configurations of trees
number. Moreover, we measure average AUC value and
its standard deviation of all datasets without our generated
Ai_gen. Fig. 2 show the comparison of the outcomes.
The AUC measurement was performed 100 times for each
hyperparameter configuration and each dataset to obtain
reliable results.

The analysis of the charts shows that the AUC values
stabilize already at 10 trees for all the presented samples.
Nevertheless, for 64 samples the stabilization takes place at
a slightly lower level than for samples 128 and 256. What
is very visible, the mean standard deviation decreases with
an increase in the trees number or with an increase in the
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TABLE 2. AUC measures [%].

considered samples number. Moreover, with just one tree, the
method scores high in average AUC.

C. PERFORMANCE RESULTS
The evaluation of the performance of the novel solution
is based on the measurement of the AUC. We implement
MSTBIF as well as basic IF [31] and Extended Isolation
Forest (EIF) [39]. Moreover, we performed AUC calculations
for two other popular anomaly detection solutions provided
by the scikit-learn Python library such as Local Outlier Factor
(LOF) and One Class Support Vector Machine (OCSVM).
We present the results for two versions of our algorithm. The
first is very stable with 100 trees and 256 samples (MSTBIF).
Its fast version contains 10 trees and 64 samples (MSTBIF
Fast). For all the methods and each dataset we calculate
AUC. To obtain stable results the calculations were repeated
100 times and the average results are detailed. Furthermore,
for MSTBIF we find AUC with the final grade based on the
sum of the individual measures connected to the tree height

TABLE 3. Statistical tests results.

and the distance to the nearest point of a tree. The results of
experiments are presented in Table 2.

The summarized results clearly show an improvement in
the average and median of AUC value for all datasets. Due to
the fact that our additional dataset called Ai_gen was created
artificially andmay significantly affect the comparison, it was
excluded from the average and median. The both factors
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TABLE 4. Results of parameter measurement for isolation forest-based methods [%].

have robust increase for MSTBIF as well as MSTBIF Fast.
Moreover, the median was increased significantly by about
5 and 6 percentage points for MSTBIF Fast and MSTBIF,
respectively. Particular attention should be paid to the results
of the average AUC, where MSTBIF has a growth of about
3% and MSTBIF Fast of more than 2%.

Comparing the single AUC results for MSTBIF and the
other approaches we obtain an advantage for the MSTBIF
algorithm in each case. For a comparison with the LOF
method, we obtained the superiority of MSTBIF in 20 cases
and in 7 for the LOF method. Similarly, when comparing
with the second OCSVM method, the MSTBIF is better in
19 cases and in 6 cases OCSVM wins. The third comparison
with the basic IF method results in MSTBIF’s wins in
17 cases and in 10 cases IF is better. The last outcomes
finally prove the novel method assets. Namely, MSTBIF has
an advantage of 21 outcomes over the EIF method, where the
EIF approach had 6 better outcomes. We performed the same
analysis for the MSTBIF Fast solution. The obtained results
for comparisons with IF, LOF, OCSVM were identical or
different by one position. However, when compared with the

EIF method, the results deteriorated, though still in 17 cases
MSTBIF Fast wins with only 10 EIF wins. Moreover, LOF
and OCSVM have standard deviations equal to 0 (as the
deterministic models) whereas IF-based methods do not.
To illustrate the data, the box and whiskers plot shown
in Fig. 3 is presented. We can conclude that the MSTBIF
approach is a more stable solution comparing to the others
because it has the smaller spread between the whiskers.
Further analysis of the graph shows significantly higher
median values for the two new solutions compared to all the
presented. It is worth emphasizing that for IF, EIF, MSTBIF,
and MSTBIF Fast solutions, the third quartile is at a high
level. Nevertheless, the first quartile has the highest values
for MSTBIF andMSTBIF Fast. Moreover, the stability of the
MSTBIF Fast solution is slightly lower than in the MSTBIF,
but still competitive with the other methods.

We support the discussion of AUC results by conducting
statistical tests that highlight the analysis so far. Due to
the characteristics of the data not meeting the conditions
of normal distribution, the non-parametric Wilcoxon test is
chosen to expose the stability of the results generated by
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FIGURE 2. Average AUC value and average standard deviation of AUC
value for various configurations of MSTBIF. The numbers of samples are
specified as the plot headers. (a), (c), and (e) are average AUC values for
64, 128, 256 samples, respectively. (b), (d), and (f) are average standard
deviation of AUC values for 64, 128, 256 samples, respectively.

FIGURE 3. Box and whisker plot for AUC values in all datasets except
Ai_gen [%].

our proposal. We have conducted tests for pairs MSTBIF,
MSTBIF Fast, and all of competing solutions with the test
significance level equal to 0.05. The p-value results are shown
in Table 3. In most cases, statistically significant differences
in results were obtained. However, in the remaining cases
the p-values are at a low level, which indicates that the
results show differences, although they are not statistically
significant.

To investigate the ROC curve and the area under its
contour, several examples of such curves are presented in
Fig. 4. On the x-axis and y-axis, the False Positive Rate (FPR)
and True Positive Rate (TPR) indicators are presented,
respectively. For both of the presented cases, we can see
unquestionably the highest AUC value for the MSTBIF
algorithm. The comparison of theMSTBIF andMSTBIF Fast
methods reveals a high similarity of the created curves and a
slight decrease of the curve in the case of the Fast version.
In part (b) all the curves grow steadily, though with different
intensity. On the other hand, in part (a) the leader solutions

FIGURE 4. Receiver operating characteristics for methods: OCSVM, LOF, IF,
EIF, MSTBIF, and MSTBIF Fast. (a) Satellite dataset and (b) Mnist dataset.

FIGURE 5. Graphical presentation of the obtained results: (a) Original
dataset Ai_gen; (b) Scores for Ai_gen dataset obtained from basic IF;
(c) Scores for Ai_gen dataset obtained from MSTBIF Fast; (d) Scores for
Ai_gen dataset obtained from MSTBIF.

have a rapid growth in the initial phase and then the curves
flatten.

In order to graphically present the results, we prepare
diagrams for our artificially generated dataset (Ai_gen).
Fig. 5 presents the scores obtained from analyzed methods.
The normal points are shown as blue and the anomalies as
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TABLE 5. Results of parameter standard deviation measurement for isolation forest-based methods [%].

red. Additionally, the charts have intermediate colors for data
that are not clearly assigned. The first part is the original
dataset in which the points strongly belong to the sets. The
second part presents results scored from basic IF method.
The third and the fourth parts indicate scores obtained from
the MSTBIF Fast algorithm and the MSTBIF algorithm,
respectively. For the basic IF approach one is able to observe
the lack of the correct results. The algorithm cannot cope
with this type of dataset. Moreover, one can notice incorrect
assignments at the edges of the Ai_gen set. The anomalies
in the middle areas were not detected. The part with scores
from MSTBIF shows a huge increase of the correctness in
the classification compared to the basic IFmethod. Almost all
points have been classified correctly. Only a few observations
near the border of anomalous and non-anomalous areas
have been misclassified. The MSTBIF algorithm responds
very well for this type of dataset. Moreover, Fig. 5 shows
significantly correct results in the anomalous areas for the
MSTBIF Fast algorithm. Unfortunately, there are also areas
where the algorithm indicates anomalies in places that are
normal points. It is worth emphasizing that bothMSTBIF and
MSTBIF Fast solutions for the Ai_gen dataset perform much
better than the basic IF.

FIGURE 6. Box and whisker plots for accuracy (a), precision (b),
specificity (c), and F1 score (d) values in all datasets [%].

To compare the differences in the results of the methods
based on the Isolation Forest, additional measurements

VOLUME 10, 2022 74183



Ł. Gałka et al.: Isolation Forest Based on Minimal Spanning Tree

TABLE 6. Forest formation times for IF, MSTBIF, and MSTBIF fast.

of parameters such as accuracy, precision, specificity,
sensitivity, and F1 score were conducted. The formulae
(8) - (12) present the definition of these parameters based on
the indicators: True Positive (TP), True Negative (TN), False
Positive (FP), and False Negative (FN), i.e.,

Accuracy = (TP+ TN )/(TP+ TN + FP+ FN ) (8)

Precision = TP/(TP+ FP) (9)

Specificity = TN/(TN + FP) (10)

Sensitivity = TP/(TP+ FN ) (11)

F1score = 2.0 ∗
(Sensitivity ∗ Precision)
(Sensitivity+ Precision)

(12)

Due to the fact that the threshold for the method is not
yet established and requires in-depth analysis, the maximum
values for any chosen threshold of the method were selected
as a measure of the parameters, see Tables 4 and 5.
In addition, box and whisker plots for the parameters are
shown in Fig. 6. As in the previous case, we conducted

TABLE 7. Evaluation times for if, MSTBIF, and MSTBIF fast.

calculations 100 times and the presented results are the
average values. It can be seen that in the case of accuracy,
MSTBIF has a slight advantage over basic IF. Moreover, our
proposal has a lower interquartile range value and a higher
median value. The main difference is shown by the results of
precision and F1 score, where we can see a large increase
in the value of these parameters in the case of using the
MSTBIF technique. For precision measure the median is
higher andwe see a shorter interquartile range for ourmethod.
Similarly, for F1 score the interquartile range is shorter but we
observe a significant increase of the median. Furthermore,
the quartiles are higher likewise the maximal value in the
case of MSTBIF. If we consider specificity measure, the
results remain at the same levels close to the maximal
value. Finally, we obtained sensitivity parameter values in all
cases at the level of 100. Table 4 also includes the p-value
results of the statistical tests for the corresponding algorithm
pairs and presented measures. The tests results confirm
the analysis performed. Additionally, the standard deviation
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of the tested parameters for each value is presented. The
standard deviation for sensitivity was 0 in all cases. However,
for remaining measures we obtained this parameter much
lower in the case of MSTBIF. Concluding the obtained values
for the indicators considered in this paragraph, we receive
higher and more stable results for the MSTBIF algorithm
compared to the basic IF method.

D. TIME MEASUREMENT
In the last part of our discussion, we present the timemeasure-
ment results for IF (100 trees, 256 samples), MSTBIF (100
trees, 256 samples), andMSTBIF Fast (10 trees, 64 samples).
All calculations were performed on a computer with the
following parameters: Ubuntu 20.04.3 LTS 64-bit operating
system, Intel Core i7-10750H processor with 32GB of RAM,
and GTX 1660 Ti 6GB graphics card. We measure times in
both phases of the algorithms, namely trees formation and
scores evaluation. To achieve reliable results, we performed
calculation 5 times with the use of a single thread. Table 6 and
Table 7 show forest formation times and elements evaluation
times, respectively. Additional columns have been added
to the tables with the calculated percent increase in time
compared to the IF for both solutions, i.e. MSTBIF and
MSTBIF Fast. Particular attention was paid to the differences
of the new approach in different configurations and the basic
IF method. Thus, for the IF and MSTBIF algorithms we see
longer times for both stages training and evaluation in novel
solution. Nevertheless, changing the hyperparameters of the
method as in the case of MSTBIF Fast allows for a faster
version. It should be emphasized that in MSTBIF Fast the
whole isolation forest is constructed much faster than IF.
Moreover, we also see a slightly longer execution time for
the evaluation of the validation set elements.

V. CONCLUSION AND FUTURE WORK
In the study, we have proposed a novel and efficient outlier
detection approach based on the Isolation Forest. We have
thoroughly discussed two significant modifications to the
base method of the Isolation Forest, namely an improvement
of tree structure building and a modification of the anomaly
score calculation method. Both improvements resulted in
increase of the AUC for the datasets under consideration.
In the case of comparison of the results to the basic IFmethod,
the mere change of the tree building technique improved
the AUC results and another improvement modifying the
evaluation function resulted in increase of the AUC by
nearly 3%. Moreover, the MSTBIF is more stable than the
basic IF. A fast version of MSTBIF has also been prepared,
which allows for competitiveness in terms of training and
evaluation times. Similarly to the MSTBIF, the fast approach
has a significant increase in AUC average values as well as
prominent growth in AUC median. The experiments prove
the superiority of the innovative method over other compared
popular algorithms.

Successive measures of accuracy, precision, specificity,
sensitivity, and F1 score reassure MSTBIF’s position over
IF. In the case of specificity and sensitivity, high parameter

values of the same level were achieved. In the case of
accuracy measure, we can see a slight increase. On the other
hand, a significant improvement in the results can be seen for
the precision and F1 score indicators.

As the future work directions we are going to improve
the MSTBIF approach by applying fuzzy rules. Furthermore,
we will work on the pretreatment of the data before applying
the Isolation Forest. Next, we are going to check various
techniques of tree aggregation to use less number of trees in
comparison to the classical approach. Also an aggregation
of individual trees results according to the trees ‘‘quality’’
weights is worth examination. Finally, it is important to
analyze the Isolation Forest-based techniques from the XAI
(Explainable Artificial Intelligence) point of view.
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