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ABSTRACT The Word Sense Disambiguation system is widely used in many fields, including business,
research, education, and government organizations. The availability of natural language data on the internet
has grown in tandem with the rapid advancement of technology and the widespread use of the internet.
Disambiguation is the best tool for avoiding the problem of misperception. The most important feature of
this approach is that words with multiple meanings of nouns can be easily disambiguated according to the
sense of the sentences. As a result of incorporating all of these factors, This Work will concentrate on the
Accuracy of adjectives and verbs. Many natural languages, including English, German, Arabic, Assamese,
and others, propose different methodologies; however, work on Word Sense Disambiguation in Hindi is
limited. For Hindi Word Sense Disambiguation, the proposed algorithm employs a genetic algorithm. The
dynamic configuration window function is used, including the ambiguous terms left and right. The central
tenet of this method is that the target term and its surroundings share a common topic. With approximately
65.17%, 72%, and 74.1 %, respectively, the proposed work has compared to existing approaches such as
graph-based approaches, association rules approaches, and probabilistic latent semantic analysis approaches.
The proposed method has an accuracy of 80%, which indicates that it improves the existing work by 8% in
terms ofAccuracy and other parameters. Results show that the proposedwork generatesmore accurate results
for Hindi word sense disambiguation.

INDEX TERMS Genetic algorithm, Hindi language, natural Language, probabilistic latent, semantic
analysis, word sense disambiguation system.

I. INTRODUCTION
The internet is all about internet-based services such
as web browsing, live streaming, social networking, and
audio/video installation. Natural language processing is
a research topic in artificial intelligence, computational
linguistics, and computer science (NLP). Natural Language
(N.L.) refers to any language that develops naturally in
humans during their first few years of life through use
and repetition for communication purposes, such as Hindi,
English, Bengali, German, and Punjabi. Because these
languages must be processed for the computer to understand
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them, their processing requires that a machine understand
natural language. It can be verbal or written. There is a
distinction between human and computer language, but as
technology advances, this distinction is being bridged by
natural language processing. Natural language processing has
already developed techniques for teaching natural computer
languages to comprehend, generalize, and generate text.
Consent rates for natural language processing algorithms are
high when proposing new algorithms and improving existing
algorithms. It facilitates data access to the computer and
improves the process. Humans can easily distinguish and
apply patterns to text and overcome obstacles that computers
cannot. Computers were initially used solely for computation,
but technological advancements have enabled computers
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to become artificially intelligent, transforming them into
the smart device that human experts feed. The computer
communicates with the user through natural language. NLP
also deals with information management across various
platforms, including print, television, radio, and communi-
cation [1]. The computer system is designed to possess the
necessary knowledge of the alphabet, vocabulary, grammar,
and sentences, which enables our system to interact naturally
with natural language. Due to the diversity of challenges in
this field, such as understanding natural language, it is divided
into two major components: nat; NLU, which stands for
natural language understanding, and NLG, which stands for
natural language generation. NLG converts computer data to
human-understandable language, while NLU converts human
language to the prescribed representation, which is easier to
manipulate by a computer program. The process of natural
language processing is depicted in Figure 1.

FIGURE 1. Process of NLP.

A. BACKGROUND: WORD SENSE DISAMBIGUATION
Certain words denote distinct meanings in natural languages
worldwide based on their use in phrases within a given
context. It is a technique for classifying the precise meaning
in a given sentence [2], [3] and is regarded as one of
the oldest difficulties in computational linguistics. Around
the 1940s, research on this issue began. It grew with the
1949 publication of the ‘‘Law of Meaning.’’ It continued
to develop a ‘‘preference semantics’’ model in 1975 to
evolve the concept of the individual ‘‘word expert’’ in
1979. Disambiguation made significant progress in the 1980’
s-word sense, both in terms of large-scale lexical resources
and the availability of corpora. As a result, researchers began
experimenting with various automated knowledge extraction
techniques in conjunction with handcrafting methodologies
[4]. The Lesk approach was developed in 1986 to solve
the disambiguation problem by superimposing word sense
definitions on the dictionary. The work still recognizes
it as the foundation for all subsequent discoveries in the
approach. Several significant advances in natural language
processing have occurred. In the 1990s, an online WordNet
dictionary became available, bringing about a paradigm shift
in research due to its programmatic accessibility and proper
hierarchy of word sense synsets. Today,WordNet is one of the
essential online sense inventories for research on word sense
disambiguation.

Additionally, statistical methodologies and sensual inven-
tions were made. Senseval is a computer program that
automatically determines the meaning of an ambiguous
word. Due to the diversity of test words, annotators, sense
inventories, and corpora. As a result, the term sensual was
coined. It was presented for the first time in 1997. Its primary
benefit was the discovery of a framework for disambiguating
word senses that includes standardized task information and
an evaluation methodology [5].

B. PROCESS FOR WORD SENSE DISAMBIGUATION
The word sense disambiguation method can be split into
phases like the analysis phase, fetching meaning from the
dictionary phase, and determining the correct sense phase.

FIGURE 2. Process of word sense disambiguation.

We have used specific context, which contains various
words with varying meanings. These could be considered
ambiguous terms. The word file must go through three
distinct stages of disambiguation. The context input is first
examined. The ambiguous word is extracted from the context
and moved to the next phase, determining the number of
possible meanings for the ambiguous word. These meanings
are then analyzed, and the context-appropriate meaning is
determined.

C. CHALLENGES
Most people in India write and speak Hindi as their first
language. Hindi is an ambiguous language that makes
it challenging to use information technology effectively.
To make effective and productive use of the Hindi language
on the internet, we require a device known as word sense
disambiguation, which may remove ambiguity from a single
word or the meanings of all words (WSD). As a result,
NLP research into Indian languages must be investigated.
Datasets, corpora, and other tools for Indian languages are
required to assist this study. But for Indian languages, which
are referred to as low-resource languages, such resources
are either unavailable or restricted. As a result, to resolve
ambiguities in low-resource languages, it may be necessary
to use utterly unsupervised learning methods. Because raw
data is unstructured, it is difficult for machines to evaluate
and comprehend it. When the embeddings are used, they
transform raw data into a format that machines can easily
understand. It isn’t easy to execute mathematical operations
on datasets containing character data (such as sentiment
analysis, customer reviews, and movie recommendations),
words, strings, and category variables [7]. Image and voice
recognition systems rely heavily on high-dimensional data
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with dense vectors, such as pixel intensities for pictures and
spectrograms for sounds, to store the vast majority of the
information they need.

D. MOTIVATION
The Paper presents the Hindi word sense disambiguation
by using the genetic algorithm. With the extensive use of
technology and the internet, language is no longer any
restraint to people. Hindi is ranked the fourth top language
globally according to the number of native speakers. Over
600 million people speak Hindi all over the world. Therefore,
word sense disambiguation is a relevant tool for people
unfamiliar with English who want to read articles in Hindi on
the internet correctly. Many researchers have been working
on English and other natural languages recently. Still, there
is a lack of proper word sense disambiguation system for
the Hindi language, a prevalent language in India and many
other countries. With word sense disambiguation, people can
adequately understand the word’s meaning in a particular
context. So this motivated us to work for the Hindi word sense
disambiguation system that is computationally efficient and
accurate.

E. WORD SENSE DISAMBIGUATION APPROACHES
There are three different types of approaches for word sense
disambiguation. These are described below [6].

FIGURE 3. Word sense disambiguation approaches.

1) KNOWLEDGE-BASE
Knowledge-based approaches entail using dictionaries, glos-
saries, and ontologisms to comprehend the meaning of
words in the context provided. These approaches have
lower performance than comparable methods but have mas-
sive scale knowledge resources [8]. The knowledge-based
approach uses an external dictionary source, such asWordNet
or different machine language dictionary types. Selection
preferences are part of knowledge-based approaches. Tomeet
the selection criteria, it is necessary to select arguments and
explain the properties of the word. Another type of overlap
approach necessitates using a machine-readable dictionary;
its functionality entails deciding whether to overlap the
features of different senses of an ambiguous word. In general,
there are four types of knowledge-based methods. These
methods are described as follows,

LESK Algorithm: The LESK algorithm was the first trial
for developing a machine-readable dictionary for word sense
disambiguation [9]. It is based on overlapping the definitions
of the words with their respective context. It has two types of
bag semantic bag and context bag. A semantic bag contains
all the ambiguous word meanings, whereas the context bag
contains contextual words.

2) SEMANTIC SIMILARITY
It is believed that in any context, the words written are related
to each other that is how every context makes some sense.
Semantic similarity is the base for word sense disambiguation
and improving Accuracy. In this approach, the sense of the
ambiguous word is chosen by finding the sense of the context
within the smallest semantic distance.

3) SELECTION PREFERENCE
Every word is likely to have semantic relationships with other
words that denote common sense when using the knowledge
source. The selection criteria align common-sense rules and
words in selection preference, while unusual word senses are
excluded.

4) HEURISTIC METHOD
In this approach to finding the word sense, three different
criteria are prepared,

a) Find the most common sense out of all the senses that a
word can have.

b) The word will preserve one sense among its entire
occurrence in the context.

c) It is believed that related words provide the logical and
robust signal to the sense of a word.

5) SUPERVISED WSD
This approach uses machine learning techniques with
manually generated sense annotated data. Training sets are
prepared that are helpful for the classifier as it contains
examples related to the target word [10]. This word sense dis-
ambiguation algorithm performs better than other approaches
as tags are created manually from the dictionary. Methods in
supervising word sense disambiguation are as follows:

6) DECISION LIST
It is an algorithm following a fraction of the word’s senses,
generally used for one sense per word. It is a set of ‘‘if-then-
else’’ rules. Using these rules, a few parameters are provided,
like feature-value and sense; For any word, its appearance
is calculated regarding the feature vector, which will create
the decision list by which the score calculation is done. The
vector score will represent the sense.

7) NAÏVE BAYES
The supervised approach works on a probabilistic approach.
In this approach, one needs to calculate the probability of
co-occurrences. This can be computed with the frequency
of occurrence of words within the context. The probability
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is calculated for each sense (Si) of a word (w), given the
feature (fj) in the context. The maximum value estimated
from this formula will represent the relevant sense in the
context.

Ŝ = argmaxSiSensesD(w) P
(
Si|f1,−−−−−−, fm

)
= argmaxSiSensesD(w)

P
(
f1,−−−−−,fm

)
P (Si)

P
(
f1,−−−−−,fm

)
= argmaxSiSensesD(w) (1)

8) K-NEAREST NEIGHBOR
The K-map is used in this approach to represent all senses
of a word in three-dimensional space. When a feature vector
is created, it is expressed in three-dimensional space, and
these vectors contain the features of a word, creating a new
sense. Each new sense point in space will be separated from
the others. The target word’s closest sense will provide the
contextual meaning out of all possible senses. This algorithm
generally uses the Euclidean distancemeasure to calculate the
distance.

9) NEURAL NETWORK
Neural networks use artificial neurons that are further used for
data processing. The input is in pairs of input features, and
then the training context is partitioned into no overlapping
sets. From these new pairs, link weights are progressively
arranged so that the output section representing the desired
response has a higher activation than any other output unit.
Words in neural networks are arranged in nodes, stimulating
the idea that they are semantically related. Activation and
deactivation of links are done as if excitatory links connect
the nodes. It leads to activation, and if nodes are connected
inhibitory, it leads to the deactivation of links.

F. UNSUPERVISED WSD
The unsupervised approach does not rely on external
knowledge sources, sense inventories, or sense-annotated
datasets; instead, it splits word meaning based on information
from un-annotated corpora. The unsupervised approach
defines two types of unannotated corpora: monolingual
and parallel. Type-based and token-based techniques are
employed. The type-based approach resolves ambiguity by
clustering occurrences of the target word, whereas the
token-based approach resolves ambiguity by clustering the
context of a target word. Some approaches to unsupervised
are as follows,

1) CONTEXT CLUSTERING
This method is based on a clustering technique that generates
context vectors and then arranges them into clusters that will
identify the word’s meaning. Word space in the corpus is
recognized as a vector space; this will also count how often
it occurs within the context. After this, a matrix comprises
similarity measures with the help of co-occurrences; all of

the clustering techniques perform separation of the correct
meaning.

2) WORD CLUSTERING
Word clustering finds the sense like context clustering except
that it clusters those semantically identical words. This
approach uses Lin’s method for clustering. It first checks
the identical words similar to the target word and then
calculates the features they share that can be easily obtained
from the corpus. It is believed that if the words are similar,
they contain some dependencies. After this process, the
clustering algorithm is applied to discriminate among senses.
Afterward, the list of words is taken, the similarity between
them is found, and the tree is created according to their
similarities.

3) CO-OCCURRENCE GRAPH
In this method, vertex V and edge E combinedly create a
co-occurrence graph where V represents words in the text,
whereas E represents the word relation according to the
syntax in that text file. The following matrix of the graph
is formed, and, after that, the Markov clustering method is
applied to find the meaning of the word.

G. CONTRIBUTION OF PAPER
• This Paper presents Hindi word sense disambiguation

by using the genetic algorithm.
• We used genetic algorithms for Wordnet to create the

linguistic knowledge base for Hindi.
• The system’s output is a specific synset number

indicating the sense of the word.
• Wordnet contexts are constructed from semantic rela-

tions and glosses via an Application Programming
Interface built around lexical data.

• The presented technique is compared to other existing
techniques for both Hindi and multilingual word
disambiguation systems.

• The outcome demonstrates that the proposed Hindi
word sense disambiguation approach produces better
results for ambiguous words.

H. ORGANIZATION OF THE PAPER
Section 1 contains the introduction section with back-
ground, challenges, motivations, literature survey, contribu-
tions/novelties, and the organization of the Paper, section 2
reviews the state of the art of exiting method performed
by the different researchers, and section 3 contains the
implementation method and proposed work different with
parameters and section 4 contain is the result and analysis
methods and compare the result of exiting the method.
Section 5 contains the conclusion.

II. LITERATURE SURVEY
A comprehensive literature review is conducted for the study
of the WSD. There have been several attempts since its
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development to resolve the WSD issue. Dues to its broad
applications, WSD work, is accelerating.

Vaishnav worked on the decision list algorithm for word
sense disambiguation in Telugu. The decision list algorithm
identifies sub-parts with higher and lower likelihood. This
work uses an unsupervised approach. It is based on the work
done for the English text corpus that gives the Accuracy
of about 90%. The primary focus of this approach is the
keywords [11].

Sinha et al. proposed a Hindi word sense disambiguation
algorithm. This was the first attempt at an Indian language,
whereas voluminous approaches exist for English word sense
disambiguation. In this approach,WordNet, developed by IIT
Bombay, is used. The main idea is to compare the ambiguous
word with the word sense available inWordnet. The accuracy
range is about 40% to 70%. The system deals with only
nouns [12].

Mishra et al. proposed a novel approach for all words using
the tree structure with a conditional random field (TCRF).
They have used the SENSEVAL-3 data set to check their
approach’s correctness. According to them, there can be a
two-fold structure: applying TCRF and using bigram as an
edge feature. The Accuracy of WSD was improved by sense
dependencies and the worse-grained tag set. The authors
proved that the tree structure model beats the linear chain
model [13].

Singh and Siddiqui proposed an algorithm for unsuper-
vised Hindi word sense disambiguation. The work was based
on creating a decision list using untagged instances. For the
whole context stemming is performed, and stop words are
removed. Work is performed on 20 ambiguous words having
multiple meanings. About 1856 and 1641 test instances were
used in this research work [14].

Agarwal et al. analyzed the effect of stemming and
stopping words on the context window for word sense
disambiguation. It has been observed that removing stop
words and stemming can help achieve a good result. In their
work, they used the Lesk algorithm. The analysis also
shows that ‘‘Karak relations’’ can be used correctly in
disambiguation. Removing stop words increases the number
of content words, and stemming increases the likelihood of
words overlapping with the same stem [15].

Agarwal et al. evaluated the Lesk algorithm for Hindi word
sense disambiguation. Their work compares the different
meanings of the ambiguous word in Hindi WordNet and
the word’s meaning for the given context. Three different
functions are used to measure the meaning of the ambiguous
word. The experiment was conducted for manually created
sense inventories for about 60 polysemous nouns. The
maximum precision achieved is 54.54% [16].

To effectively utilize of Hindi language over the internet,
we need word sense disambiguation, which removes ambigu-
ity from a single word or all words (WSD). A lot of research
is done by different researchers with different methods. Many
researchers have used unsupervised learning approaches
that address ambiguities in low-resource languages. They

have used different Indian language datasets, corpora, and
tools. Such materials are either unavailable or restricted for
low-resource Indian languages. Dataset was available for the
Hindi language as Unstructured data, which is hard for
robots to understand. When embedded, raw data becomes
machine-readable Character data (including sentiment analy-
sis, customer reviews, and movie recommendations), words,
strings, and categorical variables are tough to manipulate
mathematically. This work aims to develop a new Hindi word
sense disambiguation system that is computationally efficient
and accurate.

III. PROPOSED WORK
In this presented Work, WSD is processed by using a
genetic algorithm for different types of text documents in
Hindi languages. The WSD intends to derive the correct
meaning of the ambiguous word from a provided context,
having different senses according to the meaning of the
text document. Hindi WordNet provided by IIT Bombay
determines the various senses for the ambiguous word. In the
presented approach, a text document is provided to the
system as input, and then unwanted terms like stemming and
stop words are filtered out from the document. After that,
the words with more than one meaning are recognized as
ambiguous and then passed throughWordNet. At last genetic
algorithm (G.A.) is applied to these ambiguous words, and
the correct meaning is determined. The proposed technique
of automatic WSD involves three steps: preprocessing of the
word, creating a context bag, and word sense disambiguation
by the genetic algorithm, as shown in Fig 4.

A. PREPROCESSING
The preprocessing stage is the first stage of the proposed
technique that takes input Hindi text document as a source
text, and then unwanted data is cleaned from it. Cleaned data.
It is used for further analysis. This process involves four
steps: sentence segmentation, tokenization of words, stop
word removal, and stemming. A sample Hindi text is shown
in Fig.5, and this input text is used throughout the work.

1) SENTENCE SEGMENTATION
In sentence segmentation, the Hindi input text is divided into
constituent sentences. Sentence boundary condition in the
Hindi language is considered by purna viram (|) and question
mark (�). Firstly, the Hindi text document is parsed, and
when the sentence boundary condition is matched, sentences
are split accordingly. A sample output for this phase is given
in Fig 6.

2) WORD TOKENIZATION
In this process, sentences are broken down into small
tokens (words) by identifying commas, space, etc. This
process takes the output from sentence segmentation as an
input, and then sentences are split into tokens when special
symbols like commas, space, etc., come in between words.
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FIGURE 4. Optimized proposed model for hindi WSD.

FIGURE 5. Hindi input text.

The output of the tokenization step is used for further
analysis. The sample output is given in Fig.7.

3) STOP WORD REMOVAL
Stop words are the most frequently used words like articles,
operative words, prepositions, conjunction, etc. Stop words

are ineffective words with less importance than keywords in a
document. Stop words do not carry any relevant information,
so they should be eliminated from the input text document.
For an efficient summary generation, stop words should be
removed from the output of tokenization. 170 Hindi stop
words are constructed manually for the Hindi language for
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FIGURE 6. Output of sentence segmentation.

FIGURE 7. Output of tokenization.

preprocessing. Some examples of these Hindi stop words are
given in Table 1. A sample output for this phase is shown
in Fig 8.

4) DEVELOPMENT OF CONTEXT BAG AND SENSE BAG
The context Bag creation stage is central to the word sense
disambiguation system. An accurate analysis of the given text
document is performed during this phase. At this stage, each
sentence is analyzed and divided into two context bags, one
containing the ambiguous words and the other containing the
text document’s remaining words. It is believed that every
word has a relationship with its neighboring words and that
these relationships help determine the actual meaning of
a given context. The presented work identifies words with

FIGURE 8. Output of stop word removal.

FIGURE 9. Context bag of an ambiguous word.

multiple meanings as ambiguous, and the rest are neighbors.
The neighboring words and the ambiguous word are run
through the Hindi WordNet dictionary to extract all of their
meanings. The sense bag is now recognized as the bag
containing the meanings of the neighbors and the ambiguous
words.
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FIGURE 10. Context bag of remaining words.

TABLE 1. List of some hindi stop words.

B. WSD USES A GENETIC ALGORITHM
The genetic algorithm is used in the presented approach to
word sense disambiguation (G.A.). The genetic algorithm
is used after the creation of the context and sense bags.
The most well-known evolutionary method is the genetic
algorithm. It is described as a heuristic search algorithm that
optimizes linear search problems using David Goldberg’s
Natural Selection and natural genetics evolution. G.A. works
on Charles Darwin’s ‘‘survival of the fittest’’ theory. This
algorithm produces a high-quality result. The problem
space is represented as chromosomes/individuals encoded
as 0s and 1s. The problem parameters to be optimized are
encoded before applying G.A. Each gene on the chromosome
represents a feature. In GA, the operators used are Selection,
crossover, and mutations [17]. Figure 12 depicts a flowchart
of the genetic algorithm.

1) GENERATE POPULATION
The initial population is the initial set of chromosomes of
each sentence. The numbers of chromosomes are created
according to the meaning of the ambiguous word for every
sentence. A chromosome has encoded as an array of [0, 1] bit
strings of adequate length.

2) CALCULATE FITNESS
The fitness value of the chromosome represents the survival
of the fittest. The fitness value of the individual in the
population is calculated using a fitness function suited for
that problem space. The fitness function is always dependent
on the problem space. Fitness value describes how well a
chromosome is analyzed with another chromosome in the
population. The fitness value of the chromosome decides
whether it will help in the reproduction of the next generation
or not. The greater the fitness value of a chromosome, the
more the chances it will survive and generate new, better
offspring. The fitness function is the objective function. The
fitness value is calculated for each sentence (Si) defined by
the equation (2)

Maximize,F_F(Si) =
∑9

j=1
fj (Si) (2)

where,
fj (Si) = feature value of a chromosome for a sentence.

C. SELECTION
The next stage of computing fitness functions for each
chromosome is the selection process. It is a very challenging
phase in the process of the genetic algorithm. A chromosome
with a higher fitness value is selected during reproduction
to generate new offspring. A new, better chromosome
will replace the chromosome with smaller fitness value
chromosomes crossover and mutation. The selection process
chooses good parents that will generate better offspring. The
roulette wheel selection method is used in this work. The
roulette wheelmethod is considered the best selectionmethod
because it gives a chance to all chromosomes for Selection
and rejects none of them. The first step in the roulette wheel
selectionmethod is to compute the fitness probability for each
chromosome by the equation (3) given below,

F_Probi =
fi∑9
j=1 fi

(3)

fi = Fitness of individual chromosome.
After calculating fitness probability (F_Probi) for each

chromosome, the next step is to calculate the cumulative
probability values of the chromosomes by using fitness
probabilities computed earlier. An array is built that contains
the cumulative probability.

Values of the chromosome. After that, a random number
for each chromosome is generated from 0-to 1. An array
element that can have a higher cumulative probability than
a random number is searched for each random number.
According to that process, chromosomes are selected for
further analysis.

1) CROSSOVER
Crossover is a process that combines two parent chromo-
somes, which are selected by the selection process and
generate a new child chromosome. The new chromosome
contains the features of both parent chromosomes. This
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FIGURE 11. Sense bag of the ambiguous word.

FIGURE 12. Sense bag of remaining words.

work uses a one-point crossover, in which one point is
selected randomly in the parent chromosome, then their
sub-chromosome is exchanged, so a new chromosome is
generated. The crossover rate (ρ) controlled the number
of mate chromosomes. The process of crossover is as
follows:

An example of a one-point crossover is given below-
Parent 1-10011 01010
Parent 2-00101 01111
Now the x position is chosen for crossover,
Child 1-1001101111
Child 2-0010101010.

2) MUTATION
The mutation process is implemented in the chromosome
generated by crossover. In mutation, a gene at a random
position is flipped or complemented, i.e., 0 becomes 1, and
1 becomes 0 to get a better new chromosome. The mutation
rate decides some chromosomes that have a mutation in a
population. The genetic algorithm process will continue until
the fixed number of generations is achieved.

An example of mutation is shown below-
Before Mutation-0010101110
The mutation is performed at x bit,
After Mutation-0011101110.
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FIGURE 13. Flowchart of genetic algorithm.

FIGURE 14. Input hindi document.

IV. EXPERIMENT AND RESULTS ANALYSIS
A. EVALUATION
In this segment, experiments are carried out on several Hindi
texts to obtain the exact meaning of the ambiguous word. The
proposed work is executed on Netbeans IDE 8.2 platform and
Java version 8.0.1710.11 used as a programming language.
Netbeans IDE 8.2 supports the UTF-8 format, essential for
processing Hindi text. The proposed technique is developed
on Microsoft Windows 7 professional and suitable for
Windows XP and its superior versions.

B. DATASET
Dataset is the collection of organized data that is used in an
experiment. The research of this presented work focuses on
the ambiguity of the Hindi language, so; Hindi ambiguous
words are our primary source of Hindi documents. The
dataset for the experiment is collected from TDIL. Due to
the unavailability of large and open data sets, a small testing
data set is created manually with the help of various standard
online essays, news, history, etc. The characteristics of the
dataset are stated in Table 2.
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FIGURE 15. All ambiguous nouns for the input document.

Algorithm 1: Ambiguous Word and Context Labeling
Input: Ambiguous words and context not labeled at the level
of senses.
Output: Word tagged at the level of the senses.
Procedure:
Step 1 Select a set of nouns around the noun to disambiguate

w using a window of size 3 (this set will be called C).
Step 2 For each sense w k of w, for each synonym Sik of wk,

calculate f (C, Sik) and f (Sik ).
Step 3 Assign each direction w k a weight depending on the

function F (wk, C) that combines the results obtained
in the previous step.

Step 4 Select the direction that has the most significant
weight. Where f (C, Sik ) is the frequency of
occurrences of the synonym in the context, and f (Sik)
is the frequency of the synonym, taken from the web
F(Wk ,C) = f (C, sik )/f (sik ).
(1)
Where (1) is the sum of probabilities

TABLE 2. Characteristics of dataset.

C. EVALUATION PARAMETER
Evaluation of a result is necessary to check its usefulness and
relevance. Accuracy is measured as the number of correct
senses obtained from all senses when evaluating generated
disambiguation. Generated meaning of an ambiguous word is
also evaluated manually by human experts. Still, the problem

Algorithm 2: Crossover
Input: Word point 1. . . n

Output: Crossover Sequence

Start
n← 0
while(n<population) do

R[n]← random (0-1)
if (R[n] < ρ then
parent← chromosome[n]

end if
n = n + 1
end while
Where,
n = Sentence number

is that every individual who performs an evaluation has a
different idea about the word’s meaning. In other words,
a particular word’s meaning should be considered correct.
Another problem is the time-draining process because it is
complicated to go through the entire document. So, Accuracy
is calculated as the number of correct senses obtained
for every sentence in the context by the total number of
appearances of the word.

D. EXAMPLE
The work of word sense disambiguation is tested for various
Hindi text documents gathered from TDIL(Technology
Development for Indian Languages (TDIL) and many other
online sources, which belong to different categories. The
sample example for word sense disambiguation is shown in
Fig.14, and the output is shown in Fig 15.

According to Hindi wordnet, the input text file has checked
for various nouns having more than one meaning [18].
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TABLE 3. Experimental result generated for different nouns.

FIGURE 16. Correct answer to the ambiguous word.

The obtained results for some words according to the
proposed approach are described in Table 3

The experiments are performed for sports, literature, news,
history, etc. The Accuracy obtained afterward is specified in
the following Fig 17.

E. 4.5 COMPARATIVE ANALYSIS
The test results obtained by the suggested strategy for
Hindi word sense disambiguation are analyzed with other

techniques for word sense disambiguation for both Hindi and
other languages. Fig. 4.5 shows the Accuracy obtained for
Hindi word sense disambiguation using different techniques.
After that, Tables 4 and 5 present the observation of the result
among the proposed technique and other existing techniques
for the Hindi language and multilingual comparison between
the proposed technique and other existing techniques used for
word sense disambiguation, respectively. We have used the
different parameters for comparative analysis like Accuracy,
Recall, F-score, and precision.
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FIGURE 17. Accuracy for different domains.

FIGURE 18. Analysis of accuracy based on different techniques.

TABLE 4. Accuracy of different domain.

Table 4.3 compares the proposed technique and other
existing word sense disambiguation techniques used for the
Hindi language. The proposed technique produced an average
accuracy of 80% based on working over different domains.
As the Accuracy of other techniques is measured, it is
observed that.

TABLE 5. Results comparison between proposed approach and other
existing techniques for hindi word sense disambiguation.

Researchers of [23] worked upon a graph-based approach
to word sense disambiguation for the Hindi language
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TABLE 6. Results comparison between proposed approach and other existing techniques for multilingual word sense disambiguation.

and achieved about 65.17%. They use the Association
rules [24] technique, and Sandeep Vishwakarma, in their
work, increases the level of Accuracy is 72%. Similarly,
Calvo et al. [25] used the probabilistic latent semantic
analysis for unsupervised word sense disambiguation and
got 74.12%. Their Accuracy can be further improved
with slight modifications as described in their work. With
the modification of the previous work of the lesk algo-
rithm [18] proposed an approach using a dynamic context
window, which was a significant step as the accuracy
level was admittedly increased up to 5-8% compared to
the previous one. Lastly, it is grasped that the presented
approach achieves better results than the abovementioned
approaches. Overall comparison of the results between
the proposed approach and other existing approaches for
the Hindi language analyzed that the presented approach
gives satisfactory results compared to the other existing
techniques.

Table 6 depicts the multilingual comparison between
the presented technique and other existing word sense
disambiguation techniques. Word sense disambiguation is
the utmost priority for any language for the country’s
development as it involves technology development.
Halioui et al. [27] proposed a Naive Bayes classifier for word
sense disambiguation for the Myanmar language. According
to his approach, Myanmar and English words are compared,
and the result is obtained by applying the Bayes theorem.
He has achieved an accuracy of about 89%. The author of [28]
has proposed an algorithm based on the semantic graph for
word sense disambiguation in Nepali. They worked over the
dataset having 912 nouns and 751 adjectives. His approach is
based on overlapping nodes with semantic graphs and gives
the Accuracy of 82% for nouns and 58% of Accuracy for
adjectives.

Similarly, Martínez et al. [28] worked on the Walker
algorithm to resolve the ambiguity problem in the Assamese
language. They worked over nouns and adjectives and
generated the Accuracy of 86.66%. Folino et al. [29] worked
on the Khoja stemmer with string matching for word sense
disambiguation in Arabic. With this approach, the accuracy
level for the Arabic language is increased by up to 83%.
Again, our proposed approach gives satisfactory results. It is
concluded that the presented approach gains better results for
Hindi word sense disambiguation.

V. CONCLUSION
This Paper proposed a genetic algorithm-based technique for
word sense disambiguation in Hindi using a dynamic context
window. To achieve high Accuracy, the disambiguation
system employs a genetic algorithm. There are two context
windows created. One context window is static and contains
the ambiguous word, whereas another is dynamic and
contains the ambiguous word’s neighbors. In terms of
available speakers, Hindi ranks fourth in the world. Much
work has already been done for English and other natural
languages. There is still a lack of a Hindi word sense
disambiguation system, which is why we are implementing
the Hindi disambiguation system. The work presented here is
for single-word disambiguation. The presented technique is
compared to other existing techniques for the Hindi language
andmultilingual use in variousword disambiguation systems;
it is found that the presented approach for Hindi word
sense disambiguation produces better results for ambiguous
words. Recently, our system has only worked with nouns.
In the future, the proposed algorithm will be used in
various grammatical categories. It is also used to improve
the algorithm used for document translation, which has a
significant impact on system performance. For Multilingual
Word Sense Disambiguation proposed work has a 90.38%
F-score value with 80%, an overall average recall of 88.93%,
and overall precision of words of 81.73%, which show that it
has significant improvement in word sense disambiguation
for Hindi language process. Future proposed approaches
might be improved by embracing more complex sense
inventories, integrating with alternative similarity metrics,
and using sentence or phraseword embeddings in conjunction
with our methods.
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