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ABSTRACT Application of intelligent data analytics usingmachine learning in management of 5G networks
can enable autonomous networking capabilities in 5G networks. This paper describes the design and
implementation of CygNet MaSoN, a management system supporting advanced aggregation and analytics
features combined with machine learning. The system supports detection of anomalous network behaviour,
detection of degradation in network performance and service quality and also supports resource optimization.
The main objective is to achieve self-organizing and closed loop automation functionalities expected as part
of autonomous functioning of 5G networks. Details of the system architecture and components are presented.
Three real-life use cases implemented on this system are then described. Machine learning models built and
synthetic data generation methods adopted are presented with the features considered. The results obtained
using the MaSoN system are also presented to demonstrate the effectiveness of the system in 5G network
operations.

INDEX TERMS 5G network management, autonomous networking, closed loop automation, data analytics,
machine learning.

I. INTRODUCTION
5G mobile networks have been designed to address the
emerging networking needs such as enhanced broadband sup-
port, ultra-low latency communications, and massive-scale
Internet of Things systems [1]. A 5G system is composed
of radio access, transport, and core network components.
5G’s Next-Generation Radio Access Network (NG-RAN)
is realized using a set of Centralized Units (CU) and Dis-
tributed Units (DU) in addition to the radio interfaces. The
5G Core is built using the service-based architecture (SBA),
where multiple instances for all core network functions can
be deployed. 5G NG-RAN and Core networks are based
on principles of control-data plane separation and network
function virtualization, and can be realized using data centers
and cloud computing [2].

Considering the commonly accepted operational expecta-
tion that 5G networks management need to process massive

The associate editor coordinating the review of this manuscript and

approving it for publication was Chi-Yuan Chen .

volume of data in real-time, autonomous networking capa-
bilities have to supported as part of its management. This
involves continuous system monitoring combined with auto-
mated changes in network configuration to handle system
issues. Advanced data analytics and machine learning tech-
niques can be used to reduce human intervention and decision
making [3], [4].

The 3rd Generation Partnership Project (3GPP) Network
Data Analytics Function (NWDAF) has been introduced to
enable data analytics related functionality in 5G Core. This
will provide inputs to other Network Functions (NFs) and
Analytics Functions (AFs) for operational purposes. Man-
agement and Orchestration systems are critical components
to achieve self-organizing and closed loop automation, and
to support analytics functionality to realize autonomous net-
work operations.

This paper describes the design and implementation of a
system supporting 5G Core and RAN NF specific element
management and virtualized network management function-
ality along with aggregation and correlation capabilities.
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This integrated 5G network management system is named
CygNet MaSoN (Manager for Softwarized Networks).
The architectural and functional aspects of CygNet MaSoN
system that support machine learning and analytics in 5G
networks are described.

A preliminary version of the MaSoN architecture and two
basic use-case studies were presented in a technical demo at
COMSNETS 2021 conference [5]. In this current paper, sig-
nificant additional details related to Machine Learning (ML)
model features and more detailed performance results are
presented. In addition, it presents the design and implemen-
tation of an additional use case on Session Management
Function (SMF) resource usage prediction.

The major contributions of this paper are:
1) Three different 5G network analytics use cases which

showcase the realization of autonomous networking
have been implemented. The ML models implemented
as part of the three use cases support configurable
parameters which can be adjusted when the system is
deployed in a real network.

2) The implemented 5G network management system
(which has been named MaSoN) for analytics based
machine learning is field deployable.

3) The implemented system supports practical analytics
use cases in 5G network management and its architec-
ture which is a unique aspect of this work. Further, the
implementation framework is extensible for supporting
several other practical 5G networkmanagement analyt-
ics use cases.

FIGURE 1. 3GPP 5G architecture.

A demo system of the MaSoN application can be accessed
as per the details shared in [6]. The demo system contains
all the implemented features including the three implemented
use cases described in this paper. Help page in the demo
application can be referred to get exact description of the
implemented features. Help page is available in the demo

application at the top right side in the application client view
indicated by the question mark icon.

The rest of the paper is organized as follows. Section II
presents a brief background on 5G networks and machine
learning for networking systems. Section III describes the
details of the proposed CygNet MaSoN system architecture.
Section IV presents the three different usecases that demon-
strate sample applications of the MaSoN system. The per-
formance results and relevant system operational details are
presented in SectionV. SectionVI summarizes and concludes
the paper.

II. BACKGROUND
This section presents the relevant background material and
related work. The list of key abbreviations used in this paper
along with their expansions is provided in Table 1.

A. 5G NETWORK ARCHITECTURE
Fig. 1(a) presents an overview of the 3GPP-standards based
5G network architecture [1], including the New Radio (NR),
Next-Generation Radio Access Network (NG-RAN) and 5G
Core components. The User Equipment (UE) nodes commu-
nicate using the NG-RAN network and the 5G Core network.
As shown, both the NG-RAN and Core components can be
realized using a virtualized computing framework, based on
Software Defined Networking and Network Function Virtu-
alization. Management and Orchestration of the Virtualized
5G network components can be achieved using the ETSI
Network Functions Virtualisation Management and Orches-
tration framework (NFV MANO) specifications [2].

Fig. 1(b) presents the Service Based Architecture (SBA)
of the 5G Core, which is realized using virtualized network
functions (VNFs), with each NFV handling a part of core
network functionality. The NFVs mostly deal with the con-
trol plane, except for the User Plane Function (UPF) that
handles packet processing. One of the advantages of the
NFV architecture is that the network functions (NF) can be
deployed on virtual machines/containers executed on off-
the-shelf computing servers, thereby eliminating the need
for commodity, vendor-specific hardware. It also enables the
system to be elastic in order to meet dynamically changing
NF requirements based on the current system load.

B. MACHINE LEARNING FOR NETWORKS
Different standards bodies have proposed some of the
high-level generic architectural frameworks related to using
machine learning in networks, as described below.

A generic architectural framework for machine learn-
ing in future networks including 5G networks (which
come under International Mobile Telecommunications-2020
(IMT-2020)) is described in [7]. It lists multiple machine use
cases relevant for 5G networks and describes a architectural
framework considering the varied requirements across all
use cases. The architecture includes ML pipeline, ML sand-
box and few other components along with their reference
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TABLE 1. List of abbreviations and their expansions.

interfacing details. Different network intelligence levels and
dimensions for evaluating them have also been described.

Experiential Networked Intelligence (ENI) [8] is an indus-
try specification group in European Telecommunications
Standards Institute (ETSI) which considers use cases along
with service, network, functional and non-functional require-
ments in defining a high level functional architecture for
machine learning in future networks. It describes the critical

components and external reference points as part of the archi-
tecture. This work is aimed at improving network operation
experience using closed loop automation functionalities such
that real-time changes and issues are handled effectively by
minimizing manual intervention.

The above two frameworks are more generic at high
level whereas the system described in this paper is actu-
ally implemented and can be deployed in actual networks.
The entire system supports cloud native deployment since the
container based deployment support is available. Since the
machine learning models support configurable parameters to
be changed to enable model tuning and more recent data is
considered for training and prediction, the implemented ML
models are adaptive to current trends in processed data.

A detailed survey on the application of machine learning
techniques in networking which covers almost all networking
areas and technologies are provided in [3]. A similar survey
on machine learning application specific to Software Defined
Networking (SDN) is provided in [9]. While these are more
related to application of machine learning techniques for
networking use cases where aspects related to feature selec-
tion, model parameters tuning and performance evaluation
are covered, this paper in addition to that covers architectural
and other aspects related to a implemented system.

III. CygNet MaSoN ARCHITECTURE
This section presents the CygNet MaSoN architecture and its
machine learning components.

A. SYSTEM ARCHITECTURE AND COMPONENTS
CygNet MaSoN is a management system providing the
Element Management (EM) functionality for the network
functions and also part of the Network Management func-
tionality for 5G networks, as initially presented in brief
in [5]. The MaSoN architecture and components are shown
in Fig. 2. MaSoN follows the ETSI NFVMANO architecture
by implementing the EM component. It integrates 5G RAN
and 5G-Core Virtual Network Functions and Physical Net-
work Functions. It periodically collects performance, fault
and resource management information. MaSoN also supports
triggering configuration management requests to the vari-
ous network functions for effecting configuration changes
in the system. Resource Management (RM), Fault Manage-
ment (FM), Performance Management (PM) and Config-
uration Management (CM), along with all their important
sub-functions constitute the important components of the
MaSoN architecture. MaSoN supports 3GPP and ETSI NFV
MANO standard interfaces and Application Programming
Interface (API) for integrating with 5GNFs for extraction and
configuration of management information.

MaSoN integrates with all the NFs over a Representational
state transfer (RESTful) API, defined in 3GPP specifica-
tions, to collect all the management data across different
management functions. The RESTful API is the default and
commonly used South Bound Interface (SBI) supported by
MaSoN. The data model adopted in MaSoN is based on
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FIGURE 2. CygNet MaSoN architecture and its important components.

JavaScript Object Notation (JSON) and YAMLAin’t Markup
Language (YAML).

A North Bound Interface (NBI) is provided for integra-
tion with Orchestration systems, for handling VNF life-
cycle management. Such systems include Open Source
MANO (OSM) [10] and Open Network Automation Plat-
form (ONAP) [11]. It also provides an NBI to Operations
Support System (OSS) for providing aggregated fault and
performance management information. It also handles pub-
lishing correlated faults/events and retrieval of aggregated
performance data and resource information. A Network Con-
figuration Protocol (NETCONF) interface for configuration
management is provided.

MaSoN is built with Self-Organizing capabilities involv-
ing management functions so that closed loop automation
use cases in 5G networks can be built. In addition, MaSoN
exposes the processed analytics data to Orchestration systems
and OSSs so that they can process and take high level coor-
dinated actions. This allows MaSoN to be involved as part
of a holistic closed loop automation use cases that covers all
networking domains other than 5G domain which involves
other components like Orchestration Systems, OSS also.

MaSoN collects, stores and presents all the management
data from various NFs and other components in the 5G net-
work. It also supports aggregation, related data processing
and reporting to the network operators. In addition to this,
MaSoN supports analytics and ML capabilities for enhanced
network management. These capabilities include detection
of network performance degradation and anomalous network
behaviour, prediction of future service quality, and resource
optimization. This enables the network to take corrective
actions to handle the system issues reported. MaSoN has
an integrated ML Server component which supports training
multiple MLModels and prediction of network problems and
anomalies using these models.

B. ANALYTICS AND MACHINE LEARNING IN MaSoN
Analytics of network performance and proactive prediction
of future network problems is achieved in MaSoN using a

dedicated ML server framework to support such capabilities.
This framework supports multiple analytics related use cases
to be implemented over a common platform. This enables
integration using a unified interface with the management
system components inMaSoN. It supports considering recent
trends in different types of data monitored and collected so
that prediction, anomaly detection and optimization to be
more accurate and corresponding self-corrective actions to be
very effective.

The ML server component supports multiple implemen-
tations for ML use cases related to 5G networks. The classic
supervised and unsupervised techniques for handling classifi-
cation, anomaly detection, clustering and prediction applica-
tions are included. The ML server is deployed by integrating
libraries including Scikit-learn [12], TensorFlow [13] and
PyTorch [14].

The ML server supports initial training with and without
labelled data that can be used in supervised and unsupervised
machine learning models respectively. Initial training will
be typically done offline during deployment. All prediction
requests are processed based on the model built specifically
for the different use cases implemented. The key aspect of
ML server is that it supports tuning the model which is based
on retraining the ML models more periodically considering
recent data monitored and collected. This helps in models
adapting to recent network behaviour where the retraining
is based on incremental data thereby avoiding complete ML
model training. This feature reduces time taken for retrain-
ing which helps in invoking retraining more frequently for
more accurate results. This retraining will be typically done
online.

The retrained model would be persisted so that it can
be loaded quickly to satisfy all future prediction requests.
However, the retrained model would be updated only when
automatic testing and validation results do not indicate dras-
tic difference in quality of result to avoid any unexpected
behaviour in deployed production environment. The ML
server supports persisting all recent requests received and
response sent for future analysis. It also supports detailed
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logging of all steps in execution for debugging and under-
standing the working of the implemented use cases.

The ML server supports flexible deployment options,
where it is enabled with both cloud based deployment and
on-premises deployment capabilities. It can be deployed
using containers (e.g. docker) in a distributed manner, in the
cloud and in the service provider enterprise system. The
distributed nature of deployments helps in high availability
and fault tolerance and also to achieve load balancing in
terms of handling prediction requests. The ML server can
be configured to be built for standalone deployment and also
containerized (e.g. docker based) deployment.

To achieve all the above capabilities in ML server, the
following systems were explored.

1) TENSORFLOW SERVING [15]
This framework, maintained by Google, supports deploying
machine learning in production. It supports model version-
ing and also better performance in large production envi-
ronments. It works best with Tensorflow ML models and
is not very capable of supporting other ML library based
implementations.

2) ACUMOS AI PLATFORM [16]
This framework that supports onboarding multiple ML mod-
els to server and it offers REST API for all client requests
including prediction and onboarding. It supports cloud based
and container based deployment; defining workflows and
model catalogues. However, it supports only fewML libraries
and it involves deeper learning curve since it has a lot of
dependencies.

3) FLASK [17] BASED ML SERVER
Flask is a micro web framework written in Python that sup-
ports creating multiple ML models and served as a Flask
application, and with Docker support. It supports flexible
choice in using different ML libraries for implementation
since a singleML library or a combination ofML libraries for
different use cases can be adopted. It supports deployment in
docker and cloud where REST API can be used for all client
requests such as training, prediction and retraining. It sup-
ports flexibility in configuration of deployment parameters
and also it is good for small to medium scale production.

Based on these factors and our initial implementation-
based studies, the Flask based ML server option was chosen.
It allows a use case to be implemented in the most efficient
manner since all ML libraries can be easily integrated into
the ML server. It also offers flexibility in configuring the ML
server for a particular deployment.

IV. 5G ANALYTICS/ML USE CASES
This section describes three different 5G network use cases
studied using theMaSoN system. The first two use cases have
been briefly described in our earlier work [5]; in this paper,
we describe detailed results for these use cases and a new use
case.

FIGURE 3. MaSoN components for UPF anomaly detection use case.

A. IDENTIFICATION OF UPF ANOMALOUS BEHAVIOUR
The first use case deals with the UPF that handles packet pro-
cessing, including routing, forwarding, and per-flow Qual-
ity of service (QoS) handling. It serves as the interconnect
between the NG-RAN and the external data network via
the N3 interface. The UPF plays a major role in meeting
the specified quality of service and quality of experience
requirements of the users. Thus, traffic on the N3 interface
must be monitored continuously to detect any anomalies in
the UPF quickly.

In this use case, the PMKey Performance Indicators (KPIs)
from N3 interface are monitored by MaSoN. The subset of
components in theMaSoN architecture applicable for this use
case is shown in Fig. 3. As shown, the RM and PM entities
collect the measured data and store them in the database, that
is subsequently used for training of ML algorithms.

Anomalous UPF behaviour is identified when a sub-
set of the PM KPIs show abnormal change in the mea-
sured values. The list of UPF N3 interface KPIs (defined
in 3GPP 28.552 [18]) selected for this use case, where
packets correspond to the General Packet Radio Ser-
vice (GPRS) Tunnelling Protocol (GTP), are: (i) Data volume
of incoming GTP data packets per QoS level from RAN
to UPF; (ii) Incoming GTP Data Packet Loss; (iii) Aver-
age Uplink (UL) GTP packets delay in UPF; and (iv) Link
utilization.

The selection of the relevant KPIs is done such that their
values have strong correlation and will also detect abnormal
behaviour whenever there is sudden uncorrelated change.
MaSoN performs continuous data collection for the above
PM KPIs across all UPF instances and the latest set of col-
lected data is sent to the ML server to identify whether the
measured values represent any anomalous behaviour.

Anomaly detection techniques including eXtreme Gradi-
ent Boosting (XGBoost) [19] have been implemented in the
ML server for the anomaly prediction. The XGBoost model
implementation considered three QoS values, namely Guar-
anteed Bit Rate (GBR) typically used for conventional voice
traffic, Non-GBR typically used for internet traffic/Over The
Top (OTT) voice and video traffic and delay critical GBR type
typically used for Automation related or latency sensitive
traffic. The XGBoost model was created such that the QoS
value along with the four UPF KPIs were considered as
features of the model. Along with this, the UPF NF instance
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identifier was also considered as a feature so that one model
was able to cover multiple UPF instances and QoS values.

FIGURE 4. MaSoN components for cell-level load prediction.

B. PREDICTION OF TRAFFIC LOAD IN 5G CELLS
Continuous variations in traffic patterns in different 5G net-
work segments is common due to different practical fac-
tors and hence efficient utilization of available 5G network
resources is very critical. The access network is divided into
multiple cells (and cells into sectors), with each cell (sector)
served by a base station. Since the traffic load can vary
dynamically, it possible that some cells are overloaded while
others are under-utilized.

The objective of this use case is to predict the traffic load in
near term and long term to provide suggestions for load bal-
ancing among cells and suggestions for cell splitting and/or
merging. This is achieved by continuously monitor the traffic
load in all cells. The total Physical Resource Block (PRB)
Usage for Uplink and Downlink is continuously measured
for each 5G cell to denote its traffic load. Based on this,
prediction of future traffic load is implemented using ML
techniques which are used to identify overloaded cells. The
subset of components in the MaSoN architecture applicable
for this use case is shown in Fig. 4. As seen, the RM and
PM entities of MaSoN collect data from the NG-RAN on a
continuous basis and feed the data to the ML server.

Three different ML techniques have been considered,
namely Recurrent Neural Networks (RNN), Long Short-
Term Memory (LSTM) and Linear Regression (LR). Let
1t denote one measurement duration (PM KPI granularity),
taken to be 15 minutes in this study. The following features
were used for training theMLmodels: (i) Average data rate of
the previous two, four and eight 1t intervals; (ii) Percentage
of the data rate difference between the last two 1t intervals;
between the (t − 1t) and (t − 31t) intervals; and between
the (t −1t) and (t − 41t) intervals.

C. CLOSED LOOP AUTOMATION FOR SMF RESOURCE
USAGE
The SMF in 5G core is responsible for interacting with the
decoupled data plane, creating, updating and removing Pro-
tocol Data Unit (PDU) sessions andmanaging session context
with the UPF. SMF would be continuously handling PDU
sessions and QoS flows associated with them. This is carried

out for each slice supported by the SMF instances. SMF is
typically deployed as virtualized network function where the
SMF handling capacity in terms of PDU sessions and QoS
flows directly depends on virtualized Central Processing Unit
(CPU) and memory resources available.

FIGURE 5. Closed loop automation for SMF resource usage.

The objective of this use case is to implement closed loop
automation capability in the management of 5G networks.
This is done by continuously monitoring the SMF resource
utilization, predicting future resource utilization based on
recent trend and triggering VNF instantiation of additional
SMF instances to overcome high resource utilization. This
is achieved by spawning new SMF instances which are trig-
gered ahead of time to handle recent trend of high CPU or
memory resource usage in currently available SMF instances
resulting in seamless network behavior. This is implemented
using machine learning techniques for resource usage pre-
diction and intelligent decision making for instantiating new
SMF instances to overcome recent high resource usage.

This is depicted in Fig. 5 where MaSoN system functions
as both the EM layer system and the NFV Orchestrator as
specified in the ETSI NFV-MANO architecture [2]. As an
EM layer system, MaSoN subscribes to continuous collec-
tion and processing of SMF-wise slice level performance
management parameters and KPIs along with the correspond-
ing VNF level CPU and memory resource utilization mea-
surements. The ML Server integrated with MaSoN system
implements the machine learning algorithms for predicting
future resource utilization by considering multiple relevant
performance parameter values. The MaSoN system performs
the decision making logic to determine whether new VNF
instances have to be instantiated based on prediction output.
When it decides to spawn new VNF instances, it functions
as the NFV Orchestrator by instantiating new VNF instances
using ETSI defined interfaces. The newly instantiated VNF
instances are expected to reduce high CPU and memory
utilization by means of load sharing thus achieving closed
loop functionality. The newly instantiated VNF instances are
considered for subsequent performance data collection and
decision making and this process follows continuously.

The implementation considers recent patterns in the slice
level number of PDU session creation requests received,
percentage of such requests which were successfully pro-
cessed and based on this predict the future CPU and memory

VOLUME 10, 2022 73615



M. Ramachandran et al.: 5G Network Management System With Machine Learning Based Analytics

resource usage considering the recent CPU and memory
usage at VNF level for SMF instances. In order to enhance
the prediction output, factors such as the number of QoS
flow creation requests received and the percentage of the
successful QoS flow requests processed is also considered.

The following features are considered, where each data
row value was generated by considering the data values in
the previous time slots. The variables are: (i) the average
total number and variance of PDU session creation requests
over a specific duration (12, 24, and 48 hours); (ii) the
average total number and variance of successful PDU ses-
sion creation requests over a specific duration (12, 24, and
48 hours); (iii) the percentage of successful PDU session cre-
ation requests over a specific duration (12, 24, and 48 hours).
Similar variables have been defined with respect to the num-
ber of QoS Flow Creation requests and the number of suc-
cessful QoS Flow requests.

The prediction is considered as two sub-problems, namely
regression problem and time-series problem. The regression
problem aims to predict the CPU and memory utilization in
the next time instants based on the recent SMF-wise and slice-
wise performance measurements. The time-series problem
aims to predict the CPU and memory utilization for multiple
future time instances based on the CPU and memory uti-
lization prediction output from the regression problem along
with the recent CPU and memory utilization measurements.
The future prediction of 10 CPU and memory utilization
instances is performed. If a new SMF VNF instance needs to
be instantiated due to high utilization, it could be done more
proactively ahead of time to avoid over-utilization of CPU
and memory and hence any possible traffic disruption.

In the regression problem, different models instances
are considered, where model instances correspond to the
slices configured in the network. This had been done to do
slice-specific future resource usage prediction based on the
slice’s trend in measured resource utilization. The model
training was done based on measured resource usage and the
prediction output was validated with the test data.

In the time-series prediction, a single model instance for all
SMFs supporting different slice instances was implemented.
Here, the history of measured CPU and memory resource
usage data was considered for the model training. As part of
prediction, 100 recent CPU and memory resource utilization
values are considered to predict the next 10 CPU andmemory
resource utilization values. Out of the 100 recent values, the
most recent value is taken as the prediction output from the
regression problem.

As part of the implementation for this use case, the ran-
dom forest ML technique has been considered. The random
forest implementation predicts the next 10 CPU and memory
resource utilization values by classifying them into 10 classes
which range from 0 to 10, 10 to 20 up to 90 to 100 since
this resulted in better prediction output which took lesser
time for execution. Since the regression problem has many
features and related data, deep learning based techniques such
as LSTM were considered to be more suitable.

For the time-series prediction problem, Auto Regres-
sion (AR) and Vector Auto Regression (VAR) were attempted
but their output performance and the prediction output quality
were found to be very moderate. After that, Auto Regressive
Integrated Moving Average (ARIMA) was also attempted
but its prediction output quality was also found to be very
moderate. AR and ARIMA are uni-variate time-series pre-
diction models and VAR is a multi-variate time-series predic-
tion models. For all of these models, the next 10 prediction
output values were more or less same with very less varia-
tions. LSTM for the time-series prediction problem was also
attempted but it also did not give expected prediction output.

The decision making MaSoN logic considers the next
10 prediction output values to decided whether any new SMF
VNF need to be instantiated. From the next 10 output values
corresponding to next 10 time instants, count of time instants
where either CPU or memory utilization values exceed a
threshold is determined. As part of the implementation and
evaluation, threshold of 80% is considered. If the count of
time instants for which threshold gets exceeded is more than
5 out of the 10 time instants, then the MaSoN system decides
to instantiate a new SMF VNF for balancing the load on
existing available SMF instances proactively to avoid future
traffic disruption. The threshold value and the count expected
for instantiating new SMF VNF were chosen to avoid unnec-
essary instantiation of new VNF instances due to momentary
fluctuations in CPU and memory utilization.

This implementation is aimed at proactively predicting
possible high resource utilization in the future when there
is recent continuous high CPU and memory usage in the
available SMF instances. This will enable new SMF instance
instantiation ahead of the time automatically to avoid proba-
ble resource exhaustion or resource utilization reaching crit-
ical levels which affects SMF functioning. This would help
in avoiding service traffic disruption or degradation thereby
improving network operations. This implementation is an
important aspect in building autonomous network manage-
ment and operations in 5G networks.

V. PERFORMANCE RESULTS
The performance of the described model implementations for
the three use cases are evaluated and the results obtained are
provided in this section. The metrics used in the performance
evaluation are: F1 score for the first use case and Mean abso-
lute error (MAE), Mean absolute percentage error (MAPE)
and Mean squared error (MSE) for the second use case and
MAE for the third use case, as defined in [20]. The proposed
system is available for a trial demonstrator at [6].

A. IDENTIFICATION OF UPF ANOMALOUS BEHAVIOUR
For testing the implemented XGBoost model for identifica-
tion of UPF anomalous behaviour, four different synthetic
data sets were generated. Each set contained UPF PM KPI
data entries with a granularity of 15 minutes for a total of
90 days, out of which some percentage of entries correspond
to anomalous data. This resulted in a total of approximately
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FIGURE 6. Sample UPF anomaly detection output (screenshots taken
from MaSoN UI).

25,000 data entries for each UPF instance considered dur-
ing synthetic data generation. The 4 sets of synthetic data
were generated such that every data set contained 8 dif-
ferent UPF instances across 2 networks where Network-1
contained 5 UPF instances and Network-2 contained 3 UPF
instances. The 4 data sets were generated such that they
contained 10%, 15%, 20% and 30% anomalous data entries
for each UPF instance considered during synthetic data
generation.

The total set of data entries was split into training data that
contained 80% entries (includes anomalies in the different
proportion mentioned above) and test data that contained
20% entries (includes anomalies in the different proportion
mentioned above). Considering an N3 interface speed of
100 Gbps having 1% packet loss and 50 ms round trip time,
each entry contains data for the 4 PM KPIs. The range of
values used for data generation for typical values were 0 to
80 Gbps for data volume, 0 to 10,000 packets for packet loss,
5 to 50 milliseconds for round trip time and 0 to 80 for link
utilization. Any value that exceeds the maximum value in the
above ranges was considered as abnormal.

The synthetic data was generated for GBR, Non-GBR
and and delay critical GBR type, as explained earlier. For
evaluating the XGBoost based anomaly detection approach
implemented, the F1 score (ranges from 0 to 1) was mea-
sured. From the results obtained, it was observed that the
XGBoost approach resulted in the maximum F1 score,
which indicates best performance. This indicates that all the
anomalies identified were True Positives (TP). For the test
data evaluated, XGBoost approach was able to identify all
the abnormal entries accurately. For comparison purposes,
we implemented the Multi Variate Gaussian Distribution
(MVGD); this resulted in a very low F1 score (less than 0.2)
compared to XGBoost, demonstrating the enhanced effec-
tiveness of XGBoost. Sample output graphs depicting the
anomaly counts for a particular UPF instance and QoS value
for one day are shown in Fig. 6. Here, the spikes having
abnormally high values indicate the anomalies detected by
the implemented system. Spikes indicated as anomalies are
displayed in all the four graphs for PM KPIs to convey how
one particular PM KPI shows abnormally high values even
though other 3 PM KPIs do not have such abnormality. The
low values indicated as abnormal values for KPIs such as
Packet Loss or Round Trip Time are actually due to abnor-
mally high values in some other related KPIs from the 4 KPIs
considered which are Data Volume, Packet Loss, Round Trip
Time and Link Utilization.

B. PREDICTION OF TRAFFIC LOAD IN 5G CELLS
As mentioned earlier, three ML models were considered,
namely, RNN, LSTM and LR. For both RNN and LSTM
model training, the number of epochs used is 10. Even when
the number of epochs is increased to 50, 100 and 500, very
significantly less difference in loss rate was observed as part
of performance evaluation, as shown later. The number of
hidden layers was varied as 20 and 50; the activation functions
studied were relu and sigmoid; the optimizers used were
adam and adamax.

For testing the implemented approaches, data was gen-
erated using random number generators following different
distributions to simulate different load variations. Synthetic
data for Downlink and Uplink load (as percentage utilization
value that indicates PRB usage for each cell in a 5G network,
was generated. The initial load is generated as a random
value between 0 and 100. The load value was incremented
or decremented with a small change (1) from the previous
load value. To ensure randomness in 1, a weighted delta
value was generated so that normal, sudden high and low load
changes are accommodated. Four different weights (0.6, 0.25,
0.1 and 0.05) were considered. For each weight, different
minimum and maximum delta load values were considered
as part of generating random delta load value within the
considered range. The range for delta values correspond-
ing to the four weights are 0 to 5, 0 to 10, 0 to 20 and
0 to 25 respectively. Delta or change value at each time step
is either increment or decrement chosen randomly from the
previous value. The synthetic data was generated such that
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it contained 43 different NRCellDU instances across two
networks. Network-1 contained 27 NRCellDU instances and
Network-2 contained 16 NRCellDU instances. The synthetic
data generated contained NRCellDU PM KPI data entries
with a granularity of 15 minutes for a total of 90 days. This
resulted in a total of approximately 17,000 data entries for
each NRCellDU instance considered during synthetic data
generation. The total data set was split into training data
(80% entries) and test data (20%).

TABLE 2. Comparison of performance measures for load prediction. For
the model parameters, (20, R, AM) denotes (20 layers, relu activation
function, and adam optimizer); also, S and AX denote sigmoid and
adamax respectively. For each ML model, the two smallest values for
RNN and LSTM are shown in color, in each column.

For evaluating the load prediction approach implemented,
MAE, MAPE and MSE were measured for RNN, LSTM
and LR. The values obtained for MAE, MAPE and MSE
for each ML model and the applicable model parameters
combinations are provided in Table 2. It can be observed that
for RNN and LSTM, the relu activation function results in
lower MAE, MAPE and MSE values compared to sigmoid.
Apart from this, the results with 20 and 50 hidden layers and
the results for optimizers adam and adamax do not show
much difference in MAE, MAPE and MSE values. With
respect to LR, theMAE andMAPE values almost match with
RNN and LSTM values whereas MSE for LR is found to be
higher compared to that of RNN and LSTM.

This can be further observed from the MAE comparison
bar graph shown in Fig. 7 for RNN and LSTMmodel outputs,
with the number of hidden layers as 20 and for different
combinations of activation function and optimizer values.
A sample screenshot from the MaSoN application client is
shown in Fig. 8 which shows the dashboard view for the
count of overloaded cells across two 5G networks for the last
30 days. This dashboard output is based on the implemented
ML model for prediction of overloaded cells considering UL
and DL traffic. The bottom right graph shows the actual and
predicted traffic for one cell for one particular day fromwhich
it can be observed that the predicted load closely matches the

FIGURE 7. Results for load prediction use case.

actual load indicating the correct working of the implemented
use case.

From the above analysis, it can be observed that the imple-
mented approach was able to correctly identify all overloaded
cells. This would help in proactively configuring the network
for handling the future traffic load. The traffic load data
would be continuously processed for providing the possible
suggestions so that the network is effectively utilized with the
available resources.

TABLE 3. SMF usage MMPP state-wise mean value for PDU session
creation requests.

C. CLOSED LOOP AUTOMATION FOR SMF RESOURCE
USAGE
For evaluating the performance of SMF resource usage,
number of PDU session creation requests and number of
QoS flows are considered for each SMF. For PDU ses-
sion creation requests, mean total number of PDU session
requests received and percentage of successfully processed
PDU session requests have been considered all for a couple
of previous intervals. Similarly, mean total number of QoS
flow requests received and percentage of successfully QoS
flow requests have been considered for a couple of previous
intervals. Along with this, variance in the total number of
PDU session requests and QoS flow requests received and
percentage of successfully processed PDU session requests
and QoS flow requests have also been considered individu-
ally for performance evaluation. For all the evaluations, the
corresponding CPU and Memory usage are also considered
as features. The duration considered in all cases are the last
12 hours, 24 hours and 48 hours.

Synthetic data for total number of PDU session creation
requests for each SMF in a 5G network was generated. Here,
the total number is incremented or decremented with a delta
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FIGURE 8. Load prediction sample screenshot.

FIGURE 9. Markov-modulated poisson process (MMPP) state transitions.

value from the previous number. To generate synthetic data
such that randomness in delta value is present, a delta value
is generated so that normal, sudden high resource usage and
low resource usage are accommodated. For successfully pro-
cessed PDU session creation requests, a random percentage
of requests have been considered as failed, where a maximum
of 10% of the total number of requests may be failed. A sim-
ilar approach was followed for QoS flow requests, where the
total number of QoS flow requests for each PDU session
is a random value within a range having defined maximum
and minimum values. For CPU and memory usage values
also, random values following different ranges for normal,
sudden high resource usage and low resource usage have been
considered.

Synthetic data generation that represents a real-life sce-
nario has to consider gradual changes in the total number of
PDU session creation requests and also sudden high and low

TABLE 4. SMF usage prediction regression problem LSTM parameters.

TABLE 5. SMF usage time-series prediction problem random forest
parameters.

TABLE 6. Performance measures for SMF usage LSTM regression problem.

changes in them to reflect unexpected deviations in traffic
requests which are typically less probable. This is imple-
mented as a sequence of steps that are carried out continu-
ously at the end of each measurement period:

1) Generate the slice-wise count of PDU session requests
as a MMPP considering all slices across all available
SMF instances

2) Introduce change in the count based on increment or
decrement of a delta change value from a Uniform
Random Distribution
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TABLE 7. Performance measures for SMF usage random forest time-series problem.

3) Consolidate the counts slice-wise and split the resulting
total value across different slices in all available SMF
instances where the split is done with small variations
around average value to avoid even split across all
slices

4) Calculate other KPIs such as count of successful PDU
session requests, total and successful QoSflow requests
based on the value obtained after split

The MMPP is implemented as a system with three states
representing normal, high and low creation of traffic requests.
For each of the three states, different values for mean distri-
bution of PDU session creation requests have been defined.
Also, state transition probabilities for all combinations of
transitions from one state to another state have been defined to
reflect real-life scenario of normal and sometimes unexpected
changes in traffic requests. This is depicted in Fig. 9, where
the three states along with their mean value for PDU session
requests and state transition probabilities for all possible state
transitions have been mentioned.

The MMPP mean value is used to get delta or difference
in PDU session creation request value which is applied to
the previous value to get the current PDU session creation
requests value. This is the used as the basis for all further
calculation in each time step as part of data generation. The
different MMPP mean values considered for the three states
namely normal, high and low are specified in Table 3. The
Base Value considered for the entire data generation was
configured as 200. To provide for random variations from the
MMPP mean value in each value generation at every time
instant, a random value based on uniform distribution in the
range −12.5 to 37.5 which is the percentage of MMPP mean
value obtained is applied.

To follow the trend of PDU session requests variations,
CPU and memory usage variations have to consider the delta
changes in PDU session requests. From the PDU session cre-
ation requests value, SMF-wise CPU and Memory utilization

values are calculated based on the delta PDU session requests
value obtained by means of scaling it with a variation factor
of 10%. This results in avoiding similar CPU and memory
utilization usage across different slices handled in the SMF
instances.

For performance evaluation, the LSTM model was used
for the regression problem and the Random Forest model
was used for time-series prediction where both the model
parameters considered along with their values used are listed
in Table 4 and Table 5.
For this study, synthetic data was generated for 3 SMF

instances and a total of 5 Slice Ids across the 3 SMF instances
were considered. The generated synthetic data contained
SMF PM KPI data entries with a granularity of 15 minutes
for a total of 100 days. This data was processed such that one
data entry is generated for each hour to facilitate considering
last 12 hours, 24 hours and 48 hours for predicting future
SMF resource usage based on that. This resulted in a total
of approximately 2,500 data entries for each SMF instance
considered during synthetic data generation. The total set
of data entries were split into training data which contained
80% entries and test data which contained the remaining
20% entries used for evaluating the performance of load
prediction. For the LSTM model training, the number of
epochs used was 250 and 500. The MAE values obtained
for the number of epochs 250 and 500 in LSTM model are
presented in Table 6. The performance results obtained which
are Accuracy and F1 score for CPU and Memort usage for
the Random Forest model for the different combinations of
model parameters are presented in Table 7.
From the results obtained, it can be observed that for the

LSTM regression, the number of epochs 500 resulted in lower
MAE compared to the number of epochs 250. With respect
to the time-series prediction, it can be observed that there is
no significant difference in CPU and Memory accuracy and
F1 score values across different combinations of number of
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FIGURE 10. SMF resource usage prediction sample.

estimators, minimum samples split and maximum features
values.

The described approach has been implemented in a test
MaSoN system and a simulator was used to generate data as
per the details specified. On observing the system behaviour
for few weeks, it was noticeable that the MaSoN system
instantiated new SMF instance(s) whenever high resource
usage was observed based on recent trend in CPU and mem-
ory usage. Further, after every new SMF instantiation, the
resource usage reduced significantly in the available SMF
instances confirming the effectiveness of the implemented
approach. This can be observed from the prediction output
sample snapshot from the client of the implemented system
presented in Fig. 10. The cross-mark symbol in the left side
graph indicates the time instant in which new SMF instantia-
tion was triggered. This snapshot clearly shows that the SMF
resource utilization decreased significantly after new SMF
instantiation and the predicted SMF resource usage closely
matches the actual measured resource usage.

VI. CONCLUSION
This work describes the design aspects of the implemented
management system enabled with analytics and machine
learning capabilities to support autonomous networking capa-
bilities in the management of 5G networks. The architecture
of the system with its components and details of the three
use cases implemented are also described. The use cases
implemented are identification of UPF anomalous behaviour,
prediction of traffic load in 5G cells and prediction of SMF
resource usage. For the SMF resource usage use case, closed
loop automation functionality has been implemented and
it was observed to be effective in automatically instanti-
ating SMF instances by prediction of high resource usage
based on recent trend in resource usage. This helps to over-
come or avoid potential future traffic disruptions proactively
without any manual intervention. The system is designed
to be flexible and can be extended for other use cases in
a 5G network.
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