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ABSTRACT Edge computing is a new computing paradigm which distributes tasks to edge networks
for processing, it provides effective support for various mobile applications to meet their rapid response
requirement. Unmanned Aerial Vehicle (UAV) has been widely used in emergency rescue, mapping, etc.,
with the advantages of flexible deployment and rapid movement. However, on one hand, mobile applications
will be terminated when the battery energy is exhausted. On the other hand, mobile applications will be
out of service when mobile devices are out of radio coverage of UAVs. How to achieve low-cost task
unloading in the resource limited and location sensitive multi-UAVs edge computing environment is rather
challenging. In this paper, we propose a distributed location-aware task offloading scheme, aiming at the
above issues. Specifically, we create a nonlinear task allocation problem by combining the limited energy
constraints of edge nodes with the random movement of users, where the cost function is divided into static
and dynamic costs, respectively. Then, we formulate this problem to a convex optimization one with linear
constrains, based on regularization technology. The mathematical proof shows that the scheme can support
a parameterized competitive ratio without requiring any prior knowledge of the input task. The simulation
results show that the proposed scheme can achieve lower cost edge computing services.

INDEX TERMS Convex programming, edge computing, task allocation, UAV.

I. INTRODUCTION
Currently with the development of communication and chip
technologies, the Internet of Things (IoT) is outstanding
in improving humans’ quality of life. Users can quickly
obtain information and process various tasks through the IoT.
However, many IoT devices are subject to restrictions, such
as limited storage and computation capacity, and imbalanced
distribution of the capacity among these devices, which can
reduce the service performance of the IoT. Cloud comput-
ing can enhance the IoT’s capability in terms of storage,
computation and management of various resources [1]–[3].
Unfortunately, because the cloud is far away from users,
the response time of cloud computing cannot meet real-time
applications for IoT-based applications. Edge computing is
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a new paradigm that aims to reduce the burden on Cloud
and improve the response delay of requirements. With edge
computing, many tasks can be completed directly by these
edge computing devices without the participation of the
cloud [4]. To provide more flexible services, mobile edge
computing (MEC) is proposed to enhance the information
processing capabilities of mobile devices regardless of their
high location sensitivity. However, these edge devices are
often heterogeneous, their computing capacities are quite
different, and there exists a competitive relationship among
these edge devices, therefore, there are still some energy
consumption and reliability problems with MEC that must
be solved.

The MEC is vulnerable on reliability, especially high
dynamics that frequently occur in UAV-enabledMEC. Unlike
conventional Internet of Vehicles (IoV), the movement trajec-
tory of a mobile node is predictable and always transforms
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along a certain road. Although existing computation offload-
ing schemes are effective in achieving low latency for mobile
users, for battery-powered UAVs, the computation perfor-
mance may be compromised due to limited battery energy
and radio coverage for task offloading. On one hand, mobile
applications will be terminated when the battery energy is
exhausted [5]. On the other hand, mobile applications will
be out of service when mobile devices are out of radio
coverage of UAVs. It is difficult to guarantee a robust edge
computing service with minimum latency during rapid move-
ment, especially if loT devices produce a lot of data that
require processing in real-time [6]. Besides the computation
time cost, as discussed in [7]–[10], UAV-enabled MEC in
multi-UAVs environments incurs an additional time overhead
on task migration from one UAV to another UAV since the
UAV has limited computation capability.

To solve the above problems, an multi-UAVs enabled edge
computing scheme was proposed. Edge computing is per-
formed at the Internet’s edgewithmultiple UAVs. Edge nodes
also refers to cloudlets, and fog nodes, which has advantages
in the quick response to IoT applications [11], [12].Motivated
by [13], we divide the cost of task offloading into dynamic
cost and static cost, these cost can be calculated by operating
cost, quality of service (QoS) cost and migration cost. The
position changing of UAVs is an important factor affecting the
task offloading strategy. In summary, the main contributions
of this work are presented as follows,

1. To solve the problem of dynamic task assignment in
a UAV environment, a comprehensive optimization model
is constructed. This model takes full account of the energy
limit and location sensitivity of nodes, can comprehen-
sively optimize the migration cost, operation cost, and QoS
cost.

2. The above problem is converted into a convex opti-
mization problem, and an efficient online algorithm is pro-
posed. Through rigorous competitive analysis, it is proved
that the proposed algorithm has a parameterized competitive
ratio.

3. The simulation results show that the proposed scheme
has reliable robustness regardless of various numbers of users
and UAV nodes, and can save 20% of the total cost than other
methods.

This paper is organized as follows. In Section II, related
work is introduced. Section III describes our models and
formulates the problem. Section IV focuses on the design
details of online algorithm. Section V presents the formal
competitive analysis. Experiment results and analyses are
reported in Section VI. The final section concludes this
paper.

II. RELATED WORK
Due to the development of chip and communication tech-
nology, the popularity of mobile devices is growing rapidly,
such as smart phones, wearable devices, smart cars, robots
and UAVs. Edge Computing integrates resources to provide
users with real-time and feasible service on the side of

the Internet. Edge Computing releases the pressure on the
cloud effectively and realizes reliable utilization of optimized
resource allocation on the edge Internet. A large number
of location-sensitive mobile application services have grown
rapidly because of the rapid development of Internet of
Thing (IoT) and artificial intelligence (AI), such as intelli-
gent maintenance, intelligent logistics, and so on. UAV has
the advantages of flexible deployment and rapid movement.
It is widely used in emergency rescue, aerial photography,
logistics, and so on. In addition, the wireless communication
channel between UAV and ground equipment has strong line-
of-sight characteristics [14], which could provide high quan-
tity communication services and edge computing services
for users. UAV edge computing platform supplies fast and
flexible information support for mobile services. Researchers
pay more attention that Multi-UAVs could cover a wider
testing scale in recent years [15]–[17].

The main problem for edge computing is how to provide
a dynamic task assignment scheme for various mobile appli-
cations in a distributed environment [4], [18]–[22]. Because
edge cloud is heterogeneous and dynamic, neither resource
allocation scheme nor task offloading scheme is suitable for
the large-scale central cloud. The user location is mobility-
agnostic, and the task scheduling of edge cloud cannot be
one-off, but an adaptive scheme that changes with the user’s
location. Therefore, the cost of task offloading is also an adap-
tive cost, including bandwidth cost, migration cost, latency
cost, and so on [13].

A resource allocation scheme based on convex program-
ming was proposed in [13] to decrease the service cost for
edge computing, optimizing operation cost, migration cost,
and reconfiguration cost. Unfortunately, this scheme ignored
the energy limit of mobile edge nodes. A task assignment
model based on hybrid nonlinear programming [23] was
constructed to reduce service delay in the ultra-dense soft-
ware defined network (SDN) and saved energy consumption
of edge cloud users. Under the condition of time latency
constraint, joint optimization was used to minimize the sum
of energy consumption of local devices, to obtain a com-
puting offloading scheme based on energy efficiency under
a single MEC node. However, this scheme only consid-
ered a single edge node and did not discuss the mobility
of nodes, so the scope of application was limited. A task
assignment schemewas proposed in [24], which could reduce
the task execution delay and improve the data transmission
rate. The scheme reduced the delay of edge service and pro-
vided security protection for the information being processed.
To enhance the privacy of users, Puthal et al. [25] propose a
service allocation scheme based on trust awareness, which
is a multi-objective optimization scheme based on privacy
entropy, energy consumption, and delay. Unfortunately, the
scheme ignores the user’s energy consumption limitation and
mobility. To guarantee the fairness of different edge devices
in a completely distributed environment, Xu et al. [26] apply
simulation learning to resource scheduling algorithm of edge
computing, and realize the transformation from local optimal
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solution to global optimal solution by guiding the online
training of multi-agents with simulation learning results of
multiple experts. But the convergence of the algorithm is
not discussed in this work. To solve the problem of passive
eavesdropping on the ground when ground users offload data
to the edge computing network of multi-UAVs, Cui et al. [15]
propose a safe task offloading strategy to minimize system
energy consumption through joint optimization between user
and resource, but this scheme ignores the position sensitivity
of UAVs. By taking into consideration the inter-dependencies
of the tasks, dynamic network states, and energy constraints
of the UAVs, [27] formulates the average mission response
time minimization problem and then model it as a Markov
decision process. To achieve optimal average delay over tra-
jectory, an edge computing framework [28] was developed,
which allows enabling optimal offloading decisions as a func-
tion of network, computation load parameters and current
state. The optimization is formulated as an optimal stopping
time problem over a semi-Markov process. To maximize the
secure computation efficiency, a two-stage alternative opti-
mization algorithm [29] was proposed by jointly optimizing
the transmission power and UAV’s trajectory. To investigate
the performance of intelligent reflecting surface (IRS)-aided
wireless powered MEC systems, an offloading framework
has been proposed in [30], in which three different levels of
dynamic IRS beamforming schemes are considered. To min-
imize the total energy consumption of all TDs, a two-layer
iterative algorithm is proposed to solve the non-convex and
mixed-integer optimization problem in [31], which adopt a
one-by-one access mechanism.

Unfortunately, the efficiency of these schemes is ques-
tionable for tasks with large volumes since they ignored
the queuing time of tasks in a high dynamic environment.
Moreover, few studies consider the rapid movement together
with battery capacity limitation. Different from the above
literatures, our paper proposes a dynamic task offloading
scheme and exploits optimizing the online task offloading of
IoT applications for the MEC network.

III. SYSTEM MODEL AND PROBLEM DESCRIPTION
A. SYSTEM MODEL
We consider a time-slotted system whose whole running time
T is divided into h time slots, and denote T = {t1, t2, . . . , th},
(h ∈ Z+). We envisage an edge computing system with
m users, denoted by U = {u1, u2, . . . , um}, (m ∈ Z+).
Here, the users refer to various IoT applications. We consider
an edge-compatible mobile service supported by a set of n
UAVs, denoted by S = {s1, s2, . . . , sn}, (n ∈ Z+). In our
model, a UAV is an edge node. All the UAVs constitutes an
edge network, which can provide users with efficient edge
computing services. The m users and n UAVs are distributed
in the considered area and their locations changes randomly
at time slot ti(1 ≤ i ≤ h). The maximum data processing
power of edge cloud is denoted by Cs, s ∈ S. The internet
transforming latency between two edge nodes s1 and s2 is
denoted by d(s1, s2) ≥ 0, ∀s ∈ S, d(s, s) = 0 is feasible.

Each edge node can cover a certain area. Each user can choose
the closest edge node with the best transmission effect to
establish transmission link and upload workloads.

Since the position of UAVs and the users changes randomly
at each time slot ti, the links of the users in the system
also change randomly. We assume that the transmission link
established by the user is stable and remains unchanged at
a time slot ti(1 ≤ i ≤ h). lu,t indicates the position of user
u at time slot t ∈ T . s∗u,t indicates that user u establishes a
transmission link with edge node s at time slot t ∈ T , and
u offloads her tasks to the edge node s. xu,s,t represents the
amount of tasks that user u offloads to edge node s at time
slot t . We denote the total number of tasks by λu. The data
processing capability of s at time slot t is denoted by qs,t .
Table 1 shows the correspondent relationship between

words and abbreviations.
The architecture of our proposed multi-UAVs enabled

MEC system is shown in Figure 1. The system consists of
a number of users (IoT applications), edge nodes (UAVs),
base stations, cloud, wireless connections between UAV and
IoT applications, and transmission links between UAVs, and
transmission links between UAV and base station. IoT appli-
cations are usually pinned on some IoT nodes, such as smart
phone, camera, Raspberry Pi and other sensors. The IoT
applications can obtain a large amount of first-hand data from
application environments such as earthquake, tsunami and
smart farm, then transmit these data to the nearest UAV for
further processing. When an UAV flies over these mobile
applications, these applications will upload data processing
tasks to the UAV. Based on the requirements of real-time and
cost management, the UAVmay divide the tasks into multiple
subtasks and transmit the subtasks to other UAVs for pro-
cessing. Therefore, task offloading is not a one-shot task and
needs to be continuously adapted to accommodate UAVs’ and
applications’ movements, incurring the ‘‘adaptation cost’’
over time. Every application and UAV can move arbitrarily in
the system, and, from a time-slotted view, an application may
connect to the UAV in one time slot and switch to another
in the next. In each time slot the system can have its own
optimal task allocation strategy, whichmay, however, become
suboptimal if the adaptation cost during time-slot transition is
considered.
When the service capability of the edge network cannot

meet the needs of users, the taskwill be sent by the edge nodes
to the cloud through the base station, because the users usu-
ally cannot establish direct links with the base station. In this
paper, we mainly focus on the task allocation in the edge net-
work equipped with multi-UAVs, ignore the situation that the
UAV sends the task to cloud for processing. It is assumed that
each UAV is equipped with a directional antenna to receive
data from IoT applications and two transmit antenna systems
for data transmission. Note that the UAV may suffer from the
influences of aerodynamic forces. In order to guarante the
stability of signals transmitted in our system, we assume
that the antenna arrays at UAV are equipped on the airborne
gimbals [32].
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FIGURE 1. Network structure of edge computing with multi-UAVs.

TABLE 1. List of main notations.

B. COST MODEL
The cost of the system is divided into three types: operation
cost, QoS cost, and migration cost [13]. Among them, the
first two are static costs and are generated independently
at each time slot. The migration cost is a dynamic cost,
which depends on the task transfer decision during the task
execution.

Operating cost: This cost mainly includes employing and
maintaining software, hardware resources, CPU and storage
costs, electricity costs, and carbon emissions costs. Themain-
tenance cost is proportional to the number of tasks handled
by each edge cloud. Operation unit price represents the unit
cost of edge node s processing unit task quantity at time
slot t , which is denoted by as,t , In practical applications, the
operation price as,t for each edge node follows Gaussian dis-
tribution, where we set the mean value as the base price [13].
In reality, all equipment and energy are provided by the ser-
vice provider, and the service provider only publishes a total
operating price when charging users, and it is not necessary to
distribute the detailed composition of the price. Thus, we use
as,t to represent the unit price of all operation costs. The
operating cost of the edge computing system for all tasks is

shown as formula (1):

EO =
∑
t∈T

∑
s∈S

as,t
∑
u∈U

xu,s,t (1)

QoS cost: This cost is mainly used to represent the user
quality of service. It is proportional to the network delay after
a user submited her service request to the system to execute
some tasks and return the associated result. It is assumed that
all nodes in the system employ orthogonal frequency division
multiple access (OFDMA) technology to communicate with
other nodes. Transmission rules follows the first-in, first-out
(FIFO) principle during transmission. TheUAVs can leverage
their flexible mobility to obtain line-of-sight (LoS) air-to-
ground channel with a high probability [31]. In fact, the
LoS link for ground-to-aerial (G2A) channel/aerialto-ground
(A2G) channel offers a good approximation for the practical
G2A/A2G model when the UAV is above a certain altitude,
which has been verified by Qualcomm [33]. According to the
work of [34], the uplink channel state information (CSI), such
as delay and angle of arrival, can be obtained by pilot or blind
estimation, while the downlink CSI is estimated by IoT nodes
based on pilot training transmitted by downlink. Based on
the M/G/1 queuing theory, the wait time of task xu,s,t in the
transmission queue from user u to edge node s is calculated
as follows [35], [36]:

Tw(u, s) = (ρu,s,td(u, s)+ ρu,s,tδ2)/2(1− ρu,s,td(u, s)),

where d(u, s) is the average time delay for a task to be trans-
mited from u to s; δ2 represents the variance of transmission
delay; ρu,s,t means transmission density. The user’s access
delay is denoted by d(lu,t , s∗u,t ), here lu,t is the location of
user u in time slot t . For simplicity, we denote Tw(u, s) by Tw.
The weighted sum of the delay between the access edge node
and each of the edge nodes that host the workload of user u
is denoted by

∑
s∈S

xu,s,t
λu

qs,t
Cs
d(s∗u,t , s). Then, the total service

quality cost of the edge computing system can be expressed
as:

EQ =
∑
t∈T

∑
u∈U

(d(lu,t , s∗u,t )+ Tw +
∑
s∈S

xu,s,t
λu

qs,t
Cs

d(s∗u,t , s))

(2)

Migration cost: To optimize the cost, tasks often need to
be migrated from one edge node to other edge nodes during
task execution. Migration cost includes network bandwidth
cost and migration delay cost. It is noted that the difference
between the tasks in the two time slots is not equal to the
migrated tasks. Because the edge cloud is constantly process-
ing tasks at each time slot, the number of tasks completed at
a time slot should be added to the difference between two
adjacent time slots to equal the amount of migrated tasks.
We denoted the unit price of migrating unit task quantity
by bs. If function (x)+ = max{x, 0} is defined, the total
migration cost is calculated as follows:

EM =
∑
t∈T

∑
s∈S

bs(
∑
u∈U

xu,s,t + qs,t−1 −
∑
u∈U

xu,s,t−1)+ (3)
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FIGURE 2. Task migration from time slot 5 to 6.

Here, (
∑

u∈U xu,s,t + qs,t−1 −
∑

u∈U xu,s,t−1)
+ represents

the amount of tasks transferred by edge node s in the process
of transferring from time slot t − 1 to time slot t . To simplify
the expression,

∑
u∈U xu,s,t is denoted by xs,t , that is, the sum

of tasks assigned to edge cloud s by all users at time slot t .
Although task migration itself is dynamic and complex, the
migration cost of an edge node is always directly related to the
change of task volume. However, the migration amount is not
equal to the difference between the tasks in the current time
slot minus the tasks in the previous time slot. An example of
task migration is shown in Figure 2. The blue circle indicates
the effective radio signal coverage of s4, and the green circle
indicates the radio coverage of s3. In Figure 2, both the signals
of edge node s3 and s4 can cover user u1, who is closer to s4.
The signal of s4 will be stronger than that of s3. Therefore,
u1 takes s4 as the preferred node for network service.

The total tasks of s1 in the current slot 6 and the previous
slot 5 are set to be 90. That is, xs1,6 = xs1,5 = 90, then,
the task being migrited into edge node s1 from time slot 5 to
6 cannot be calculated by xs1,6−xs1,5 = 90−90 = 0 since the
edge node s1 is working all the time. Assuming qs1,5 = 20,
then the task being migrated into s1 from time slot 5 to 6 can
be calculated as 90+20−90 = 20. The calculation process of
task migration associated with Figure 2 is shown in Table 2.

TABLE 2. Calculation process of task migration associated with Fig 2.

FIGURE 3. Overall cost structure of our multi-UAVs enabled edge
computing system.

In actual operation, in order to reduce operation and mainte-
nance costs and facilitate management, service providers may
prefer to keep UAVs with the same model, which equipped
with the same mission loads. Due to the change of working
state, the available resources and real-time performance of the
sameUAVwill also shift randomly. Therefore, it is reasonable
and necessary to set different values of qs,t for UAVs in our
experiment.

C. PROBLEM FORMULATION
The total cost of edge calculation can be expressed as the
weighted sum of the three costs mentioned above, which can
be expressed as:

P = EO + EQ + EM (4)

The overall cost structure is illustrated in Fig. 3.We believe
that these cost models are general enough and can cap-
ture a wide range of practical performance measures in an
multi-UAVs enabled edge computing system from the per-
spective of edge cloud users. Different from the stucture
of [13], our cost function does not include reconstruction cost.
Note that during the working process of an UAV, its software
and hardware devices are always in a hot state. Thus, the
hardware and software preparation time can be ignored.

The unit of operating cost is a price unit, because the
coefficient as,t is the price of a unit resource, and the product
factor xu,s,t represents the quantity of resources. The QoS
cost consists of three parts: the access delay, the wait time
in the transmission queue, and the weighted sum of the delay
between the access edge node and each of the edge nodes
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that host the workload, thus, the unit of QoS cost is a time
unit. Similar to the operating cost, the unit of migration cost
is a price unit. The objective function is the sum of the three
costs. In fact, the units of the three costs need to be unified
before adding. Unity of units can be achieved by multiplying
each part by a factor, i.e. a tradeoff weighting coefficient.
Without loss of generality, we have omitted the weighting
coefficient in the above equation for simplicity, since the
weighting coefficient can be implied in the parameters of
each cost model, such as as,t and bs in the expression form of
Equation (4). To solve the optimization problem of the total
cost, the following linear programming problem is generated:

min P0(t) = EO + EQ + EM (5)

s.t.
∑
u

xu,s,t ≤ Cs, ∀s,∀t (5a)∑
s

xu,s,t ≥ λu, ∀u,∀t (5b)∑
u

kxu,s,t ≤ Qs, ∀u,∀t (5c)

xu,s,t ≥ 0, ∀u, ∀s, ∀t (5d)

Constraint condition (5a) ensures that the sum of all tasks
assigned to the edge cloud does not exceed its computing
and storage capacity. Constraint condition (5b) ensures that
all tasks are assigned, and greater-than character ensures that
the system remains redundant. k represents the power con-
sumption coefficient of unit task quantity, and the constraint
condition (5c) ensures that the sum of all tasks assigned to the
edge cloud s will not exceed the battery limit of UAVs. Let
Zs = min{QS/k,Cs}, then constraint conditions (5a) and (5c)
are combined into:∑

u

xu,s,t ≤ Zs, ∀s, ∀t (5e)

IV. ONLINE ALGORITHM DESIGN
Since each edge node cannot obtain the state information
of the whole system in a distributed environment, we intro-
duce a competitive ratio to estimate the efficiency of the
proposed online algorithm solution. The competitive ratio is
the optimization results of an online algorithm with limited
information to an offline algorithm with all information.

A. ALGORITHM DESIGN
Next, we will solve the above problems based on regulariza-
tion technique [13], [20]. The pseudo code of our proposed
PSEC is listed in Table 3. At each time slot t , taking the
user’s current position lu,t and the task xu,s,t−1 assigned at
the previous time slot t−1 as input, the optimization problem
P1(t) in the current time slot t can be obtained:

minP1(t) =
∑
s∈S

as,t
∑
u∈U

xu,s,t +
∑
u∈U

(d(lu,t , s∗u,t )

+Tw +
∑
s∈S

xu,s,t
λu

qs,t
Cs

d(s∗u,t , s))

TABLE 3. Pseudo code of our proposed PSEC.

+

∑
s∈S

bs
ηs
((xs,t + qs,t−1 + ε)

ln
xs,t + qs,t−1 + ε

x∗s,t−1 + ε
− xs,t − qs,t−1) (6)

s.t. ∑
s

xu,s,t ≥ λu,∀u (6a)∑
f ∈S\s

xu,f ,t ≥
∑
u∈U

λu − Zs,∀s (6b)

xu,s,t ≥ 0,∀u,∀s (6c)

Here, both ηs = ln(1 + Zs/ε) and ε are parameters which
are greater than 1. Obviously, the objective function P1(t) is
a convex function with linear constraints, thus we can use
any convex programming solution to search the solution of
P1(t). By combining the optimization solution x∗u,s,t obtained
by P1(t) at each time slot t , the approximate optimization
solution {x∗u,s,t |0 ≤ t ≤ th} of the original problem P0(t)
is obtained, which is the task allocation strategy of edge
computing. Next, we prove that the optimization solution
{x∗u,s,t |0 ≤ t ≤ th} is the solution of the optimization
problem P0(t).
Theorem 1:(Validity). The optimal solution {x∗u,s,t |0 ≤ t ≤

th} of P1(t) at each time slot constitutes a solution of P0(t).
Proof: It is proved that the optimal solution of P1(t) also

satisfies the constraints (5b), (5d) and (5e) in P0(t). Since
x∗u,s,t is the optimal solution of P1(t) at time slot t , ∀t, x∗u,s,t
makes (6a) and (6c) valid, thus (5b) and (5d) are valid. Next,
we prove constraint (5e) is also true:
Because

∂P1(t)
∂xu,s,t

= as,t +
qs,t
λuCs

d(s∗u,t , s)+
bs
ηs

ln
xs,t + qs,t−1 + ε
x∗s,t−1 + ε − 1

+
bs
ηs
(x∗s,t−1 + qs,t−1 + ε) > 0,

from the above equation, we can obtain that ∀u,∀s,∀t ,
the function P1(t) is monotonically increasing on the interval
[x∗u,s,t ,+∞) with respect to xu,s,t . Without losing generality,
let’s assume xu,s,0 = 0 and x∗s,0 =

∑
u∈U x

∗
u,s,t = 0.

The following is a proof by mathematical induction. When
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t = 1, and xu,s,1 represents an optimal solution of P1(t).
Then, there must be x∗s,1 =

∑
u∈U x

∗

u,s,1 ≤ Zs. Otherwise,
if x∗u,s,1 > Zs or x∗s,1 > Zs, then, x‘u,s,1 = Zs and x‘s,1 = Zs
is a new optimal solution for the problem P1(t). Obviously,
this new optimal solution leads to a smaller target value for
P1(t), which contradicts the hypothesis. Similarly, the same
conclusion can be reached when 0 ≤ t ≤ th.

B. COMPLEX ANALYSIS
At each time slot, the solution of P1(t) can be obtained by
solving the convex programming problem. Therefore, the
algorithm proposed by us is solvable in polynomial time [37].
Here, we can choose the interior point algorithm to solve
our problem, then the time complexity of our algorithm is
O((mn))3.5, where both m and n are the numbers of variables
in function P1(t), m is the number of edge nodes, and n is the
number of users.

V. COMPETITION ANALYSIS
The efficiency analysis of the proposed scheme is given
through competition analysis. Competition analysis mainly
uses competitive ratio to analyze the efficiency of online
algorithms. The method is to compare the efficiency of an
online algorithm with that of an offline algorithm where all
input conditions are known in advance. The basic steps of the
analysis are as follows:
• The relaxation of programming problem P0(t) is trans-
formed into linear programming problem P2(t) by aux-
iliary variables ys,t and zs,t .

• Derive the duality problem D of P2(t).
• Construct an efficient solution of problem D by a solu-
tion of P1(t).

Our goal is to derive the inequality [13]:

P0(t) ≥ P2(t) ≥ D ≥
1
r
P1(t) (7)

Since P2(t) is a relaxation of the constraint on P0(t),
P0(t) ≥ P2(t) is true. We know P2(t) ≥ D from the weak
duality theorem. The last inequality is deduced by compar-
ing the solutions of D and P1(t). The existence of all the
above inequalities guarantees that the proposed algorithm is
r competition, where the competitive ratio r will be given
later in Lemma 4. The specific analysis process is shown
below.

A. AUXILIARY PLANNING PROBLEM
By introducing auxiliary variables ys,t and zs,t , the nonlinear
programming problem P0(t) is reconstructed to obtain the
relaxed linear programming problem P2(t). We also give the
lower bound of the relaxation variable, and the formula of
P2(t) is shown as follow:

min P2(t) =
∑
s∈S

∑
t∈T

∑
u∈U

as,txu,s,t

+

∑
s∈S

∑
t∈T

∑
u∈U

xs,u,t
λu

qs,t
Cs
+

∑
s∈S

∑
t∈T

bsys,t (8)

s.t.ys,t ≥
∑
u∈U

xu,s,t + qs,t−1 −
∑
u∈U

xu,s,t−1,∀s,∀t (8a)∑
f ∈S\s

xu,f ,t ≥ (
∑
u∈U

λu − Zs)+,∀s,∀t (8b)

ys,t ≥ 0,∀s,∀t (8c)

(5b), (5d) (8d)

When the connection between the user and the directly
accessed UAV is established and the user queuing model is
determined,

∑
t∈T

∑
u∈U (d(lu,t , s

∗
u,t )+Tw) is independent of

task allocation strategy, thus this part of cost is not considered
in Equation (8).

Next, we give the Lagrangian dual D of P2. Let
αs,t , ρs,t ,and θu,t be dual variables of equations (8a), (8b)
and (5b) respectively. Let hu,s be the indicator variable asso-
ciated with a user and edge cloud, namely, if user u has
tasks assigned to s, hu,s = 1; otherwise, hu,s = 0. Duality
programming problem D is as follows:

max D =
∑
t∈T

∑
u∈U

λuhu,sθu,t +
∑
t∈T

∑
s∈S

(
∑
u∈U

λu − Zs)+ρs,t

(9)

s.t.− as,t − gs,u
qs,t
λuCs

d(s∗u,t , s)+ αs,t+1 − αs,t

+

∑
f ∈S\s

ρf ,t + gs,uθu,t ≤ 0,∀u,∀s,∀t (9a)

− bs + αs,t ≤ 0,∀s,∀t (9b)

αs,t ≥ 0, ρs,t ≥ 0,∀s,∀t (9c)

θu,t ≥ 0,∀u,∀t (9d)

At the same time, we can obtain the Karush-Kuhn-Tucker
(KKT) condition of P1(t). Let the dual variables related
to constraints (6a), (6b) and (6c) be θ ‘u,t , ρ

‘
f ,t and δ‘u,s,t ,

respectively. The following formula we could obtain:

as,t + gs,u
qs,t
λuCs

d(s∗u,t , s)+
bs
ηu

ln
xs,t + qs,t−1 + ε

x∗s,t−1 + ε

− gs,uθ ‘u,t −
∑
f ∈S\s

ρ‘f ,t − δ
‘
f ,t = 0,∀s,∀u (10)

s.t.θ ‘u,t (λu −
∑
s

xu,s,t ) = 0,∀u (10a)

ρ‘f ,t (
∑
u∈U

λu − Zs −
∑
f ∈S\s

xu,f ,t ) = 0,∀s (10b)

δ‘u,s,txu,s,t = 0,∀u,∀s (10c)

(6a)(6b)(6c), θ ‘u,t ≥ 0, ρ‘f ,t ≥ 0∀s,∀u (10d)

where (10) is based on stability, and (10b), (10c), and (10d)
are based on complementary relaxation conditions. Using an
optimal solution x∗u,s,t ofP2(t) and dual variables θ

‘
u,t and ρ

‘
u,t ,

an optimal solution SD of the dual programming problem D
can be constructed through following formulas:

αs,t =
bs
ηs

ln
Cs + ε

x∗s,t−1 + ε
≥ 0,

θu,t = θ
‘
u,t ,
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ρu,t = ρ
‘
u,t .

Lemma 1: SD is a valid solution of the programming
problem D.
Proof:We first derive some preliminaries. For αs,t we have

−(αs,t+1 − αs,t )

=
bs
ηs

ln
Cs + ε

x∗s,t−1 + ε
−
bs
ηs

ln
Cs + ε
x∗s,t + ε

=
bs
ηs

ln
x∗s,t + ε

x∗s,t−1 + ε

Based on the above equation, we have

−as,t − gs,u
qs,t
λuCs

d(s∗u,t , s)+ αs,t+1 − αs,t

+

∑
f ∈S\s

ρf ,t + gs,uθu,t

= −as,t − gs,u
qs,t
λuCs

d(s∗u,t , s)−
bs
ηs

ln
x∗s,t + ε

x∗s,t−1 + ε

+

∑
f ∈S\s

ρf ,t + gs,uθu,t ≤ 0,

where the inequality in the last line follows from equation
(10). The above inequality indicates that the constraint (9a)
is satisfied by the solution SD. Constraint (9b) is satisfied by
the following inequality.

αs,t =
bs
ηs

ln
Cs + ε

x∗s,t−1 + ε

=
bs

ln(1+ Cs/ε)
(ln(1+ Cs/ε)− ln(1+ x∗s,t−1/ε))

= bs(1−
ln(1+ x∗u,s,t/ε)

ln(1+ Cs/ε)
) ≤ bs.

That is to say, (9a) and (9b) are true. According to the
definition and the construction of the optimal solution, (9c)
and (9d) are established. Therefore, the solution SD ofD con-
structed based on the solution of P2(t) satisfies all constraints
of D.

B. COMPETITIVE RATIO
Next, we will analyze the competitive ratio r . First we divide
P1(t) into two parts, the static cost part EO + EQ and the
dynamic cost part EM , and then prove that each part is
bounded. Then we combine the two parts to prove that the
population is bounded and deduce the competitive ratio r =
1+ γ n0, where γ and n0 will be defined later in Lemma 4.
Lemma 2: D is the upper bound of operation cost and QoS

cost in problem P0(t).
We first show the proof of the following preliminary results

that will be used in the proof of lemma 2.
Lemma 3: ∀s,

∑
t∈T x

∗
s,t ln

x∗s,t+qs,t−1+ε
x∗s,t−1+ε

≥ 0 .

Proof: We separate the
∑

t∈T x
∗
s,t ln

x∗s,t+ε
x∗s,t−1+ε

into two

parts
∑

t∈T (x
∗
s,t + ε) ln

x∗s,t+ε
x∗s,t−1+ε

and
∑

t∈T ε ln
x∗s,t−1+ε
x∗s,t+ε

. Then,

we deduce the two lower bounds of both parts one by one, the
two bounds together will form a lower bound for the added
formula. The detailed proof process is as follows.∑
t∈T

x∗s,t ln
x∗s,t + qs,t−1 + ε

x∗s,t−1 + ε

≥

∑
t∈T

x∗s,t ln
x∗s,t + ε

x∗s,t−1 + ε

=

∑
t∈T

(x∗s,t + ε) ln
x∗s,t + ε

x∗s,t−1 + ε
+

∑
t∈T

ε ln
x∗s,t−1 + ε

x∗s,t + ε

≥ (
∑
t∈T

(x∗s,t + ε)) ln

∑
t∈T x

∗
s,t + ε∑

t∈T x
∗

s,t−1 + ε
+

∑
t∈T

ε ln
x∗s,t−1 + ε

x∗s,t + ε

≥

∑
t∈T

(x∗s,t + ε)−
∑
t∈T

(x∗s,t−1 + ε)+
∑
t∈T

ε(ln(x∗s,t−1 + ε)

− ln(x∗s,t + ε))

= (x∗s,th + ε)− (x∗s,t0 + ε)+ ε ln((x
∗
s,t0 + ε)/(x

∗
s,th + ε))

= x∗s,th + ε ln(ε/(x
∗
s,th + ε))

≥ x∗s,th + ε − (x∗s,th + ε) = 0,

The second inequality above holds based on the following
inequality:∑

i pi ln pi/qi ≥
∑

i pi ln
∑

i pi/
∑

i qi,∀pi > 0,∀qi > 0,
The third inequality above holds based on the following

inequality:
p ln p/q ≥ p− q,∀p > 0, q > 0.
Then, we can obtain the upper bound of EO+EQ and give

the detailed proof of Lemma 2 as follows:
Proof: The derivation is conducted by applying the equa-

tions (10) − (10d) obtained from the Karush-Kuhn-Tucker
(KKT) condition P(1). Note that

∑
t∈T

∑
u∈U (d(lu,t , s

∗
u,t ) +

Tw) is omitted as in objective P2(t).∑
t∈T

∑
s∈S

as,t
∑
u∈U

xu,s,t +
∑
t∈T

∑
s∈S

∑
u∈U

xu,s,t
λu

qs,t
Cs

d(s∗u,t , s)

=

∑
t∈T

∑
s∈S

∑
u∈U

xu,s,t (−
bs
ηu

ln
xs,t + qs,t−1 + ε

x∗s,t−1 + ε
+ gs,uθ ‘u,t

+

∑
f ∈S\s

ρ‘f ,t + δ
‘
u,s,t )

≤

∑
t∈T

∑
s∈S

∑
u∈U

xu,s,t (gs,uθu,t +
∑
f ∈S\s

ρf ,t + δu,s,t )

=

∑
t∈T

∑
u∈U

λugs,uθu,t +
∑
t∈T

∑
s∈S

ρs,t (
∑
u∈U

λu − Zs)

≤

∑
t∈T

∑
u∈U

λugs,uθu,t +
∑
t∈T

∑
s∈S

ρs,t (
∑
u∈U

λu − Zs)+ = D.

where the equation in the first line is obtained according to
(10), the inequality in the second line is obtained by applying
Lemma 2 and Lemma 3, the equality in the third line follows
by (10a)− (10d).
Lemma 4: γ n0D is an upper bound on migration cost in

problem P0(t), where γ = max{(Zs+ ε)ηs}, n0 is the number
of edge nodes.

VOLUME 10, 2022 72423



J. Liu et al.: Distributed Location-Aware Task Offloading in Multi-UAVs Enabled Edge Computing

Proof: For facilitate narration, set
S+t = {s|s ∈ S ∩ (x

∗
s,t + qs,t−1) > x∗s,t−1},

according to the definition (x)+ = max{x, 0}, we have∑
t∈T

∑
s∈S

bs(
∑
u∈U

xu,s,t + qs,t−1 −
∑
u∈U

xu,s,t−1)+

=

∑
t∈T

∑
s∈S+t

bs(x∗s,t + qs,t−1 − x
∗

s,t−1)

≤ max{(Zs + ε)ηs}
∑
t∈T

∑
s∈S+t

bs
ηs

ln
x∗s,t + qs,t−1 + ε

x∗s,t−1 + ε

≤ γ
∑
t∈T

∑
s∈S

∑
u∈U

(gs,uθu,t +
∑
f ∈S\s

ρf ,t )

≤ γ
∑
t∈T

∑
s∈S

∑
u∈U

(gs,uθu,t +
∑
f ∈S\s

ρf ,t )λu

≤ γ n0(
∑
t∈T

∑
u∈U

λugs,uθu,t +
∑
t∈T

∑
s∈S

ρs,t (
∑
u∈U

λu − Zs)+)

= γ n0 D.

where, λu ≥ 1. The equation in the first line is obtained by
applying the definition (x)+ = max{x, 0}, the inequality in
the second line follows by the p−q ≤ ln pq for any p > 0, q >
0. Therefore, the proof is completed.

Combining all the results in Theorem 1, Lemma 3, and
Lemma 4, the following theorem on the competitive ratio can
be obtained for our proposed PSEC algorithm.
Theorem 2: PSEC generates feasible solutions to P0 with

a competitive ratio r = 1+ γ n0.

VI. SIMULATED ANALYSIS
In this section, the performance of the PSEC algorithm is sim-
ulated in PC that has disposition with the Intel Core I5-9300H
processor, 8 GBRAM and 512GB solid drive. The simulation
platform uses MATLAB 2020a. The simulation scene is set
within 100m ∗ 100m. The users and edge nodes move ran-
domly within the range. The capacity Cs of each edge node is
set to be [6000, 8000, 10000, 12000, 14000, 16000]Mb. The
essential parameters and the scope of values are indicated
in Table 4. Using the method of randomly generating work-
load, the distribution of task quantity satisfies the constraint
condition (6a-6c), and the influence of different users and
nodes on communication price is studied in the delay scenes.
For further analysis, we compare our proposed PSEC algo-
rithm with MOERA [13] algorithm andMEH [38] algorithm,
respectively. The MEH is based on M/M/c queue to capture
the execution process of tasks inMEC server with the optimal
offloading probability (p = 0.35). Where, the task arrival rate
is denoted by λ = 0.3, and task service rate is denoted by
µ = 0.5.
Figure 4 depicts the interrelationship between the operat-

ing cost, QoS cost and migration cost with different users.
The three costs EQ,EM and EO, are defined by the formulas
(1), (2) and (3), respectively. It is obvious that the QoS
cost increases rapidly with the increase of the number of
users. The reason is that the QoS cost is affected by the

TABLE 4. Experiment parameters.

communication distance. For mobile edge computing, the
user is moving all the time, and the distance from each
user to the associated edge node will varies randomly, which
will significantly affect the user’s QoS cost. The EO hardly
changes with the number of users since it only depends on
the number of tasks processed in each time slot. When the
number of users increases from 5 to 10, the migration cost
EM increases rapidly. However, when the number of users
changes between 10 and 30, EM tends to be stable. This is
because when the number of users is small, migrating tasks
from busy nodes to idle nodes will significantly reduce the
total time cost, and the migration volume is large. When
the number of users is greater than 10, all edge nodes enter
busy state, thus, the migration of tasks has little effect on the
reduction of the total cost.

The performance affected by different number of edge
nodes is shown in Figure 5. When number of edge nodes
becomes larger, the operation cost increase lareger. This is
because when a UAV is deployed to the edge network, even
if it does not undertake any edge computing task, it still
needs to consume operation cost. The number of UAVs is
not the more the better, it should be deployed according
to actual needs. The migration cost does not increase with
the increase of the number of edge nodes. This is mainly
because as the task volume remains unchanged, too much
migration may lead to the increase of the total cost. In terms
of the EQ, it decreases as the number of edge nodes increases.
It can be seen that when the number of UAVs increases, the
operation cost of UAVs will increase, but the QoS cost will
decrease. Therefore, the number of UAVs is not the more
the better, it should be determined according to the total cost
requirements.

Figure 6 illustrates the performance comparison with ran-
domly moving edge nodes under various number of users.
When the number of users increases, the total costs of the
three schemes are increasing, respectively. When the number
of users is less than 10, the cost of our PSEC is slightly
higher than that of the MEH. When the number of users is
greater than 10, the cost of theMEH increases rapidly, and the
cost growth of our consumption is not obvious. For different
number of users, the cost of our PSEC always accounts for
about half of the MOERA’s cost. From the perspective of
the number of users, our proposed PSEC has achieved a
more gentle growth. Futhermore, when the number of users
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FIGURE 4. Impact of different users’ number on three costs.

FIGURE 5. Impact of different edge nodes’ number on three costs.

is greater than 10, our PSEC can save about 50% of the total
cost.

Figure 7 shows that the PSEC method can provide users
with the lowest cost edge computing services under the dif-
ferent number of edge nodes. When the number of edge
nodes is 5, the cost of the three methods is almost the same.
But when the number of nodes increases, the cost of the
threemethods increases significantly to provide better service
and faster response. However, the PSEC method can always
require the lowest total cost, which is at least 20% less than
the other two schemes. Through comprehensive comparison
in Figure 6 and Figure 7, the PSEC method is less sensitive
to the number of users and nodes. Thus, our PSEC can be
applied to complex scenes and has strong robustness.

In Figure 8 and Figure 9, we reveal the relationship
between the system performance and the parameter factor ε.
According to the parameter setting in [13], we set ε1 =
ε2 = ε > 0 for the MOERA and vary ε from 0.001 to
1000. In Figure 8, it can be seen that when ε < 100,
the difference between the two methods on the total cost

FIGURE 6. Impact of number of users on total cost.

FIGURE 7. Impact of number of edge nodes on total cost.

is not obvious. When ε is greater than 100, the cost gap
between the two schemes has become very large. Therefore,
the PSEC algorithm has stronger adaptability and robustness.
In order to achieve a better performance on system cost, ε
should preferably be a small positive number less than 10.
In Figure 9, It is interesting to notice that with the increase of
ε, the empirical competitive ratio of our algorithm declines
sharply at the beginning and then decreases to a stable level.
It can be proved that the competitive ratio is a monotonically
decreasing function of ε. Please refer to the Appendix A for
the detailed proof process. We observe that when 0.1 < ε <

10, our algorithm can roughly achieve a stable yet reasonably
good competitive ratio.

Figure 10 plots the total cost of different schemes with
the increasing task size. Obviously, the proposed scheme is
superior to other schemes and the gain is up to 40%. When
the task size increases from 64 to 2048Mb, the cost of PSEC
is always less than 2.5 ∗ 106, while the cost of MOERA
increased to more than 16 ∗ 107. When the amount of data is
greater than 100, the cost of MOERA shows a very obvious
increase. PSEC can always maintain a relatively stable state
in terms of cost with the increasing task size. This is because
the task can be migrated from one edge node to another. Our
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FIGURE 8. System cost versus ε.

FIGURE 9. Competitive ratio versus ε of PSEC.

FIGURE 10. Total cost versus the task size under different schemes.

PSEC can always help users find the most suitable edge node
for offloading and obtain a convergent and stable cost.

Figure 11 plots the total cost of different schemes with
the increasing capacities of edge nodes. In this simulation,
the number of users is fixed at 20. It can be seen that when the
capacity is less than 10000Mb, the cost of our PSEC scheme
is much less than that of MOERA, but slightly greater than

FIGURE 11. Total cost versus capacities under different schemes.

that of MEH, when the capacity is greater than 10000Mb, our
scheme requires the lowest cost. Although the cost of MEH
scheme is close to that of our scheme, it is always higher than
that of our scheme. In fact, the capacity of many edge devices
is more than 10000MB, so our PSEC scheme can achieve the
best performance in actual operation.

VII. CONCLUSION
To solve the problem of task offloading in the resource-limited
and position-sensitive multi-UAVs edge environment, a dis-
tributed location-aware task offloading scheme based on
convex optimal analysis is proposed. Considering the limited
energy of edge nodes and the random movement of users, the
total cost is divided into operation cost, quality of service cost,
and migration cost. A nonlinear cost optimization problem
is constructed, and then the problem is transformed into a
convex optimization problem with linear constraints based
on regularization technology. The mathematical proof shows
that the scheme can support a parameterized competitive
ratio without prior knowledge of the input task. Experimental
results show that the proposed scheme can achieve better
performance with strong robustness.

APPENDIX A
This appendix illustrates the monotonicity proof of the com-
petitive ratio.

Proof. We first review the following definitions:

r = 1+ γ n0,

γ = max{(zs + ε) ηs},

ηs = ln (1+ zs/ε),

zs = min{Qs/k,Cs}

To analysis the monotonicity competitive ratio r , we need to
analyze γ which is related to the ε as well as zs. For above
equations, zs is the minimum value of the array {Qs/k,Cs}.
Thus, a constant z0 is existed which is defined by the
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following formula:

z0 = argmax
zs
γ.

Then, we have

γ = (zs + ε) ηs = (z0 + ε) ln (1+ z0/ε),

and

γ ‘
= ln (1+ z0/ε)+ (z0 + ε)

−z0 1
ε2

1+ z0
ε

= ln (1+ z0/ε)−
z0
ε
= ln

(
1+ z′0

)
− z′0,

where, both z′0 =
z0
ε
and ε are positive numbers. According

to the Taylor formula: ln (1+ x) = x − x2
2 +

x3
3 . . ., we have

ln
(
1+ z′0

)
− z′0 ≤ 0, z′0 > 0.

Therefore, we can get

γ ‘
= ln (1+ z0/ε)−

z0
ε
< 0.

That is to say γ is a subtractive function of ε, and we can
get that the competitive ratio r decreases with the increase of
ε.
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