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ABSTRACT Chylous blood, a kind of abnormal blood with an increasing proportion, should be excluded
from unpaid blood donation. Therefore, it is important to determine the level of chylous blood, to judge that
whether blood is applicable. In this manuscript, the image was preprocessed by the image acquisition device
of the background board. Moreover, an improved ResNet-50 neural network model of chylous blood level
based on images was established which decreased the parameters by about 44.5%, and thus greatly reducing
the amount of calculation and improving the ability of the network to distinguish image details. It was found
that the average values of precision, sensitivity, and F1-Score of the model were all above 0.95. Furthermore,
the accuracy of the 5-level determination of the plasma chylous blood level was above 0.95. Compared with
manual judgment, this method significantly improved the efficiency and accuracy of detection.

INDEX TERMS Chylous blood, ResNet, deep learning, image processing.

I. INTRODUCTION

Chylous blood is a kind of blood obtained from patients
with chylomicronemia syndrome [1]-[3]. Such blood is often
milky white or turbid due to massive accumulation of chy-
lomicrons. Moreover, it will cause undesirable reactions to
the recipient by donating blood, and affect the detection of
other blood indexes such as alanine aminotransferase (ALT)
and hemoglobin [4]-[7]. Severely chylous blood should be
forbidden to be used in clinic. Therefore, it is more important
to quickly determine whether the blood of donors is chylous
blood, which is difficult now.

In order to identify chylous blood, the instruments
including enzyme-labeled instrument [8], automatic enzyme
immunoassay analyzer [9], chemistry analyzer [10],
Ultraviolet-visible spectrophotometry [11], and other large
optical instruments have been applied. Although the level
of chylous blood can be determined by these instruments,
users need to take the blood from the blood bag to pass these
instruments, which is inconvenient to operate. Moreover,
these instruments are expensive and inconvenient to operate,
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and are therefore not suitable for rapid testing. Because of the
special requirements of time and space for blood collection,
most of doctors only rely on the naked eyes and experiences
to judge the level of chylous blood [12], [13]. However,
there are obviously individual differences by this method,
which can easily lead to the waste of blood or repeated
centrifugation [14].

Similar problems occurred in other biomedical detections
conducted by computed tomography (CT), magnetic reso-
nance imaging (MRI), positron emission tomography (PET)
ultrasound, and X-ray. Medical imaging interpretation is pri-
marily performed by radiologists and clinicians. However,
there is considerable instability in the experience of physi-
cians. Therefore, improvements by machine learning tech-
niques are in demand be help physicians with computer
assistance. Recently, deep neural networks have been grad-
ually applied to sophisticated medical image detection. For
example, Gomez-Valverde et al. [15] proposed methods of
Convolution Neural Network (CNN) and Visual Graphics
Generator (VGG19) to automatically classify color fundus
images for glaucoma. It was generally believed that the
accuracy would be improved if these layers were simply
stacked to form a deep network. However, we observed
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FIGURE 1. Basic process of blood preparation.

a decrease in accuracy when training a deeper network. The
deep residual network (Resnet) solved this problem by both
detecting the image details and maintaining a high accuracy.
Chen et al. [16] used the VoxResNet network to accu-
rately segment brain images. Sarwinda et al. [17] used
Resnet to classify and recognize colorectal cancer medical
images, whose accuracy was more than 80%. Yu et al. [18]
detected breast abnormalities in medical images by improved
Resnet-50 model. To improve prediction accuracy, they cre-
ated a new data augmentation framework called SCDA
(Scaling and Contrast limited adaptive histogram equaliza-
tion Data Augmentation). In other words, they added a new
data augmentation framework after ResNet-50 model instead
of changing the network structure.

At present, there have been few literatures on the classi-
fication of chylous blood, which is mainly carried out by
the staff of blood center according to the industry standard
WS/T 550-2017 [19]. Human factors lead to subjective
results. Since the chylous blood classification needs a large
amount of medical data as early support, this research is
closer to practical application. By cooperation with the blood
center, we have obtained a large number of data, which
provides support for us to classify chyle blood by using the
deep learning method. Because the chylous plasma images
of different level studied in this paper are only slightly
different, resulting in the decrease of recognition accuracy.
ResNet network can obtain deep-seated features. Therefore,
it is necessary to improve ResNet-50 model according to the
characteristics of the data set in this paper.

This paper intended to use an image-based deep neural net-
work to determine the degree of plasma chyle. An improved
Resnet-50 neural network model were established, and the
results indicated a fact that the accuracy of the 5-level deter-
mination of the plasma chylous blood level can reach 0.95.
This innovative method provided a new idea for blood engi-
neering by breaking through the inconvenience of traditional
methods and the disadvantages of subjective differences.

Il. DATA ACQUISITION

The blood centers are responsible for the collection and
supply of clinical blood, as well as the blood transfusion
in hospitals and the business guidance for primary blood
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FIGURE 2. Overall diagram of the collection device.

TABLE 1. Camera parameter table.

Model C33
Camera resolution 1920x1080dpi
Sensor CMOS
Max FPS 30

centers. The data in this paper came from the blood prepa-
ration process after centrifugation and they were in the stage
of the human-eye judging whether they needed secondary
separation or direct scrap [20]. The general process of blood
preparation was shown in Figure 1.

A. COLLECTION DEVICE

The centrifuged blood bag was placed in a self-designed light-
shielding image acquisition device without taking out the
blood from the blood bag. The overall schematic diagram of
the device was shown in Figure 2. The left picture was the
front view of the device, and the right picture was the side
plan view.

In order to ensure the stability of the images taken by the
device, a fixed-focus camera of the AONI brand was used in
the device. The parameters are shown in Table 1.

The specific method of the experimental device is shown
in Figure 3.

Since the difference in plasma color between the 5-level
was relatively subtle, we used a multi-wavelength combi-
nation of white LED light-emitting panels. The white LED
emission spectrum was widely distributed in the visible light
field, so the color of plasma in the blood bag was not distorted.
The backlight plate of the white light board adopted PC board
and optical grade acrylic board, and the light transmittance
was more than 93%.
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FIGURE 3. Schematic diagram of experimental device.

When the incident light intensity of the white LED light-
emitting panel Iy is constant [21], the greater the intensity
of light [, absorbed, the smaller the intensity of transmitted.
Light I;. I; / Iy could represent the ability of light to pass
through the medium, which was called light transmittance.
When incident light entered the plasma with different level
of chylous blood, the transmission of light in the channel
was blocked. The reason for this phenomenon was that the
light contained a large number of chylomicrons. Therefore,
the light stayed in the plasma to be absorbed. On the other
hand, the light transmittance was reduced.

In order to avoid the complicated operations such as the
use of photometers by front-line blood collection person-
nel, we designed a style of transparent background boards
between the blood bag and the white light-emitting board to
better exhibit the light transmittance of plasma with different
chylous blood levels, as shown in the Figure 3. Finally, the
plasma image received by the camera was used to determine
the level of chylous blood through image recognition [22].

B. PLASMA IMAGE ACQUISITION

According to the regulation of WS/T 550-2017, the
chylous blood level can be divided into five levels,
of which 1 was normal blood and 5 was severe chylous
blood. Grade 1 plasma was fresh plasma, which could be
directly extracted by cold precipitation, and then frozen to
prepare plasma for transmission. Grade 5 plasma belonged to
dangerous plasma and was directly discarded. Grade 4 plasma
needed to be judged whether it should be discarded.
Grade 2 and 3 plasma needed to be further judged whether
they could be directly used or be made into virus inactivated
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plasma. If the time exceeded 6 hours, the plasma should be
made into virus inactivated plasma. If the time was within
6 hours, the blood could be extracted by cold precipitation or
made into virus inactivated plasma. In this paper, the level
of chylous blood was jointly marked by two experienced
chief technicians at the Suzhou Central Blood Center. Tak-
ing the images with the gird background board an example,
the marking results and collection conditions were shown
in Table 2.

Ill. IMAGE PREPROCESSING

Because of the number of images collected for each level
was rather small, it was necessary to preprocess the currently
collected images in order to ensure the quality and balance of
the data set of the model. The preprocessing process is shown
in Figure 4.

The picture with original size of 1920 x 1080 and no
labels was cut into 100 x 100 pictures. 100 pictures were
segmented from the original 1920 pictures by program. Noise
removal was done manually. The schematic diagram was
shown in Figure 5.

Chylous blood was classified from Grade 1 to Grade 5.
Different grades of chylous blood had different sample num-
bers. For example, there were 30 samples of chylous blood
in Grade 1. Different data sets are obtained by image prepro-
cessing of different levels of chylous blood. The dataset was
the number segmented from the original 1920 x 1180 image
to 100 x 100 images. In each category, the images were
randomly arranged and picked, to ensure the credibility of
the samples. After the image preprocessing, we obtained a
data set of 11, 500 cases of chylous blood level in total.
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TABLE 2. Marking results and collection situation.

TABLE 3. Data set distribution.

Level of Number of

chylous image Image examples
blood acquisition

Grade 1 30 cases

Grade 2 10 cases

Grade 3 15 cases

Grade 4 7 cases

Grade 5 8 cases

Images were cut to
dimension 100*100

[

Data balancing

Acquired images —|  Normalization = |—

Datasets [

FIGURE 4. Data preprocessing flowchart.

FIGURE 5. Image cutting diagram.

The specific distribution was shown in Table 3. For example,
2000 images were obtained from 7 figures for chylous blood
in Grade 4, which were staggered interceptions to ensure the
accuracy of deep learning, including some overlapping areas.
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Level of Numberv qflmage Distribution of datasets
chylous blood acquisitions
Grade 1 30 3500
Grade 2 10 2000
Grade 3 15 2000
Grade 4 7 2000
Grade 5 8 2000
Total 70 11500

IV. MODEL
This paper proposed an improved deep residual network
model. In this model, 7 x 7 convolution kernel in the first con-
volution layer of the traditional ResNet-50 model [23]-[25]
was replaced with a 5 x 5 convolution kernel. In general, the
7 x 7 convolution kernel was regarded as a larger convolution
kernel, and it was used to extract larger neighborhood infor-
mation of the input image. However, the differences between
the sharpness of the background plate and the image edge
were relatively too subtle to be used in the recognition of
chylous blood level. The differences in the characteristics of
categories were not significant. In view of the above phenom-
ena, it is necessary to extract more subtle features from the
chyle blood image to achieve a more accurate classification
of chylous blood level images. Besides, the unimproved
7 x 7 convolution kernel had 7 x 7 xchannels=49 x channels
parameters. The parameter numbers of the improved three
5 x5 convolution kernels were 5 x5 x channels=25 x channels,
reducing about 44.5% of the parameters. It was concluded
that the amount of calculation was greatly reduced, and the
network’s ability to identify image details was improved.
The interpolation algorithm was applied to the collected
data set, which was put into the improved ResNet-50 neural
network for training. The improved network diagram was
shown in Figure 6.

V. RESULTS AND DISCUSSION

In order to ensure the rationality of the model, this paper
used a 5-fold cross-validation method [26] for data training
and model verification, as an optimal classification model.
Then the model was tested using a test set that was exclusive
to the training set, and the final classification model was
determined. The 5-fold cross-validation method was shown
in Figure 7.

The data set used in this article contained a total of
11500 images of different levels of chyle. After dividing the
data set, the training set accounted for 80%, and the test set
accounted for 20%. Then the training set was divided into a
validation set and a training set according to a 5-fold cross-
validation method. The division was shown in Table 4.

In order to verify the rationality of the neural network
construction, this paper used the SoftMax cross-entropy loss
function to perform Loss analysis on the training set and the
test set, as shown in the eqution1:

E@y ==-)_ tlogy ()
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FIGURE 6. Schematic diagram of neural network.

where ¢ and y represented the category label and actual
recognition output value of the neural network, respectively.
Meanwhile, y;represented the SoftMax loss function:
ed

y; = soft max (zj) = W 2)
This paper used the improved Resnet-50 neural network
model framework built by Keras, and the network model
parameter settings were shown in Table 5. The training
of this model used NVIDIA Quadro P2200 graphics card
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with 5g video memory capacity. The training time of the
first full epoch of the model was 132 s, and then the time
gradually decreased. The training time of the last 150th
epoch reached 111 s. The total of time is 16525 s, which is
about 4.59 h. The total number of parameters in all layers
of the model was 25017837. Table 5 judged and adjusted
parameters through the loss curves in Figure 8a). The two
loss curves of the training set and the verification set could
show several states of over fitting, under fitting and just fitting
of the model. At first, you need to select optimizer, and
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TABLE 4. Data set distribution.

training set (80%) (5 fold

cross validation ) test set (
Total o
training set ~ Validation set ( 20%)
(80%) 20%)
11500 7360 1840 2300

TABLE 5. Parameters of improved Resnet-50 neural network model.

Neural network Improved ResNet-50

models
Epoch=150
Batch size=32
parameter Learning rate=0.014

Decay=0.001
Optimizer=SGD (Stochastic gradient descent)

|:|Tfammgset |:| Tedonet |:| T:::

femitt
Fea?

Fenad

FIGURE 7. Process of five-fold cross-validation method.

Selection of the
optimal setof  ——» —
training models

Final
model

Test with test
set

then adjust the learning rate and decay to make the model
in the just fitting state. At this time, the model had strong
generalization ability. Finally, an appropriate batch size was
determined according to the number of data sets. When the
two loss curves were stable, the epoch would be reduced to
obtain the existing model parameters in Table 5. All param-
eters were optimized according to the characteristics of the
data set.

The group with better training effect was selected among
the 5 training models with 5-fold cross-validation. The
results of Loss curve and Accuracy (ACC) curve through the
improved Resnet-50 model were analyzed. The results were
shown in Figure 8.

It could be seen from Figure 8a that the Loss curve of
the training set was almost parallel to the Loss curve of
the validation set, and the difference between the two lines
was small. These phenomena indicated that the Resnet-50
neural network model finally tended to stay in a stable state.
Compared with the Acc curve obtained for the training set
(Figure 8b,) and the Acc curve obtained for the validation set,
the model have not reached the over-fitting state. Thus, the
classification effect should be good. The average accuracy of
the validation set curve was about 0.95.

Subsequently, we applied the model to the test set, and
the data distribution of Gradel, Grade2, Grade3, Grade4, and
Grade5 in the test set were 700 cases, 400 cases, 400 cases,
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FIGURE 8. Loss curve and accuracy curve of the improved Resnet-50
model. (a) is the Loss curve, (b) is the accuracy curve.
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FIGURE 9. Confusion matrix of the test set.

400 cases, and 400 cases, respectively. The confusion matrix
was shown in Figure 9.

In order to better evaluate the model, this paper introduced
the three indexes including precision, sensitivity [27] and
accuracy. The expression formulas were as follows:

TP

R | S 3
precision TP+ FP 3)
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FIGURE 10. Schematic diagram of confusion matrix. (a) is the CNN
confusion matrix, (b) is the GoogLeNet confusion matrix, and (c) is the
traditional ResNet-50 confusion matrix.

TABLE 6. Evaluation index of improved Resnet-50 neural network.

Precision recall Fl-score Support
Grade 1 0.95 0.96 0.96 700
Grade 2 0.96 0.93 0.94 400
Grade 3 0.96 0.96 0.96 400
Grade 4 091 0.99 0.95 400
Grade 5 0.98 0.91 0.94 400
Average 0.95 0.95 0.95 2300
Accuracy 0.95 2300
s P
sensitvity = —————
TP + FN
TP + TN
accuracy =
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TABLE 7. Comparison and analysis table of the three models.

Model Lable Precision recall Fl-score
Grade 1 0.89 0.86 0.88
Grade 2 0.89 0.80 0.84
Grade 3 0.83 0.93 0.88
CNN Grade 4 0.79 0.79 0.79
Grade 5 0.80 0.83 0.82
Average 0.84 0.84 0.84
Accuracy 0.84
GoogLeNet Grade 1 0.95 0.88 0.91
Grade 2 0.79 091 0.84
Grade 3 0.92 0.87 0.89
Grade 4 0.84 0.96 0.90
Grade 5 0.94 0.85 0.89
Average 0.89 0.89 0.89
Accuracy 0.89
Grade 1 0.90 0.98 0.94
Grade 2 0.95 0.82 0.88
Grade 3 0.93 0.92 0.93
ResNet-50 Grade 4 0.79 0.96 0.87
Grade 5 0.95 0.73 0.83
Average 0.90 0.88 0.89
Accuracy 0.90
Grade 1 0.95 0.96 0.96
Grade 2 0.96 0.93 0.94
Proposed Grade 3 0.96 0.96 0.96
(Improved Grade 4 091 0.99 0.95
ResNet-50)  Grade 5 0.98 091 0.94
Average 0.95 0.95 0.95
Accuracy 0.95

where TP represented the number of correct classifications,
FP represented the number of other categories classified into
this category, and FN represented the number of incorrect
classifications of this category. Combining these two eval-
uation parameters, the F1-Score evaluation index was intro-
duced. Since accuracy and sensitivity were equally important,
we set the value of g in the F1-Score calculation formula to 1.
The calculation method was as follows:

2 X precision X sensitivi
F1 —score(B=1)= p” 2 (6)
precision + sensitivity

F1-Score value ranged from O to 1. The higher the
F1-Score value, the better the classification effect of the
model. The evaluation indicators of the neural network were
shown in Table 6.

GoogleNet is a new in-depth learning structure which
was proposed in 2014. Its feature is to add inception mod-
ule to improve the training results, which plays an impor-
tant role in the field of image classification. Based on the
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image-based study of the intelligent judgment algorithm for
the grading of plasma chyle, the authors have tested the CNN
model [28]-[30], GoogLeNet, and the traditional Resnet-50
model at the same time. The confusion matrix of the three
models was shown in Figure 10.

For the three models, the indicators of precision, sensitivity
and F1-Score were calculated, which were used for the com-
parison among the three models. The comparison date was
shown in Table 7.

As shown in Table 7, the classification accuracy of the
CNN network model was 0.84 and the value of GoogleNet
model reached 0.89. However, CNN model had poor accu-
racy at level 4 and GoogLeNet model had poor accuracy at
level 2. Compared with CNN and GoogLeNet models, the
traditional ResNet-50 model had higher overall accuracy, but
still had poor accuracy in level 2. The improved Resnet-50
network model performed well in all the 5 levels of blood
chloremia. The averaged precision and recall indicators were
around 0.95, while the F1-score value was 0.95. The overall
accuracy rate reached 0.95. This improved model exhibited
a good ability to intelligently determine the degree of blood
chyle.

VI. CONCLUSION

Considering that the traditional method for determining the
level of chylous blood was inconvenient to operate and sub-
jectively differed greatly, this paper proposed a new intel-
ligent method for determining the degree of blood chyle,
which reduced labor costs and man-made operating errors.
This method collected images with a background plate on
the blood bag after the initial centrifugation, and used the
improved Resnet-50 neural network model to classify chy-
lous blood level according to the images. It had a good perfor-
mance in the determination of the five levels of blood chyle,
with the overall accuracy of determination reaching 0.95,
thus demonstrating a good ability to intelligently determine
the blood chyle. This method also provided new ideas and
methods for blood engineering.
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