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ABSTRACT In the field of evolutionary algorithm music composition, most of the current researches focus
on how to enhance environmental selection based on multi-objective evolutionary algorithms (MOEAs).
However, the real music composition process defined as large-scale multi-optimization problems (LSMOP)
involve the number of combinations, and the existing MOEA-based optimization process can be challenging
to effectively explore the search space. To address this issue, we propose a new Multi-Objective Generative
Deep network-based Estimation of Distribution Algorithm (MODEDA) based on dimensionality reduction
in decision space. In order to alleviate the difficulties with dimensional transformation, we propose a
novel solution search method that optimizes in the transformed space and ensures consistency between
the pareto sets of the original problem. The proposed algorithm is tested on the knapsack problems and
music composition experiments. The experimental results have demonstrated that the proposed algorithm
has excellency in terms of its optimization performance and computational efficiency in LSMOP.

INDEX TERMS Evolutionary music composition, multi-objective optimization, generative deep networks,
estimation of distribution algorithm, artificial intelligent music composition.

I. INTRODUCTION
Evolutionary algorithms (EAs), inspired by the natural evo-
lution, have achieved remarkable records in various fields
of computational optimization and machine learning. Due to
the domain-independent nature, they have been successfully
applied to various industrial problems, even in the domains
of art and music [1]. In particular, EA has established
the field of evolutionary music composition, which diverts
from data-based music research and exploits the search and
optimization process and the method of designing fitness
functions applying music theory. For instance, [2] proposed a
method of creating a melody by designing a fitness function
based on the intervals of the melody. In [3] and [4], the
users’ subjective feedback has reflected the fitness of gen-
erated melodies. Moreover, the generation of manmade-like
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rhythms was tried by a genetic algorithm (GA) [5]. Existing
methods have limitations in finding solutions that satisfy
various perspectives, and better music should satisfy human
subjective aesthetic perspectives [6]. To consider conflicting
musical variables, a variety of multi-objective evolutionary
algorithms (MOEAs) have been proposed. For instance, [6]
conducted the melody harmonization using multi-objective
genetic algorithms, and [7] and [8] generated a number of
melodies by simultaneously optimizing multiple conflicting
fitness functions.

Many musical compositions in the real world involve hun-
dreds or even thousands of decision variables and a number
of conflicting musical goals, due to the infinite combination
of elements that make up music, such as rhythm, melody,
and chord. These problems are defined as large-Scale multi-
objective optimization Problems (LSMOP) [9]–[11], which
are the main focus of recent evolutionary research. The exist-
ing multi-objective evolutionary algorithm (MOEA) method
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does not effectively explore the search space for LSMOP
problems with large search spaces and decision variables
[12]. In general, MOEA tends to converge early to a local
optimum, otherwise it may converge to a relatively large area
[13]. In order to solve LSMOP, most existing MOEAs have
been improved as a way to strengthen the strategy of choosing
solutions for the next generation [14]–[16]. However, finding
the optimal solution in a large search space by increasing
search efficiency has limitations in solving the LSMOP.

In this paper, we propose a new Multi-Objective
Generative Deep network- based Estimation of Distribu-
tion Algorithm (MODEDA) to effectively solve LSMOP
problems in music composition. Our proposed algorithm is
based on problem conversion through dimension reduction.
Furthermore, we conducted an evolutionary research with
multi-objective optimization to simultaneously generate a
number of melodies that encompass a variety of listener’s
preferences. In terms of stability and tension, a multi-
objective fitness formulation in the phase of evaluation
is investigated to handle the multidimensional, conflicting
nature of musical features aptly. In addition, a new deep
network-based estimation of distribution algorithm is com-
bined with a multi-objective approach to effectively traverse
the search space of music composition, thereby generating
diverse sweet melodies at once.

The rest of this paper consists of the following order:
Section II offers some background knowledge on this
work, including evolutionary multi-objective optimization
and music terminology. Section III describes a new deep
network-based multi-objective estimation of distribution
algorithm, and introduces the proposed multi-objective
approach to melody composition. Section VI verifies the pro-
posed algorithm and demonstrates composition results with
a summary. Finally, Section V describes the conclusion and
future research.

II. BACKGROUND
A. MULTI-OBJECTIVE OPTIMIZATION
Multi-objective optimization problems (MOPs) represent
optimization problems with the objectives of conflicting rela-
tionships [17]. Typical MOPs are mathematically defined as
follows [18]:

min F(x) = [f1(x), f2(x), . . . , fk (x)]T ,

x = (x1, x2, . . . , xn)T ,

subject to fj(x) ≤ fj(x∗), ∀j = {1, . . . ,m},

fj(x) = fj(x∗),

for at least one objective function (1)

Multi-objective optimization finds the best set of solu-
tions in the decision space, and this set of solutions is
called the pareto optimal solution. Pareto-optimal front
approximates these pareto-optimal surfaces in the target
space. where (f1(x), . . . , fk (x)) are k objectives functions,
x ∈ S, (x1, x2, . . . , xn) are the n optimization parameters,

and S ∈ Rn is the solution or parameter space. x∗ is said to
be a pareto optimal solution of MOP [19], [20].

1) MULTI-OBJECTIVE EVOLUTIONARY
ALGORITHMS (MOEAS)
Evolutionary algorithms (EAs) find a solution by evolving
a group of candidate solutions during repeated operations
of fitness evaluation, selection, crossover and mutation. The
EA approach can discover and return diverse non-dominated
solutions over wider regions in search space simultaneously.
Many real-world multi-optimization problems are challenged
by a variety of characteristics and difficulties; non-linearity,
the number of constraints and variables, complex rela-
tions among variables, several conflicting objectives, and so
on [21], [22].

To efficiently addressMOPs, variousMulti-Objective Evo-
lutionary Algorithms (MOEAs) based on EA have been
proposed. Among them, the dominance-based-MOEA type
solved the problem ofMOP by approximating the pareto opti-
mal set by distinguishing and selecting promising candidate
solutions [23]. Typical, Fast Non-dominated Sorting Genetic
Algorithm (NSGA-II) [14] constructs an initial population
through evaluation, and the solutions with the higher front
order are selected in rank order until the original popula-
tion size is reached. It performs non-dominate sorting and
crowding distance comparison to select individuals and cre-
ate new offspring through crossover and mutation. Pareto
envelope-based selection algorithm II (PESAII) [24] and the
improved strength Pareto EA (SPEA2) [25] also maintain
non-dominant solutions and take a way to remove dominant
solutions from the population.

2) LARGE-SCALE MULTI-OBJECTIVE OPTIMIZATION (LSMOP)
In traditional MOEA, regeneration tasks are typically based
on stochastic mechanisms (e.g., crossover or mutation),
so algorithms cannot be explicitly learned in the environment
(e.g., fitness environment). Instead of creating sub-solutions
through crossover or mutation of parent solutions, Estima-
tion of Distribution Algorithms (EDA) builds and samples
explicit probabilisticmodels of promising candidate solutions
to explore the decision space of potential solutions [26].
Typical EDA procedures are given in Algorithm 1.

Typically, EDA based on Restricted Boltzmann Machines
(RBM-EDA) creates a solution for the next generation
by probabilistic sampling of late factors through a trained
generation model [27]. EDA based on Deep Belief Net-
work (DBN-EDA) is a model of Deep Belief Network
with multiple layers of RBMs that create a new candidate
solution by correcting weights through unsupervised learn-
ing [28]. EDA-based evolutionary algorithms have shown
promising performance on a number of Multi-objective
Optimization Problems (MOPs), but LSMOP problems dra-
matically degrade as the number of decision variables
increases, and are computationally expensive to sampling
multiple objectives [29].
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Recently, many studies have been conducted based on
problem conversion through generation models to solve this
LSMOP [30]. [31] designed a GAN-based MOEA that pro-
duces offspring from GANs. The method samples promising
candidate solutions that are useful for multiple optimiza-
tions using adversarial learning mechanisms from GANs,
and efficiently learns high-dimensional distributions with
limited training data. [32] uses a generation model to mod-
ify and maintain various solutions in a low-dimensional
space based on Pareto’s optimal solutions that are uni-
formly distributed in manifolds in low-dimensional space.
Instead of processing decision variables, [33] proposes a
trend prediction model and a generating-filtering strategy,
called LT-PPM, to improve search efficiency by maintaining
population diversity.

Algorithm 1 Pseudocode of EDA
Procedure Estimation of Distribution Algorithm
begin
Initialization(D0)
Evaluate(D0)
while Stopping criterion is reached do
Dsl ← Select N individual from Dl−1
pl(x)← Estimate the probabilistic model from Dsl
Dl ← Sampling M individuals from pl(x)
Evaluate(Dl)

end while
end

B. VARIATIONAL AUTO-ENCODER
In principle, the auto-encoder assumes that the latent space
is deterministic, while the latent variable is stochastic in
the variational auto-encoder (VAE) [34]. As a result, the
auto-encoder is learned to reproduce precisely the same data
of input. In other words, the latent space of the auto-encoder
denotes the compressed representation of input data, which
may not be continuous. From the viewpoint of the gen-
erative model, therefore, the auto-encoder does not work
appropriately for generating new data through arbitrary latent
variables.

However, the variational auto-encoder forces latent vari-
ables from the encoder to follow the Gaussian distribution so
that the data is distributed continuously in the latent space.
Due to the continuity of the Gaussian distribution of latent
variables, generating new data that is not observed in the
training data is very effective. The input data x is represented
by latent variables in the latent space z through the encoder,
then x is reconstructed through the decoder. The model is
defined as follows:

pθ (z) = N (z; 0, I ) (2)

pθ (x|z) = N (x;µ(z), σ (z)I ) (3)

qϕ(z|x) = N (x;µ(x), σ (x)I ) (4)

TABLE 1. Classification of non-chord tone.

The loss function for learning variational auto-encoder is
expressed as

L = −Ez∼q(x|x )
[
log p (x |z )+ KL (q8 (z |x ) ‖ p (z))

]
(5)

The first term is an expected negative log-likelihood of
the training dataset, which means a reconstruction error. The
expectation is taken with respect to the encoder’s distribution
over the representations by taking a few samples. The second
term is the Kullback-Leibler divergence between the distribu-
tion of encoder qϕ(z|x) pθ (z) . This KL divergence calculates
how much information is lost when using q to represent
a priori over z and thus encourages its values to follow a
Gaussian distribution. In general, a reparameterization trick
is used to effectively perform inference operations using a
backpropagation mechanism in the training phase of deep
networks [35].

C. MUSIC THEORY
Most tonal music creates the atmosphere of the melody
through the process of adding and relieving tension. There
are various musical factors that create a sense of tension
and stability through relaxation: harmony, dynamics, timbre,
rhythm, melody, and even through the structure of a piece
or song. Typically, there is a harmonic tension, which is a
dissonant chord and chord progressions. Traditional harmony
always requires a consonant chord, but harmonic tensions
can be created by delaying and modulating the completion
of this dominant chord. Most of the unstable chords consists
of non-harmonic tones rather than chord tones (the 1st, 3rd,
5th, 7th note of the scale). Most of these embellishing tones
of dissonances occur in weak beat (the 2nd and 4th beats
duration 4/4 time), do not return directly to the chord tones,
and naturally generate some tension.

Typically, dissonant tones are divided into three categories
as follows: passing tones and neighbor tones including step-
wise motion, appoggiatura and escape tones including leap
motion. Each can be classified into suspension, retardation,
and antique notes approached by static notes. Additional
explanations for this are specified in detail in Table I.
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FIGURE 1. Multi-objective generative deep network-based estimation of distribution (MODEDA)
framework.

Algorithm 2 MODEDA: Multi-objective generative Deep network-based Estimation of Distribution Algorithm
1: Initialization : At generation g := 0; randomly generate 2N initial population Pop(0)
2: Evaluate : Perform non-dominated ranking and crowding distance over the population
3: Selection : Select N individuals based on binary tournament selection
4: Clustering : Divide the selected population (according to objective values) into k clusters by the k-mean clustering
5: Modeling : In each cluster, build an isolated network (k networks in total) based on VAE and perform a training process
6: Reproduction : Generate a new set of N solutions, P, from the networks using a sampling method
7: Archiving : Select N individuals from P ∪ Pop(g) in order to obtain Pop(g+ 1)
8: Stopping Criteria : If stopping criteria are met, Stop. Otherwise, g := g+ 1, and go to Step 2

III. MULTI-OBJECTIVE DEEP NETWORK-BASED EDA FOR
MUSIC COMPOSITION
Recent research on multi-objective optimization focuses on
solving complex LSMOPs. In particular, since music com-
position consists of an infinite combination of elements such
as rhythm, melody, and harmony, solving high-dimensional
problems is also important in the field of music research.

In this sense, we propose a Multi-Objective generative
Deep network-based Estimation of Distribution Algorithm
(MODEDA) to solve multi-objective optimization problems
of higher dimensions effectively. MODEDA is designed
to replace the modeling and sampling procedure of
multi-objective EDA [36] with the Variable auto-encoder
(VAE) [34], in order to discover a Pareto optimal solu-
tion set based on dimensionality reduction. The VAE
model compresses information about key variations from
a higher-dimentional space to a lower-dimensional space,
which aims to drive the population to an promising optimal
solution.

We considered two problems when reducing the dimen-
sion of the decision space through VAE [29]. The first is to
optimize in the transformed space and then solve the orig-
inal problem. The second is to ensure consistency between

the Pareto set of transformed problems and the Pareto set
of original problems. To solve two problems, MODEDA
proposes a new search method. First, the new solution was
optimized and explored in the decision space converted to low
dimensions through the VAE model. It was then mapped to
a solution set in the decision space, evaluated for suitability
by the objective function, and finally created a solution set
that guarantees consistency in the pareto front solution set.
The detailed procedures of MODEDA are explained in the
following subsections.

A. ALGORITHM FRAMEWORK
The proposed multi-objective generative deep network-based
estimation of distribution algorithm (MODEDA) can adap-
tively deploy any operator of standard MOEAs [21], such
as ranking, selection, or archiving, by replacing crossover
and mutation with a specific generative deep network.
MODEDA framework is illustrated in Figure 1. In this
study, non-dominance ranking, crowding distance, and binary
tournament selection that are similar to the operators in
NSGA-II [14] are employed. Moreover, the k-means cluster-
ing is used to isolate the data group that conflicts with each
other.
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FIGURE 2. Sampling method for exploring new solution based on parent.

The overall procedures are described inAlgorithm 2. Input
layer’s units in the network are mapped to a set of variables
in the cost function; the number of variables in the fitness
function denotes the size of the input layer in VAE. The
encoder part of the VAE compresses the search space to a low
dimension to learn the critical dependencies of the training
dataset, and then converts it into a latent space of the Gaussian
distribution. The decoder part reconstruct the latent variable
from the input data, and then to accommodate the new latent
variable to generate new solutions. Each solution remapped
the search space (N) and the newly optimized solution (N) in
the Pareto optimal subspace to the original search space. The
final solution set (2N) was fitted by the objective function in
the search space.

The proposed algorithm utilizes multiple models along
with the result of k-means clustering that decomposes a given
problem [21], [37]. In general, the user determines the value
of k; in this study, k is set to the number of objectives. The
modeling and sampling process in Figure 1 is described as
an example when the number of objectivities is 2. Thus, the
whole population is divided into two groups, and a VAE
model is trained in each cluster independently. Then, the
models create n

k offspring by sampling the VAE model.
Our sampling method generates a new solution by adding

a Gaussian noise to the parent population. To be more exact,
VAE is able to represent data in a continuous probability
distribution space, but the value itself is a black box. Thus,
we add a Gaussian noise of N (0, 1) to 25 of the latent vari-
ables, which are obtained by entering the existing parent into
the encoder layer. When generating new data from the trained
VAEmodel, random latent variables are generally used as the
input of the decoder. The Gaussian distribution of the trained
VAE is unknown, and there are only a limited number of
chances of sampling in the evolutionary process.

As shown in Figure 2, in order to effectively conduct the
sampling process for discovering a non-dominated solution
under these constraints, we use a modified latent variable of
the training data. Random Gaussian noise N (0, 1) is added
to some part of the latent variable, which is obtained from
the encoder by putting the training data as the input. Then the

decoder generates new data from the modified latent variable.
In this way, we can find more effectively new non-dominated
solutions by generating data close to parents in the latent
space.

In other words, MODEDA is able to find a new
non-dominant solution that improves scalability in LSMOP
more effectively by optimizing new solutions in low-
dimensional search space and mapping them in their original
space, creating solutions close to parents in the latent space.
The complexity of the network would increase with the num-
ber of visible and hidden units. Since the modeling process is
conducted at every generation, models need to be kept simple.
Therefore, the number of hidden units is set to as small as pos-
sible, as long as the probability is representative. An extensive
modeling process is not necessary since the exact distribution
of the selected population does not represent the distribution
of optimal solutions.

B. MUSIC COMPOSITION PROCESS
The proposed MODEDA is applied to compose various,
pleasant melodies in conflicting aspects of stability and ten-
sion. The music composition process is as follows. First,
a chord progression and a rhythm are chosen by the expert
knowledge or the existing materials. Then, our proposed
MODEDA composes melodies with a dense and wide dis-
tribution in two conflicting musical aspects of stability and
tension. Lastly, the user can choose a melody of desired
preference without listening to all the outcomes.

1) REPRESENTATION
The progress of each note constituting the melody is
expressed as data having a sequence. First, each note was
converted into a midi input to express pitch. Values were
mapped according to the keyboard position based on the
middle C key; ′C3′ (i.e., 60) and ′D3′ (i.e., 62). Then, the
duration of the note can be represented by the length of each
note. For example, a quarter note is mapped into ‘1.0’, and a
half note is mapped into ‘2.0’. Then, to express the rhythm,
wemapped it to the duration value, which is the length of each
note. Moreover, a rest note is encoded as ‘-1’. In this way, the
initial population was built by converting pitch and rhythm
information for one note into integer encoding and mapping
it to chromosomes [8].

2) MULTI-OBJECTIVE FORMULATION
In general, there are two conflicting factors in musical
melodies; stability and tension. In principle, they are made
up of several musical elements; stability is comprised of
chord tone, step motion, and descending line, and tension
consists of non-chord tone, skip motion, and ascending
line.

From the two conflicting musical perspectives of
stability and tension, the fitness function was designed as
follows:

argmaxFitness(p, r) =
{
Fstability(p, r),Ftension(p, r)

}
. (6)
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For a given melody comprised of p (i.e., a pitch sequence)
and r (i.e., a given rhythm sequence), Fstability(p, r) and
Ftension(p, r) measure its stability and tension, respectively.
At first, Fstability(p, r) is defined as

Fstability(p, r) = αCT (p, r)+ βSM (p)+ γDL(p)− δP(p, r).

(7)

Here, CT (p, r) computes a fraction of chord tones; it returns
a higher value in [0.0, 1.0] when the melody contains more
chord tones. SM (p) measures a fraction of step motions,
and DL(p) evaluates some of the three consecutive notes in
descending order. The weight parameters of α, β, and γ are
set as values of 3.0, 2.0, and 1.0, respectively, depending on
the effect of melody stability. Moreover, P(p, r) is a penalty
function that is described in Equation (9), and a large value
(e.g., 100) has been assigned to the parameter δ due to its
importance in generating a harmonized melody.

Second, Ftension(p, r) is defined as

Ftension(p, r) = αNT (p, r)+ βLM (p)+ γAL(p)− δP(p, r).

(8)

In contrast to CT (p, r), NT (p, r) represents the fraction
occupied by the non-chord tone of the melody and returns a
higher value for themelody containingmore non-chord tones.
LM (p) evaluates a ratio of skip motions (i.e., leap motion),
and AL(p) measures a fraction of three successive notes in
ascending lines (as opposed toDL(p)). The values of α, β, γ ,
and δ are equal to those used in Equation (7).
Meanwhile, there are some properties that possibly lead

to an inappropriate melody; unresolved tension, restraint in
strong beats, misused non-chord tones, and big leap motions.
Such undesirable ones can be eliminated by employing a
penalty term, P(p, r).

The penalty term is defined as

P(p, r) = MNC(p)+ AN (p)+ ON (p, r)+ BL(p). (9)

Here, MNC(p) resolves some misused non-chord tones in
a melody, AN (p) derives avoid notes over the strong beats
not to be present in a melody, ON (p, r) makes the portion
of measures (bars) that contain non-chord tones more than
50%, and BL(p) forestalls the inclusion of over-leap (≥ 9th)
intervals. More detailed information on all the terms of the
fitness function including the penalty term can be found
in [8].

IV. EXPERIMENTAL STUDY
We conducted two experiments to evaluate the perfor-
mance of the proposed MODEDA. The first compares
the scalability performance of our proposed model in the
LSMOP problem compared to NSGA-II, RBM-EDA, and
DBN-EDA through 10 knapsack experiments according to
the expanding dimension. Second, through music generation
experiments, the performance of the proposed MODEDA
algorithm was compared with the NSGA-II algorithm to pro-
duce a well-converged solution to two conflicting objective
functions with a broad, dense set of pareto solutions.

A. MULTI-OBJECTIVE KNAPSACK PROBLEM EXPERIMENT
The multi-objective knapsack problem consists of NP-hard
features including the need of combinatorial optimization
[37]. Due to its flexible scalability in terms of the domain size,
the multi-objective knapsack problem is a preferable choice
of experiment for our proposed model, since it is special-
ized in solving problems with varying degrees of dimension.
We tested each algorithm on multi-objective optimization
knapsack benchmark problem sets [38].

1) EXPERIMENT SETTINGS
Our experiment consists of 10 different knapsack problems
with three objective functions, and we experimented 30 times
on each problem, increasing the dimension from 10 to
100 dimensions. We initialized the parameters with uniform
random numbers, and the EDA parameter setting was per-
formed 10 times under the same conditions and then aver-
aged. Therefore, the simulations were conducted under the
same situations, thus guaranteeing a fair comparison.

In order to optimize the Pareto set, we build a promising
candidate solution set by borrowing non-dominated sorting,
crowding distance sorting, a representative NSGA-II [14]
technique of Pareto-dominated MOEA. For this reason,
we used NSGA-II as a comparative model of MODEDA that
we proposed.

We also replaced the modeling and sampling procedure of
theMOEAwith a representative variable auto-encoder (VAE)
[34] to effectively solve the multi-dimensional optimization
problem LSMOP, sampling a set similar to the probability
distribution of population latent factors, and improving the
scalability of the model based on dimensionality. RBM-EDA
[27], DBN-EDA [28] builds probability models that estimate
the distribution of promising candidate solutions, and sam-
ples them to create new candidate solutions. For this reason,
we selected RBM-EDA and DBN-EDA and compared the
performance of our proposed MODEDA.

2) PARAMETER SETTINGS
a: REPRODUCTION OPERATORS
The population and iteration size is set to 1000 and 50 equally
in the NSGA-II, MODEDA, RBM-EDA, and DBN-EDA
algorithms. The crossover and mutation rates of NSGA-II,
MODEDA, RBM-EDA, and DBN-EDA are randomly picked
up from [0.7, 0.9] and from [1/n, 2/n] and the binary tourna-
ment selection scheme is used. The n is defined as the length
of the gene that is problem size.

b: DEEP NETWORKS SETTING
The number of visible neurons of MODEDA, RBM-EDA,
and DBN-EDA is set to problem size. The number of hidden
neurons in RBM-EDA is set to n × 0.5, and DBN-EDA and
MODEDA added another hidden layer of n× 0.8 in between
the visible layer and top hidden layers. The hidden layer
size and number of latent variables were set to 512 and 64,
respectively. The batch size and learning rate of RBM-EDA,
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FIGURE 3. A region which is dominated by non-dominated objective
vectors p1, p2, and p3.

and DBN-EDA are set to 32, 0.001, respectively, and param-
eter initialization is set to uniform random. The activation
function of RBM-EDA and DBN-EDA used sigmoid, and the
Adam optimizer [39] is set to β1 = 0.9, β2 = 0.999. In our
proposed MODEDA, where the batch size and learning rate
are set to 32 and 0.001, the activation function used ReLU, the
Adam optimizer with β1 = 0.9, β2 = 0.999 is used to train
our VAE and latent space size is used as n × 0.25.

c: SPECIFIC PARAMETER SETTINGS IN EACH ALGORITHM
MODEDA, RBM-EDA and DBN-EDA are all used as
K -means/K = 3 for K -means/K = 3. In RBM-EDA and
DBN-EDA, the contrastive divergence step is set to 1 for
training the RBM and DBN and the Gibbs sampling step is
used to 25 for sampling new independents.

3) PERFORMANCE INDICATORS
We used the hypervolume indicator [40] to measure the
quality of the non-dominated solutions which are obtained
by each algorithm. The indicator calculates region which
is dominated by the set of non-dominated objective vec-
tors. When the number of objective is n, it is represented
as p =

{
p(1), p(2), . . . , p(n)

}
. Figure 3 shows an example

of hypervolume when maximizing two conflicting objec-
tives f1 f2. The filled region means the dominated filled
by non-dominated objective vectors which are p1, p2 and
p3 when the reference point is (0, 0) and the reference point
is (0, 0). The area of the filled region is a hypervolume.

4) EXPERIMENT RESULTS
Figure 4 shows the degree of performance improvement
compared to the algorithm with the lowest performance.
Although MODEDA shows the lowest performance in a
20-dimensional problem, it is still greater than the others.
We can see that RBM and DBN also show growing perfor-
mance according to the problem size. However, DBN, which
extends the RBM, showed almost the similar performance.

FIGURE 4. Comparison of performance between NSGA-II, RBM-EDA,
DBN-EDA and MODEDA according to problem size.

FIGURE 5. Pareto front of MODEDA, NSGA-II, DBN-EDA, RBM-EDA at 50th
generation of 100-dimension problem.

RBM-EDA and DBN-EDA did not show a significant differ-
ence in terms of optimal performance.

The solution distributions at the last generation of
MODEDA, NSGA-II, DBN-EDA, and RBM-EDA in
100-dimension problems are shown in Figure 5. The final
search results of NSGA-II are evenly spread in the fitness
space, but the quality of the solution was not good compared
with the other algorithms. RBM-EDA and DBN-EDA found
a higher quality solution set than NSGA-II, but the solutions
were biased at the center of each model. MODEDA found
a set of solutions with a hypervolume value larger than
any other comparative algorithm, while the solutions are
distributed evenly in the fitness space, like the NSGA-II.

Table II shows the mean of the hypervolume and standard
deviation values performed 30 times for each problem
of NSGA-II, RBM-EDA, DBN-EDA, and MODEDA.
MODEDA showed the highest hypervolume value for bench-
mark problems which are higher than 30 dimensions,
as shown in Table II. However, in the relatively small
20-dimensional, RBM performed the best.
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TABLE 2. Comparison of hypervolume and standard deviation of the 10 test problems which are growing dimension.

TABLE 3. Comparison of hypervolume and standard deviation of the 10 different 100-dimensional multi-objective knapsack problems.

FIGURE 6. Relative computation time compared to NSGA of RBM-EDA,
DBN-EDA and MODEDA for increasing problem size.

We also conducted an experiment on 10 different
multi-objective knapsack problems, whose dimension and
number of objectives are 100 and 3. The values in Table III are
the hypervolume and the standard deviation values, which are
obtained by 10 repetitions under the same conditions. As the
results in Table III show, the proposed MODEDA showed
the highest optimization performance for all benchmark prob-
lems. RBM-EDA and DBN-EDA did not show a significant
difference in terms of optimization performance.

FIGURE 7. Hypervolume convergence of NSGA-II, RBM-EDA, DBN-EDA
and MODEDA in 3 objectives and 100 size knapsack problem.

Figure 6 shows the relative computation time of
RBM-EDA, DBN-EDA, and MODEDA compared to
NSGA-II. In cases of small-sized problems, RBM-EDA,
DBN-EDA, and MODEDA were very inefficient, requiring
about 100 times more computational time than NSGA-II.
However, as the size of the problem increases, the relative
computation time decreases.

Figure 7 shows a convergence graph of the hypervol-
ume value according to the number of generations of the
NSGA-II, RBM-EDA, DBN-EDA, and MODEDA. In this
result, NSGA-II could not reach the hypervolume value,
which MODEDA obtained at the 50th generation, even after
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100 generations. However, after the 1000th generation,
NSGA-II could obtain comparative hypervolume to the
MODEDA.

B. DISCUSSION
Weproposed a newGenerative DeepNetwork-based EDA for
multi-objective optimization and measured its performance
on the various sizes of multi-objective knapsack problems.
We conducted an experiment with 10 to 100 dim dimensions
for 10 knapsack problems and compared the performance of
our models with NSGA-II, RBM-EDA, and DBM-EDA. For
low-dimensional multi-objective problems (MOPs) between
10 and 20, the proposed algorithm showed comparable
or inferior performance to comparison group algorithms
(NSGA-II, RBM-EDA, DBN-EDA). For problems that can
be modeled with small or simple models, deep networks have
weaknesses due to overfitting problems.

As a result, the NSGA-II model showed slightly better per-
formance than the RBM-EDA, DBN-EDA, and MODEDA
applied with deep networks in 10 to 20 dimensions. On the
other hand, as experimental results show, as problems become
more complex and larger, models with Deep Network-based
models are more likely to model and sample optimized
Pareto set than MOEA models. As shown in Table II
and III, compared to deep network models DBN-EDA and
RBM-EDA, our model applied with dimension reduction
showed competitive performance in LSMOP by showing that
the MODEDA model optimized the Pareto set with high
hypervolume.

In Figure 5, we compared the range and density of the
entire Pareto solution set to see the optimal performance
of each model. The RBM-EDA and DBN-EDA applied
with the learned deep network showed lower performance
in terms of solution distribution, although the higher qual-
ity solution of the solution was obtained compared to the
existing MOEA-based NSGA-II. However, our MODEDA
model demonstrated superiority in optimization performance
of the solution set by showing higher performance in both
distribution and density of the solution than other models.

The runtime comparison is also shown in Figure 6.
By effectively utilizing GPU, which is difficult to utilize
by general evolutionary algorithms, our model demonstrates
a 70 times reduction in computational time compared to
the existing MOEA-based NSGA-II, demonstrating that our
model is superior in computational cost.

For the 10 knapsack problems, the convergence profile
is shown in Figure 7. We observed that the MODEDA
model converges to a higher hypervolume value with lower
iteration than the NSGA-II model. Under the same condi-
tions, NSGA-II had to use 20 times more generations to
achieve the same results compared to the proposed algorithm.
Although the convergence value was slightly lower than that
of RBM-EDA and DBN-EDA models, our model finally
converged to a higher hyper-volume value, demonstrating
superiority in terms of convergence of our model compared
to deep network models.

C. MELODY COMPOSITION EXPERIMENT
1) EXPERIMENT SETTINGS
In this paper, two experiments were conducted to evaluate
the performance of the proposed algorithm (MODEDA), the
Knapsack problem and the music generation. We demon-
strated the scalability of the model in the LSMOP problem
by sampling a set of solutions similar to the probability
distribution of the population through VAE-based dimension
reduction by comparing it with RBM-EDA and DBN-EDA
through the knapsack experiment.

On the other hand, the music experiment focused on how
wide and dense the pareto set is optimized for the two
objective functions of music stability and tension. For this
reason, we compared the performance of MODEDA, which
was created by borrowing NSGA-II’s technique to build a
promising candidate solution set, only by comparing it with
the Pareto-rule-based NSGA-II algorithm.

2) PARAMETER SETTINGS
a: REPRODUCTION OPERATORS
The population and iteration size are set to 1000 and 50 both
in the NSGA-II and MODEDA. The crossover rate of
NSGA-II and MODEDA is randomly selected at [0.7, 0.9],
and the binary tournament selection scheme is used. The
mutation ratio is set to [1/n, 2/n]. The n is defined as the
number of notes. One-point crossover is used as the crossover
type, and bitflip is used as the mutation type. The parameter
initialization of MODEDA is used as uniform random.

b: DEEP NETWORKS SETTING
For the deep network-based MODEDA, the experiment was
further constructed under the following conditions. The num-
ber of hidden neurons in MODEDA is set to n × 0.5, and
added another hidden layer of n × 0.8 in between the visible
layer and top hidden layers. The hidden layer size and number
of latent variables were set to 512 and 64, respectively. The
batch size and learning rate are set to 32, 0.001, respectively,
the activation function used ReLU, the Adam optimizer [39]
with β1 = 0.9, β2 = 0.999 is used to train our VAE and latent
space size were used as n × 0.25. The setting for clustering
of MODEDA is K -means/K = 3.

3) CONSTRAINTS
Our method of expressing the melody is a one-hot vec-
tor. For melodic representations, mapping pitch to integer
values creates many problems in terms of harmony. Thus,
we transformed the integer pitch value into a one-hot vec-
tor to train the generative network. The total length of
the gene is expressed as (max pitch − min pitch + 1) ×
(number of notes), and the determinant is an integer between
[60, 76], an integer representing the lowest note C3 of the
melody and the highest note E4. To replace the mutations
used in NSGA-II, MODEDA applied a uniform random inte-
ger from an integer between [max pitch,min pitch] to an
integer between [60, 76].
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FIGURE 8. Hypervolume according to the size of the population of the
NSGA-II and MODEDA.

FIGURE 9. Pareto front of the NSGA-II and MODEDA.

4) EXPERIMENT RESULTS AND DISCUSSION
Figure 8 shows the graph of the hypervolume value according
to the size of the population of NSGA-II and MODEDA. The
graph suggests that our proposed algorithm showed lower
performance than NSGA-II between population size 100 and
300. In the case of problems that can be modeled in small
size or simple models, deep networks have weaknesses due to
overfitting problems. On the other hand, the experiment result
shows that Deep Network-based modeling was more capable
of modeling and sampling the multi-objective optimization
problem as the population size gets larger than 400.

This means that MODEDA found a set of solutions
that have larger hypervolume values than NSGA-II as
the problems became large. In other words, MODEDA is
more powerful to model large problems than the conven-
tional multi-objective algorithms such as NSGA-II, and the
continuity of solutions in the latent space enables the pro-
posed algorithm to discover new non-dominated solutions
effectively.

Figure 9 illustrates a set of two non-dominated solu-
tions obtained by NSGA-II and MODEDA, respectively.
As shown in Figure 9, the obtained Pareto front of our
proposed algorithm was a well-spread and dense set of solu-
tions through convex lines compared to the Pareto front of
NSGA-II. It denotes that MODEDA has a broad and dense
non-dominant solution in two aspects, stability and tension,
thereby verifying the excellence of our model.

FIGURE 10. Composition results of MODEDA which are picked at two
extreme cases at the 1000 population with 50 generation.

FIGURE 11. Composition results of NSGA-II which are picked at two
extreme cases at the 1000 population with 50 generation.

Furthermore, we analyzedmelodies picked from the Pareto
front of NSGA-II andMODEDA, respectively. A given chord
progression was ‘‘CM7 - Am7-Dm7 -G7’’. The given rhythm
consisted of a simple pattern of 4/4 beat, with all four bars
being quarter notes.

Figure 10 represents a solution (melody) of MODEDA
with the best fitness value in terms of stability and tension.
First, when analyzing a stable melody, every first note of
each measures (notes of the strong beats) was a chord tone.
It consists of a passing tone at the weak beat of the first bar
that walks stepwise between notes in two successive chords
in the same direction. The Neighboring tone on the weak beat
at the fourth bar is a step above on opposite direction. Most of
themelodies continued smoothly and consisted of descending
progressions, making themelody significantlymelodious and
stable to listen.

For analyzing a tension melody, it consists of skip or leaps
motion that represents large intervals between the adjacent
notes. The first notes of the first and second measures, which
are the positions of strong beat, consisted of non-chord tones
and were solved by the subsequent chord tones. In addition,
Escape tone, Cambiata, and passing tone were used on the
weak beat. The passing tone on the strong beat is composed
of an Appgiatura, which changes the song and adds tension.

Figure 11 represents a solution (melody) of NSGA-II
with the best fitness value in terms of stability and tension.
As shown in Figure 11, the composition results of NSGA-II
exhibited some differences in each melody in terms of sta-
bility and tension. The composition results from NSGA-II,
there are many elements that deviate from both tension and
stability: unresolved tension, avoid on strong beats, exces-
sive leap motions. Moreover, the composition experiment
shows that NSGA-II was less optimized than MODEDA at
the same 50th generation. It denotes that NSGA-II was
less optimized than MODEDA at the same 1000 population.
Under the same population conditions, NSGA-II requires
more generations to obtain optimization results compared to
the proposed algorithm. Our proposed model is superior in
rapidly converging to a higher hypervolume in terms of the
number of generations.

In the second composition, we conducted a composition
experiment with twice the number of measures and various
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FIGURE 12. Pareto front of the MODEDA at Second composition test.

FIGURE 13. The Solution that has the best fitness value in terms of the
stability fitness function.

FIGURE 14. The Solution of the between two extreme solutions.

rhythm patterns to solve more high-dimensional and com-
plex problems. The composition results are obtained by the
proposed method. A given chord progression was ‘‘C - G -
Am - Em - F - C - Dm7 - G’’. The given rhythm pattern
was borrowed from Canon by the German Baroque composer
Johann Pachelbel. Figure 12 shows that even in complex and
higher-dimensional problems, MODEDA can obtain a wide
and dense Pareto solution set.

Figure 13 shows the melody with the best fitness in terms
of the stability fitness function. Most of the first notes in
each measure consist of a chord tone, and the weak beats
gently lead to non-chord-tone passing tone and escape tone.
Looking at the overall composition of the melody, the range
of the lowest and highest notes is small. Moreover, the
melody consists of conjunct motion or step motion which is
the difference in pitch between two consecutive notes of a
musical scale. Finally, the melody is solved with a note that
descends sequentially, giving a sense of stability to the entire
atmosphere of the song.

Figure 14 is the middle point of the pareto front of
Figure 12 to extract a melody in which two elements of
stability and tension are mixed. There were non-chord tone
notes that created tension on the strong beat at the second,
fourth, and seventh bars. The melody contained Escape tones

FIGURE 15. The Solution that has the best fitness value in terms of the
tension fitness function.

and Passing tones. It also consists of a melody that shows
frequently leaps and descends. We confirmed that the melody
in Figure 14 has more tension elements compared to the
melody in Figure 13.

Figure 15 shows themelodywith the best fitness in terms of
the tension fitness function. For the second bar of the melody,
arranging step motions that minimize the movements of the
notes in the beginning and leap motions with loud notes in
the latter part added heightened atmospheres of the song.
Looking at the overall composition of the melody, within
the large range, the sound moves up and down frequently.
In addition, the frequency of leaps is high, making it sound
tense and elevated overall.

In summary, we verified the multi-objective dimen-
sional performance of MODEDA through a four-bar
melody consisting only of a quarter note and an eight-bar
melody with a more complex rhythm. For readers who
want to listen to the music composed by our proposed
model, the sheet music was uploaded to Soundcloud web-
site (https://soundcloud.com/emptymoon0115) as a sound
source.

V. CONCLUSION AND FUTURE RESEARCH
In this paper, we propose a new multi-objective generative
deep network-based distribution algorithm (MODEDA) to
effectively solve Large-Scale Multi-Objective Optimization
problems (LSMOP) such as music composition. Due to the
VAE’s ability to learn and create search space dimensions,
MODEDA improves the scalability of LSMOP, which is
effective in solving problems. About the difficulties with
dimensional transformation [29], MODEDA proposes a new
method that searches for new solutions in a low-dimensional
converted decision space and maps them to the solution in the
original decision space to ensure consistency with the pareto
front solution set.

Through various size knapsack experiments and per-
formance comparison with NSGA-II, RBM-EDA, and
DBN-EDA, the proposed model was optimized for rela-
tively high-dimensional problems and proved to be excellent.
In addition, through music experiments, we verified the
excellence of the proposed model performance by demon-
strating that it has a more dense and extensive Pareto-front
set than the NSGA-II model and produces a well-converged
solution for two musical objective functions: tension and
stability.
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From the practical point of view of this study, a system
that can provide professional composers with different styles
of melodies between stability and tension in the same chord
progression can be an inspirational and efficient facilitator
of the composition process. It will also provide new creative
experiences to the general public as a tool to complete melody
composition without musical prior knowledge and talent.

We can take some possible directions for future research.
When training the proposed VAE, the framework for optimiz-
ing the hyper-parameters of each generation for higher perfor-
mance is open to improvement. In addition, more efforts need
to be made to introduce more efficient deep network gener-
ation models other than VAE. We are inclined to studying
fitness features for structural aspects of melodic composition
that are not sufficiently addressed in this study, leaving the
expansion to MOPs with three or more objectives to be a
future study.
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