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ABSTRACT By grouping nodes with similar attributes into clusters, the energy efficiency and lifespan of
wireless sensor networks(WSNs) can be improved effectively. However, the number of clusters needs to
be set in advance, and the optimal cluster heads (CHs) are difficult to determine, which will undoubtedly
reduce the network’s overall performance. Therefore, a new clustering method using Affinity Propagation
and Chaotic Lion swarm Optimization is proposed in this paper to form optimal clusters, which is called
APCLO. In APCLO, Affinity Propagation (AP) is used to construct a cluster topology, forming the initial
clustering according to the remaining energies of the nodes and the similarity of the distances between nodes.
Moreover, the initial CHs are also determined simultaneously by AP. In order to eliminate the outliers from
the initial CHs, Chaotic LionOptimization(CLO) is presented to find the best CHs, in which a fitness function
is set according to residual energy and distance to the BS, and chaoticmap is used to speed up the convergence
of CLO. Simulation results show that the APCLO protocol is superior to the comparison protocols in terms of
energy consumption, network throughput, convergence speed, and lifetime. For network lifespan, it increases
by 20.1%, 11.2%, and 13.5% respectively.

INDEX TERMS Wireless sensor networks, affinity propagation, chaotic lion swarm optimization, cluster
head selection, minimizing energy consumption.

I. INTRODUCTION
Along with the development of the Internet of Things, wire-
less sensor networks (WSNs), as one of its key technologies,
have gradually penetrated all areas of human life, such as
environmental monitoring and forecasting, logistics distribu-
tion, health care, and space exploration [1]. In WSNs, a large
number of sensor nodes and one or more Base Station(BS)
cooperate to complete the tasks such as information collec-
tion, processing, and transmission. Every node is equipped
with restricted energy, storage, and processing capabilities.
Thus, energy saving has been the most critical research focus
to extend the network lifespan of WSNs, and clustering
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has been considered the most energy-saving method [2].
In cluster-based WSNs, clusters are formed by grouping all
the sensors. A set of special nodes called CHs are selected
from the clusters, which are responsible for timeslot alloca-
tion and data collection from cluster numbers (CMs), data
aggregation, and forwarding. Moreover, a round is usually
used to rotate the CHs in the clusters [3]. The total network
energy consumption is reduced mainly by clustering because
of the short distance communication between CMs and CHs,
less data transmission between CHs and BS, periodic sleep
of CMs, and role transfer among CHs and CMs. Therefore,
a great many clustering protocols have been proposed to
prolong the network lifespan during the last decades [4].

In a cluster, cluster rotation is a common technique for
balancing energy dissipation and improving network lifespan.
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Each CH consumes more energy compared to a CM [5]. Thus
the number of CHs and their selection play a critical role in
extending the network lifespan. Determining the number of
clusters has an essential impact on the network’s longevity
because fewer clusters in the network inevitably cause CMs
to communicate with CHs over a longer distance. At the same
time, too many clusters lead to long-distance communication
between CHs and the BS. Most clustering methods use a
fixed number of clusters during the clustering process [6],
which can’t adapt to the scale of the nodes, resulting in
low energy efficiency. Therefore, AP is used to solve this
problem. AP does not need to set any CHs and can adaptively
make the existing data points as initial CHs. Compared with
K-means and other clustering methods, it has a less square
error of results [7]. However, the general AP algorithms usu-
ally form clusters according to the distance similarity matrix
and often ignore the residual energy and other factors.

After determining the number of clusters, the most impor-
tant thing is to select the best CHs. Traditional probability-
based or weight-based methods to select CHs based on
the random preset values or calculated weight values can-
not solve the problem [8], [9]. Therefore, intelligence-based
optimization methods are used to obtain the approximate
solutions for CHs selection due to their local or global
search capabilities such as particle swarm optimization,
imperialist competitive algorithm, genetic algorithms [10],
lion swarm optimization, and so on. When the appropriate
CHs are selected, the remaining ordinary nodes join the
clusters according to different parameters such as distance
and remaining energy, forming a unified and energy-saving
cluster.

As described above, the AP clustering algorithm can per-
form adaptive clustering according to the network without
setting the number of clusters. In addition, the clustering
method based on swarm intelligence has become the latest
scheme to improve energy efficiency and prolong the net-
work life because of its scalability, adaptability and global
search ability. For example, in a dynamic and uncertainWSN,
the lion optimization algorithm can obtain the best possible
solution selected by CHs. Moreover, its low complexity is
more suitable forWSNs than particle swarm optimization and
other soft computing-based approaches. Therefore, this paper
presents a hybrid Affinity Propagation (AP) and Chaotic
Lion Optimization algorithm called APCLO to form optimal
clusters. In APCLO, without the need to determine the cluster
number in advance, AP and CLO are used to form energy-
efficient and balanced clusters so as to maximize the network
lifespan. The main contributions of this work are summarized
as follows.
·AP with novel preference is used to form energy-efficient

clusters, which makes nodes grouped together according to
nodes’ residual energy and the similarity of the distance
between the nodes.
· Chaotic lion optimization algorithm is adopted to select

the best CHs, which uses chaotic mapping to speed up the
convergence and find the optimal CHs by defining a new

fitness function to minimize the energy consumption of intra-
cluster communication.
· Simulation experiments are performed to verify the effec-

tiveness of APCLO in terms of energy consumption, network
throughput and lifespan compared with the other protocols.

The remainder of this paper is organized as follows. The
related works are discussed in Section 2, and the network
model is described in Section 3. In Section 4, the proposed
APCLO is introduced in detail. In Section 5, simulations are
performed, and results are analyzed in sequence. Finally, the
conclusion is made in Section 6.

II. RELATED WORKS
Since the pioneering clustering protocol low-energy adap-
tive clustering hierarchy (LEACH) [11] adopted clusters to
organize the nodes with advantages such as less overhead by
clustering and aggregation and long network lifetime by rotat-
ing CHs in rounds, numerous methods had been presented
to improve the performance of the network from clustering
and routing [12]. Generally, clustering schemes built cluster
topology for routing protocols so as to find the best paths
of data communication, which was the decisive factor in the
network performance. Therefore, the following introduction
only focuses on schemes for cluster formation.

The multi-level clustering protocol LEACH-SWDN algo-
rithm proposed in 2012 added energy to the threshold design
based on the LEACH protocol, which overcame the problem
of reducing the threshold due to energy reduction [13]. How-
ever, there were still many parameters, such as the distance
from nodes to the BS and the distance from nodes to the CHS.
Therefore, Suniti Dutt proposed a CH constrained energy-
saving routing protocol (CREEP) for heterogeneousWSNs in
2018 [14]. In order to improve the energy-saving effect, a dis-
tance component was introduced into the probability equation
in CREEP protocol, which ensured that the probability of
nodes far away from the BS becoming CHs was small.

In addition to some traditional algorithms improved based
on LEACH protocol, some scholars introduced typical clus-
tering methods such as K-means and C-means into WSN
clustering protocol [15]. Although the above methods effec-
tively solved some problems existing in LEACH, there would
be the problem that the weight of various parameters can
not be determined with the increasing variables. Thence,
many scholars proposed using fuzzy control to solve the
problem [16]. For example, Sert et al. proposed a two-tier
distributed fuzzy-logic based protocol called TTDFP [17].
In the clustering phase, TTDFP used three fuzzy parame-
ters: node connectivity, distance to BS, and remaining node
energy. In the routing phase, TTDFP used FLS to extend
the operational architecture of a known multihop routing
method. Mazinani et al. proposed two FLS to select CHs
in FMCR-CT proposed in 2019 [18]. Fls1 used parameter
residual energy and node density as descriptors. Nodes with
more energy and higher density were more likely to be
selected as CHs. In addition, once the residual energy of any
CHs selected by Fls1 was less than the threshold, Fls2 was
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triggered to select CHs. Although fuzzy control can constrain
multiple parameters simultaneously, the optimal number of
CHs was involved in the above protocols.

In 2021, Panchal and Singh proposed an energy-saving
technology to select the optimal number of CH and grid
heads named EOCGS [19]. EOCGS gave the expression of
the optimal number of clusters, then proposed a new method
to select CHs, in which the optimal number of clusters was
calculated by a geometric method. AP did not need to specify
the cluster number in advance as a new clustering algorithm.
It only solved the problem by setting several parameters,
which was better than the scheme based on geometry and soft
computing. LEACH-AP proposed by Sohn et al. in 2016, used
the negative energy consumption between nodes to define
similarity so that nodes with larger values belong to the same
cluster [20]. Additionally, LEACH-AP defined a preference
expressed in terms of self-similarity. Although LEACH-AP
can form an optimal cluster, the transmission distance within
the cluster was long, and the energy efficiency of the network
would be significantly reduced. Wang et al. proposed an
affinity propagation-based self-adaptive (APSA) clustering
method in 2019 [21]. The negative Euclidean distance was
used to represent the similarity between two nodes so that
the nodes close to each other became a cluster. Then the
nodes with large energy were used to randomly replace the
original CHs to continuously reduce the total distance from
themember nodes to CHs. The clusters formed in APSAwere
more uniform than those formed in LEACH-AP, but the fixed
preference made it challenging to select the best CHs.

In recent years, clustering methods based on swarm intelli-
gence have been used to obtain approximate solutions of CH
selection because they have local or global search ability [22].
For example, the multi-objective fractional particle swarm
optimization (MOFPL) algorithm for energy-aware routing
proposed by Bhardwaj and Kumar in 2019 defined a multi-
objective fitness function based on energy, delay, traffic rate,
distance, and clustering density [23]. Then, the lion swarm
algorithm was used to continuously optimize the selection
of CHs until the CH satisfying the maximum value of fit-
ness function is found. In 2019, Karthick and Palanisamy
proposed the krill herd (KH) optimization algorithm to opti-
mize the selection of CHs [24]. The KH algorithm had the
advantage of solving structural engineering problems simply.
The protocol first randomly selected a set of CHs, and then
set a membership function based on the average distance
from the nodes to CH and the energy of CH. Although
the protocol reduced energy consumption by continuously
optimizing function values through KH, all CHs needed to
be optimized for each iteration so that some suitable nodes
for CH could not be selected. In addition to these algorithms,
a music-based metaheuristic optimization algorithm called
Harmonic Sound Search (HSA) has also been applied to
the field of WSN. In 2020, an efficient search algorithm
using the dynamic capabilities of fuzzy logic and HSA was
proposed, which optimizes the distance between clusters, the
transmission distance of CH, and the energy balance of CH to

achieve the purpose of prolonging network life [25]. Thus, the
intelligent optimization algorithm can also be combined with
other methods. The SF-MPSO clustering protocol based on
fuzzy control proposed by Lipari et al. in 2021 used a particle
swarm optimization (PSO) algorithm to generate fuzzy rules
[26]. However, using this algorithm to optimize CHs would
have problems such as low convergence speed or falling into
local optimal solutions. In order to address such problems,
Subramanian et al. proposed an idea of combining gray wolf
optimization algorithm and crow search optimization (CSO)
in 2020 [27]. Gray wolf had the potential to prevent the
stagnation of optimal local detection to a great extent, but
its search depth was not enough. CSO search algorithm can
prevent falling into a locally optimal solution. Similarly,
Alghamdi proposed a CH election model based on hybrid
dragonflies and firefly optimization algorithm (FPU-DA),
which considered four significant factors: energy consump-
tion, latency, distance, and security [28]. FPU-DA combined
two algorithms to optimize the weight coefficients of mem-
bership functions and improve the convergence rate. The
safe and energy-efficient clustering algorithm (eeTMFO/GA)
proposed by Sharma et al. used both moth flame optimiza-
tion and genetic algorithm [29]. It used MFO to optimize a
randomly generated initial population and cross-update the
population via GA. It can be seen that the combination of the
two algorithms can solve the above problems to some extent.
Therefore, this paper presented an idea of applying a chaotic
map algorithm to the lion swarm algorithm, which used tent
mapping to traverse uniformity to jump out of the optimal
local solution and improve its convergence rate. Finally, com-
bined with the paper mentioned above, a clustering algorithm
APCLO, which combined Affinity Propagation and Chaos
Lion Optimization, is proposed. In addition to the above brief
introduction, we have listed the key strengths and weaknesses
of some of the above protocols in Table 1 [30], [31].

III. NETWORK MODEL
In clustered WSNs, a certain number of nodes with lim-
ited resources are randomly scattered in the target sensing
area, and nodes in the vicinity are grouped into a cluster.
All nodes belong to a corresponding cluster, and a CH is
selected to manage the cluster in each cluster. For any CMs,
it communicates with their CH only. Meanwhile, the CHs
communicate with the BS [32]. Then, energy is inevitably
consumed during these communications. The widely used
first-order radio model like in [21, 24, 25] is applied in this
paper. When a node i sends l− bits data to node j, its amount
of energy consumption can be obtained as equation (1).

ET (i, j) =

{
l × Eelec + l × Efs × d2ij, dij ≤ d0
l × Eelec + l × Emp × d4ij, dij > d0

(1)

where Eelec denotes the energy consumed to transmit or
receive 1-bit data, Efs and Emp indicate the amplifier coef-
ficients of free space and multi-path fading respectively, d0
means the threshold distance given by d0 =

√
Efs/Emp.
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TABLE 1. Comparison of the proposed protocols.

At the same time, the amount of energy for node i consumed
to receive l − bits data from node j can be calculated by
equation (2)

ER = l × Eelec (2)

In addition, the amount of energy consumption for aggregat-
ing l − bits data is given by equation (3)

EDA = l × Eda0 (3)

where Eda0 denotes the energy consumption for 1-bit data
fusion. Our main goal is to reduce the energy consumption
and uniformly distribute clusters so as to extend the network
lifespan. To this end, the following assumptions are made for
the presented network.
• The WSN with n nodes identified by ID is considered to

be homogeneous after being deployed.
• All nodes are equipped with same initial energy, and

can act as CHs or CMs. Moreover, they can sense their
surroundings and send the sensed data to the BS or another
node.
• The BS is also static and has unlimited energy and other

resources.
• Each node can adjust its transmission power according

to the distance of the receiver node.
Besides, some used symbols are listed as follows.
• Ni denotes the set of neighbors of node i and |Ni| is the

number of Ni.

• Eresi denote the initial energy the residual energy of node
i respectively.
• dij is the distance between nodes i and j, and dmax is the

maximum communication range for each node.
• Ldi denotes the load of node i.
• rEBi denotes the ratio of residual energy to each load for

node i, which is expressed as rEBi = Eresi/Ldi.

IV. THE PROPOSED CH SELECTION SCHEME
In this section, the AP algorithm is firstly adopted to deter-
mine the optimal number of clusters and form the initial clus-
ters. Then, the chaos lion optimization algorithm is utilized
to find the optimal CHs by iterations based on the initial
clusters. Compared to the traditional AP application, the pro-
posed scheme can select more reasonable CHs. Accordingly,
it can improve the network energy efficiency and prolong the
network lifespan.

A. FORMING INITIAL CLUSTERS BASED ON AP
After the WSN deployment is completed, the BS broadcasts
a message to all nodes, and the nodes calculate the distance
from BS according to the RSSI according to the received
message [33]. Each node then records the combined remain-
ing energy information and sends it to the BS. Accordingly,
the BS obtains the information of all nodes for the AP to
perform clustering to find the optimal number of clusters
and the position of the initial cluster center. It is necessary
to minimize the distance between CMs and their CHs to
reduce the energy consumption of intra-cluster communi-
cation. Therefore, using the negative absolute value of the
distance difference between nodes i and j to calculate their
similarity is expressed as equation (4).

s(i, j) = − |S (i1, i2)− S (j1, j2)| i, j ∈ [1, n], i ∈ Nj, i 6= j

(4)

where s(i1, i2) is the coordinate position of node i in the two-
dimensional network. Moreover, the value of s(i,j) sets to
minus infinity when node i can’t directly communicate with
node k . In addition, the preference s(j,j) indicates that node j
will be selected as CH is given by equation (5)

s(j, j) =
M

1+ α
+ β (5)

where:
· α represents the normalized degree of the distance of node

j from the BS, as shown in equation (6)

α =
DiBSj − DiBSmin

DiBSmax − DiBSmin
(6)

DiSBj represents the distance from the node to the BS,
DiSBmin represents the minimum value of the distance to the
BS among the neighbor nodes of node j, and DiSBmax is the
maximum value among them
· β denotes the normalized ratio of node j′s rEB

to the average rEB of its neighbors which can be
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calculated by equation (7).

β =
EBavgj − EBavgjmin

EBavgjmax − EBavgjmin
(7)

EBavgj =
rEBj∑

i∈Nj

rEBi/|Nj|

.

EBavgjmin and Eravgjmax are the

minimum and maximum of EBavgi =
rEBi∑

i∈Nj

rEBi/|Nj|
. Nodes

with more residual energy and lower load and average sim-
ilarity of neighbors have greater chance to be selected as
CHs. Furthermore, residual energy as well as distance is
also used to update responsibility r(i,j) and availability a(i,j)
using equation (8) and (9) respectively. The former means the
degree to node j selected as the CH of node i, and the latter
reflects the appropriate degree of node i to select j as its CH.
r(i, j)

=
rEBj
dij

s(i, j)−max
j6=j
j∈Ni

(
a
(
i, j′
)
+ s

(
i, j′
))

(8)

a(i, j)

=



∑
i6=j
i′∈Nk

max
{
0, rEBi′di′j

∗ r
(
i′, j
)}
,

if i = j

min

0, r(j, j)+ ∑
i∈/(i,j}
i∈j

max
(
0, rEBi′di′j

∗ r
(
i′, j
)) ,

if i 6= j
(9)

Nodes with more energy and smaller average distance to
neighbors are more likely to be selected as CHs. Moreover,
the initial value of a(i,j) is set to zero. By using the corre-
sponding values in the last iteration, the updating process
continues until the termination condition is satisfied, that is,
reaching the preset number of iterations or no more improve-
ments in the solution. At present, the best solution is obtained,
and k nodes meeting with r(j, j) + a(j, j) > 0, j ∈ [1, n] are
selected as CHs. The other nodes determines their relevant
CHs according to the similarity values.

B. FINDING THE OPTIMAL CHS BASED ON LOA
Generally, there may be outliers for the initial CHs deter-
mined by AP, which means that the selected CHs are non-
optimal. So the Loin Swarm Optimization is used to find
the optimal CHs based on the initial clusters [34]. For any
CH, the position of its member nodes can be denoted by a
vector Xi = (x1, x2, · · · xj), (j ∈ [1, nMi]), nMi is the number
of nodes in the CHi cluster, and k is the size of the search
space. During the process of optimization, for minimization
of the energy consumption of intra-cluster communication,
the energy consumption of intra-cluster communication as
well as the ratio of the residual energy of the CHs and their
distance to the BS are considered for definition of the fitness
function. The energy consumption of intra-cluster communi-
cation of CHi is mainly composed of three parts: the energy

of member nodes transmitting data to CHs, and the energy of
CHs receiving and fusing data. The total energy in the cluster
can be expressed by equation (10).

inEssi =
nMi∑
j=1

ET
(
xj,C Hi

)
+ nMi × (ET + EDA) (10)

In the above formula, ET = (xj,CHi) is the energy consumed
by the member node to transmit data to its CHi, and ER
and EDA are the energy consumed by the ch to receive and
fuse data respectively. Then, the normalized value of energy
consumption of intra-cluster communication for CHi can be
obtained by equation(11).

inEs(i) =
inEsi − inEsmin

inEsmax − inEsmin
(11)

where inEsmin, inEsmax are the minimum and maximum
energy consumed by each cluster in the network respectively.
In addition, the ratio of the CH i′ energy to its distance to
the BS is used as another parameter,, which is shown as
equation (12).

distE i =
Eresi
DiSBi

(12)

Also, the normalized value of distEi can be obtained by
equation (13).

distE(i) =
dist i − distEmin

distEmax − distmin
(13)

where distEmin, distEmax are the minimum and maximum of
distEi, i ∈ [1, nMi] respectively. Accordingly, the fitness
function can be expressed as equation (14).

Fitness(i) =
1

1+ inEs(i)
+ distE(i) (14)

Each CH (Lion King) moves within its clustering range by
equation (15), and compares the fitness value of each iteration
to find the best position. Then the node closest to this position
is selected as the new CH.

xk+1i = gk
(
1+ γ

∥∥∥pki − gk∥∥∥) (15)

where gk denotes the optimal position in the kth iteration, pki
is the best position during the historical iterations for lion i,
and γ is a coefficient following normal distribution.

In this way, although a better CH can be found, the conver-
gence speed is very slow and it is easy to fall into a locally
optimal solution. In order to improve the convergence of the
lion group algorithm, APCLO combines chaotic map in the
iteration of LSO, which is an effective local search algorithm.
In this paper, the method of Tent mapping is used for opti-
mization iteration. After the AP completed the election of
the original lion kings (CHs), the obtained optimal individual
CHxk = (ch1, ch2, · · · chk ) is searched by Tent chaos[35.
Assume that the current search space range is [uk , lk ]. [uk , lk ]
is the maximum distance and the minimum distance between
nodes in the cluster where the CH is located. The main steps
of Tent map can be described as follows:
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FIGURE 1. The pseudo code diagram of APCLO.

Step 1: Transform the CHxk , CHzk (t) =
CHxk−uk
lk−uk

t =
1, 2, . . . , tmax, where tmax represents the maximum number
of iterations of Tent map, and map it to the interval;

Step 2: Transform the chaotic variables into the interval
range and generate new individuals,CHyk = CHxk+

uk−lk
2 ×

(2CHzk (t)−1). The CH in the next round are the node closest
to CHyk .

Step 3: Taking the minimum optimization as an example,
if Fitness(CHxk ) < Fitness(CHyk ) then CHxk = CHyk .
Step 4: If the optimal value is not updated in consecutive

T rounds, or after reaching the maximum number of chaotic
iterations, end the chaotic map. Otherwise, go to step 2.

The detailed flow diagram of APCLO is illustrated in
Fig. 2. Once the CHs are selected, the BS broadcasts a mes-
sage including the CHs and their corresponding CMs to all the
nodes, and the nodes complete data transmission according to
their roles. That is to say, each CM in the clusters sends the
data attached with residual energy only to its CH, and the CH
aggregates the data collected from its CMs for forwarding.

C. ROTATING THE CHS ON DEMAND
Periodic clustering in rounds is usually adopted to maintain
the clusters for most clustering algorithms, which increases
communication overheadwith the amount of control informa-
tion exchanges. However, this paper used on-demand cluster-
ing to rotate CHs properly. The CHs are selected and clustered
by the set AP algorithm first, and then the CHs are updated
in the cluster by running the CLO algorithm. Only local
clustering can occur in the cluster. The detailed process of
on-demand clustering is described as Fig.1.

D. TIME COMPLEXITY ANALYSIS
The APCLO algorithm is mainly composed of the AP
algorithm and the CLO algorithm, so its time complexity
can be expressed as O (APCLO)=O(time complexity of
AP+time complexity of CLO). AP is composed of four

FIGURE 2. The flow diagram of APCLO.

parts: initialization, nodes similarity calculation,continuous
and alternate updating of the Responsibility matrix and Avail-
ability matrix, as shown in formula (1), and judging the CHs
through r(j, j)+a(j, j). The time complexity of the initializa-
tion process is O (n2), O (n2/2) when calculating the node
similarity, O (n2∗logn) when updating r(i,j) and a(i,j), and O
(n) when judging the cluster center. Therefore, the time com-
plexity of AP clustering process is O(n2+n2/2+n2∗logn+n).
Once the iteration satisfies the termination condition, the
optimal solution is found through bubble sorting, and the time
complexity in the worst case is O(n∗n∗logn). Then CLO is
to iterate over the CHs generated by the AP. In the worst
case, the CLO algorithm is executed for all CHs, and the
time complexity is O(k2). k is the number of CHs selected
by the AP algorithm. Moreover, k is less than n. So the time
complexity of APCLO is O(n2.logn).

V. PERFORMANCE EVALUATION
This section will conduct the simulation experiments of
APCLO inMATLAB 2019a. The experiments are carried out
in the network with a sensing area of 200∗200m. Because
the location of the BS and the number of nodes will affect
the experimental results, we set 100 and 200 nodes to be
randomly distributed in the network, respectively, and the BS
coordinates in each case are (100, 100) and (0, 0) in turn. In all
scenarios, the energy of the sensor node battery is set to 1J.
Other parameters and their values used in the simulation are
shown in Table 2.
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TABLE 2. Parameter settings.

Four indicators, including the number of surviving nodes,
total energy consumption, network throughput, and conver-
gence speed, are used to test the performance of APCLO. It is
compared with APSA, KH and HSA clustering algorithms
proposed in [21], [24] and [25]. APCLO, APSA, KH and
HSA protocols employ different algorithms to select and opti-
mize CHs, which leads to differences in energy consumption
and network lifespan. APSA adopts AP for clustering, whose
preference is a fixed value, may lead to outliers in the selected
CHs. Although K-medoids can reduce part of the error, it still
ignores the consideration of the distance fromCHs to BS. The
KH algorithm updates all CHs simultaneously in each itera-
tion, which will miss locally optimal CHs. As for HSA opti-
mization algorithm, it can optimize the transmission distance
but ignores the consideration of cluster head load balancing.
APCLO considers energy and distance factors in defining
AP preference and then continuously optimizes through CLO
to find more suitable CHs. The simulation results below
demonstrate the superiority of APCLO.

A. NETWORK LIFESPAN
In this experiment, the network lifespan is expressed by the
number of remaining nodes in each round. Table 3 shows the
simulation results of the first node death round (FND), half
node death round (HND), and 80% node death round (END)
for different protocols. In addition, the simulation results of
the number of surviving nodes in each round are shown in
Figure 3.

In these four protocols, KH is clustered in a fixed number
of CHs. HSA load is unbalanced, which will lead to overload
and premature death of some CHs in a network with many
nodes randomly distributed. APSA and APCLO use the AP
algorithm to determine the number of CHs and complete
the initial clustering. However, APSA mainly focuses on the
distance factor, ignoring the residual energy and loading of
CHs. The preference setting of the AP algorithm improved
by APCLO can be changed with the energy of the node, and
the CHs generated by the initial clustering are optimized by
using CLO.

According to the data in Table 2, in the four simulation
scenarios, the first node of AOCLO dies in the 181,230,36
and 12 rounds, which is 63.7% higher than that of APSA
protocol, 11.8% higher than that of the KH protocol, and
13.0% higher than that of HSA protocol on average. Half
the number of APCLO nodes died in 1098, 884, 304 and 272
rounds respectively, which increased by 17.2%, 8.7%, 15.5%
and 19.4% respectively compared with APSA, increased
by 6.1%, 7.2%, 22.6% and 14.7% respectively compared
with KH, and increased by 11.6%, 13.6%, 7.5% and 20.5%
respectively compared with HSA. The number of rounds of
80% node death in APCLO protocol is 1.4% higher than
that in APSA protocol, and 9.1% higher than that in KH
protocol on average. Based on the above experimental data,
the network lifetime of APCLO protocol proposed in this
paper is extended by 20.1% on average compared with APSA
protocol, and increased by 11.2% on average compared with
KH protocol, and 13.5% longer than that of HSA protocol.
At the same time, from the curve of the quantity of surviving
nodes in the network in Figure3, it can be seen that APCLO
has solved some problems in other protocols to a certain
extent in prolonging the network lifespan and balancing the
energy consumption of the network.

B. NETWORK ENERGY CONSUMPTION
The lifespan of a network is usually inversely proportional
to the energy spending by the nodes. The smaller the energy
spending, the smaller the transmission distance usedwhen the
network runs. The change in total network energy consump-
tion is shown in Figure 4.

Seen from Figure 4, as the CH rotation frequency in the
network increases, the network energy consumption keeps
rising. The curves of network energy consumption for the KH
and APSA algorithms remain above the APCLO protocol.
This is because APSA and KH produce the large amount of
energy consumed by the CHs to send data to the BS. However,
APCLO selects nodes with smaller distances to the BS as
CHs, thus reducing energy. It can also be concluded from
the experimental data that APSA consumes half of its energy
in rounds 523, 458, 122, and 144, KH in 519, 443, 155,
and 123 rounds, and HSA in 492, 379, 125, and 99 rounds.
In APLCO, the network energy consumption reaches 50%
when CH rotations are 559, 484, 167, and 159, respectively.
It can be drawn from these data, that in terms of reducing
energy consumption, compared with APSA, KH and HSA,
APCLO has increased by 11.4%, 12.2% and 24.1% on aver-
age, respectively.

C. NETWORK THROUGHPUT
Network throughput indicates the number of messages
transmitted by nodes to the BS. A higher amount of data
transmission indicates a higher utilization rate of energy
in the network. Figure 5 shows the results in the network
throughput.

It can be seen from Figure 5 that for all protocols, their
network throughput increases continuously with the number
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TABLE 3. FND,HND and LND in different scenarios.

FIGURE 3. Comparison of the network lifespan versus rounds.

of rounds. In different protocols, the number of surviving
nodes left in each round is different, so the amount of data
transmittedwill be various. APCLO achieved the highest total
network throughput in the network throughput comparedwith
HSA, KH and APSA. APCLO is 5.3%, 6.9%, 0.5%, and
6.1% higher than HSA, and 3.8%, 5.7%, 4.2%, and 10.2%
higher than KH. Furthermore, APCLO is 16.9%, 16.0%,
12.9%, and 15.2% higher than APSA. The consequence can

explain that the APCLO protocol not only effectively saves
energy consumption but also ensures the total amount of data
transferred.

D. CONVERGENCE SPEED
Convergence rate refers to the number of iterations of the
protocol from initial clustering to final CH determination.
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FIGURE 4. Comparison of the total energy consumption versus rounds.

FIGURE 5. Comparison of the network throughput versus rounds.
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FIGURE 6. Comparison of convergence speed versus rounds.

In this paper, Iter is used to represent the algorithm’s
convergence rate. The convergence speed of the APCLO
protocol Iter(APCLO)=(the number of initial clustering
iterations performed by AP + the number of iterations
required by CLO to optimize CH). By analogy, the con-
vergence rates of the APSA,KH and HSA protocols are
Iter(APSA)=Iter(AP)+Iter(K), Iter(KH) and Iter(HSA).
The simulation results of the convergence rates of the four
protocols are shown in Figure 6.

Since APSA adopts the stochastic principle to optimize the
CHs derived by the AP algorithm, the convergence speed is
slow. In the four scenarios of the experiment, the average
convergence speed of APSA is 66.78, 109.7, 50.87, and
113.7 times, respectively. KH needs to update the entire set
of CHs in each iteration during the optimization process,
thus reducing its convergence speed. The iterations of KH
are 39.42, 86.38, 29.34, and 58.54, respectively. Before HSA
algorithm is implemented, the network has been processed
by fuzzy logic system, so its convergence speed is relatively
fast, and its convergence speed is 28.3, 29.9, 12.3 and 27.9.
APCLO optimizes CH in a local range through the chaotic
lion algorithm, improving convergence speed. The conver-
gence rates of APCLO are 29.39, 60.67, 15.29, 41.09. From
the experimental data, it can be concluded that the conver-
gence speed of APCLO is 30.72% and 58.61% lower than
that of KH and APSA, respectively.

TABLE 4. FND, HND and LND in the area of 1000m∗1000m with different
nodes.

E. NETWORK SCALABILITY
In recent years, the area and node usage of wireless sensor
networks have increased exponentially, so clustering algo-
rithms often need to be applied to larger network scenar-
ios to prove the scalability of APCLO protocol. Therefore,
in addition to the above experiments, we tested the network
lifetime of APCLO when the network area is 1000∗1000m.
The experimental results are shown in Table 4.

It can be seen from Table 4 that in large-scale networks,
the network life of nodes will be dramatically shortened
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because the distance between clusters will also increase,
which will lead to the exponential growth in energy con-
sumption. Because the protocol CHS proposed in this paper
directly transmits the information of the member nodes to the
BS, in this case, the CHS far away from the BS dies quickly,
so FND usually occurs in the first round. However, it can
be seen from Table 4 that even in large-scale networks, the
APCLO protocol proposed in this paper has slight advan-
tages over HSA, KH, and APSA protocols, and has better
scalability.

VI. CONCLUSION
This paper proposed a clustering protocol APCLO based on
affinity propagation and chaotic lion algorithm to adaptively
form optimal clusters to reduce network energy consump-
tion. To this end, the distance between nodes, the ratio of
energy to each load and the distance between nodes and
BS are considered to define the similarity, preference, and
update responsibility in AP cluster and availability, so as
to obtain the optimal number of clusters and initial CHs in
each round. In addition, the lion swarm algorithm with a
new fitness function considering residual energy and distance
to the BS is adopted to optimize the initial CHs, and intro-
duces a chaotic map to improve the convergence of the lion
swarm algorithm. The simulation results show that APCLO
is superior to APSA and KH in prolonging network lifespan,
reducing network energy consumption, and expanding net-
work throughput. Regarding network lifespan performance,
APCLO increases 13.5%, 20.1% and 11.2% compared with
HSA, KH and APSA protocol, respectively. In reducing
energy consumption, APLCO improves by 24.1%, 11.4% and
12.2%, respectively, compared with HSA, KH and APSA.
In terms of network throughput, APCLO enhances 5.9%,
15.3%, and 4.7% respectively, compared with APSA, KH and
HSAprotocols.Moreover, the convergence speed is improved
to a certain extent.
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