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ABSTRACT With the advancements in the Internet of Things (IoT), machine-to-machine communication,
big-data, and the associated environment, a new model of the Industrial Internet of Things (IIoT) has
emerged. The IIoT brings sensors, intelligent machines and tools, instruments, and analytics together for
applications like manufacturing, robotics, and many others. Most of these applications require adaptive
and autonomous behavior, Quality of Service (QoS), efficient resource allocation, and reservation. One of
these crucial challenges is to build and maintain a data communication schedule. Time Slotted Channel
Hopping (TSCH) based network operation promises required QoS for low-power applications and enables
high reliability. 6TiSCH layer is being developed by standardizing the protocol stack to achieve industrial
performance requirements by using IPv6 over IEEE802.15.4e TSCH MAC. 6TiSCH aims to manage the
schedule and configure it with the topology and traffic requirements in the industrial environment. This
paper proposes a novel low latency autonomous scheduling scheme for the 6TiSCH networks. It generates
a segmented schedule for the network where all source nodes can send application data packets to the root
node in a single slotframe. The performance of the proposed technique is compared with existing scheduling
techniques. Our scheme outperforms the other techniques. The result shows that the latency is reduced up to
41% in comparison with the other scheduling schemes. The proposed scheme has a lower radio duty cycle
as the node’s ON time is reduced, making it more energy efficient and reliable.

INDEX TERMS 6TiSCH, autonomous scheduling, industrial IoT, latency, RPL, TSCH.

I. INTRODUCTION
A new generation of communication protocols integrates
web-based control with industrial operations to meet the
industrial performance requirements. Time Slotted Channel
Hopping (TSCH) technology enabled industrial performance
parameters such as reliability, latency, duty cycle, and
effect of multipath-fading by means of different standards
like WirelessHART, ISA100.11a, and others. These are
widely used in industrial manufacturing processes to pro-
vide wireless connectivity between sensors and actuators.
The Industrial Internet of Things (IIoT) includes massive
data collection and processing using the wireless infrastruc-
ture. The device connectivity is a crucial component of IIoT
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needing deterministic IP interoperability. WirelessHART is
the first standard used for industrial wireless communica-
tion and is developed based on the IEEE 802.15.4 standard
[1]. Many critical challenges in the industrial environment
were not addressed by IEEE 802.15.4. WirelessHART has
defined these requirements in its data link layer includ-
ing Time Division Multiple Access (TDMA) model. IEEE
802.15.4e was released in 2012 with an objective to enable
time synchronization by using the TSCH technique, which
existed inWirelessHART.Many extensions like Low Latency
Deterministic Network (LLDN), Deterministic and Syn-
chronous Multichannel Extension (DSME), Radio frequency
identification blink (RFID), Asynchronous multi-channel
adaptation (AMCA), and Low Energy (LE) were added in
IEEE 802.15.4e. Eventually, TSCH became an evolving stan-
dard for industrial automation and process control LLNs.
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WirelessHART builds a schedule in a centralized fashion,
however, in IEEE 802.15.4e TSCH it is feasible in a decen-
tralized or autonomously manner that allows improved adapt-
ability and fault tolerance.

However, in today’s Internet of Things (IoT) era which
involves cloud-based solutions, these technologies are not
suitable to connect industrial devices to the Internet Proto-
col (IP) network. IEEE 802.15.4e TSCH was designed to
fits under an IPv6-enabled protocol stack for LLNs enabling
stringent reliability and security in the harsh industrial envi-
ronment. Sensors deployed LLNs operated for years without
requiring battery replacement. However, it does not define the
strategies to build and manage the communication schedule,
allocate resources, impose RPL signaling to maintain the
device connectivity, or handle topological changes [2]. It is
essential to link the performance of industrial applications
with IP-enabled infrastructure [3], [4]. The Internet Engi-
neering Task Force (IETF) 6TiSCH Working Group (WG) is
working to bridge this gap with the development of a number
of communication protocols [5]. 6TiSCH defines the upper
layers over the TDMAmode of the IEEE 802.15.4e standard.
6TiSCH has enabled the adoption of IPv6 in an industrial
environment. The WG is lined up with other IFTF groups for
operations, management, routing, and security.

6TiSCH schedule consists of cells indicated by [slotOffset,
channelOffset] which is used by each device for transmission,
reception, or both. These schedules can be static or dynamic,
and it is created and managed by means of centralized, dis-
tributed, or autonomous techniques. Centralized scheduling
techniques are most suited if latency is the critical perfor-
mance parameter. In these techniques, the complete topology
information is need to be maintained by using a central unit
called Path Computation Element (PCE) for each network.
The single unit is managing the joining and connectivity
information of all nodes in the network. Control message
traffic in such a dense network is significantly high. Further,
any topology or traffic change requires a higher number
of packets exchange with the PCE element. Also, central-
ized networks suffer from a single point of failure problem.
If the centralized control unit fails, the whole network goes
down. Centrally managed networks are more suitable for
static networks however, difficult to scale in large configura-
tions. On the contrary, in distributed scheduling techniques,
the network schedule is managed by a distributed means.
Every node after joining and synchronizing with the net-
work continuously negotiates with identified preferred parent
node to add, delete or relocate scheduling cells. Recently,
autonomous scheduling techniques are proposedwhere nodes
in the network build and maintain their TSCH schedule based
on the knowledge of a neighbour node without any signaling
overhead. There is no central unit to manage the schedule.
Therefore, autonomous scheduling techniques reduce control
and negotiation overhead.

As a special case of IoT, many challenging issues are
needed to be addressed in the Industrial IoT (IIoT) [6]–[8],
like providing interoperability between interconnected

devices, enabling adaptive and autonomous behaviour, pro-
viding privacy and security, achieving timely and reliable
transmission, resources reservation, reducing latency, and
jitter, etc. A very challenging objective is to build andmanage
the schedule to satisfy the Quality of Service (QoS) require-
ments in the IIoT. This paper presents a novel scheduling
technique for IIoT networks. It uses a slotframe segmentation
approach to send data packets from any source node to
the root in a minimum number of timeslots. Slotframe is
designed, where, consecutive segments along the path are
selected for the transmission. Also, a different number of
segments are considered for analysis. The proposed technique
gives a significant improvement in latency after selecting the
number of segments equal to the depth of the network. The
rest of the paper is arranged as follows. Section II includes
the background of the 6TiSCH evolution. In section III,
work related to different scheduling techniques is discussed.
Section IV introduces the proposed autonomous scheduling
scheme. In section V, the performance evaluation of the
proposed scheduling technique is discussed. Finally, the
conclusion of the paper is discussed in section VI.

II. BACKGROUND
6TiSCH has been evolved with TSCH to use IP network for
industrial applications as follows:

A. TIME SLOTTED CHANNEL HOPPING (TSCH)
The IEEE802.15.4e standard has been defined as an amend-
ment to the IEEE802.15.4 Medium Access Control (MAC)
protocol. The standard is enhanced in terms of several
MAC behaviours supporting deterministic communication.
It includes TSCH, DSME, and LLDN [9]. DSME boosts
the basic IEEE 802.15.4 to enhance the QoS that meets
stringent latency, reliability, and scalability requirements for
applications with very low data rates. It enables multisuper-
frame, Group acknowledgment, distributed beacon schedul-
ing, and channel diversity modes for the network. LLDN is
developed to make robust communication in the applications
that handles critical data. It is a star topology networking
technique providing more determinism and making it suit-
able for centrally controlled networks. TSCH was proposed
for industrial automation to connect a variety of low-power
devices in IoT applications with stringent requirements.
Single channel solutions cannot achieve high reliability as
these environments include massive deployment of nodes
that causes multi-path fading and interference. TSCH MAC
uses time synchronization for industrial operation determin-
ism and channel hopping to reduce the multipath fading
effect. There is always a possibility of packet drop due to
channel interference and the noisy industrial environment.
IEEE 802.15.4e has enabled operation solutions for Low
Power Lossy Networks (LLNs) to work in an industrial
environment with stringent operating conditions as well as
reliability, availability, and security requirements. The LLN
protocol stack has allowed new application fields to operate
in industrial environments, like home automation and smart
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FIGURE 1. Destination oriented directional acyclic graph.

FIGURE 2. TSCH schedule.

cities [10]. In resource constrained IIoT environment, the
available bandwidth for communication is low and chal-
lenged. The requirement for TSCH MAC is to reduce its
bandwidth occupancy to have minimal overhead. It utilizes as
fewer channels as possible while improving interoperability
with existing technologies. Hence, TSCH uses 4 active chan-
nels that deliver a QoS service requirement with less wireless
interference.

B. ROUTING PROTOCOL FOR LOW-POWER AND
LOSSY NETWORKS (RPL)
RPL is a routing protocol for Wireless Sensor Net-
work (WSN). It was developed to support WSN with
IPv6 connectivity and to enable multi-hop routing within
resource-constrained devices with restricted computational
power, low data rate, and limited memory [11], [12].
To address these challenges in dense LLNs, RPL builds
a Destination Oriented Directed Acyclic Graph (DODAG)
consisting of one root node and uses a packet forward-
ing path from every leaf node to the root node as shown
in Fig. 1. To satisfy resource constraints it handles packet
processing and routing optimization objectives separately.
RPL Objective Function (OF) controls and maintains routing
by using different messages such as DODAG Information
Object (DIO), Destination Advertisement Object (DAO),
and Destination Advertisement Object Acknowledgement
(DAO-ACK). Every node sends a DIO advertising to all its
neighbour with essential parameters that specify the status of
the DODAG. It carries information about RPL rank, metric,
DODAG preference, version number, and so on.

The DAOmessage carries destination information from the
source to the root creating a downward route. For downward

point-to-point or point-to-multipoint communication, RPL
supports two operation modes; storing mode and non-storing
mode. In the storing mode, packets are transmitted from the
source in an upward direction to a common ancestor and
then routed down to the destination. Whereas, in non-storing
mode, packets are forwarded from the source to root and
then routed down to the destination. After receiving the DAO
message receiver responds with a DAO-ACK message. In an
adaptive scenario, new nodes join the network by listening
to the enhanced beacon frame from the other nodes and
selecting one of them as a parent node. After joining, the node
acquires keying material and other network configuration
settings from the parent using the RPL control frame.

TSCH divides communication time into timeslots with
a fixed size of 10 ms, sufficiently long to send a MAC
and to receive an acknowledgement as shown in Fig. 2.
These timeslots are grouped in a slotframe and repeated over
time. TSCH devices use a common communication schedule
matrix with rows equal to the number of available frequencies
and are indexed as ChannelOffsets, and columns indicate
timeslots equivalent to communication duration, indexed as
TimeOffsets. The ChannelOffset is converted into a commu-
nication frequency using a specific conversion function. Pairs
of neighbours hop between the different available frequencies
when communicating. Time synchronization achieves high
reliability whereas channel hopping reduces interference and
multipath fading.

C. 6TiSCH
In smart factory applications with large-scale deployment,
sensors are networked together using IEEE802.15.4e TSCH
MAC because of its attractive features of supporting reli-
able and ultra-low power LLNs. With the evolution of IIoT,
there was a need to bring the IPv6-enabled upper stack to
industrial low-power TSCH MAC. Hence, 6TiSCH WG was
created by the IETF defining the protocol suite over the
IEEE802.15.4e TSCH MAC. The 6TiSCH stack is rooted
in the TSCH MAC layer and IEEE802.15.4 physical layer.
It uses lightweight ConstrainedApplication Protocol (CoAP),
RPL routing layer, and IPv6 based Low Power Wireless Per-
sonal Area Networks (6LoWPAN) with some amendments
for reliable, scalable, and deterministic mesh network across
the backbone. CoAP provides the connectivity of low-power
constrained devices to the internet. Adaptation and header
compression mechanism in 6LoWPAN allows transmission
of IPv6 datagrams into IEEE 802.15.4e MAC frame of
127 bytes. 6TiSCH manages the schedule and tries to match
it with the topology and traffic needs of the network. It stan-
dardizes the missing component to achieve the industrial
performance requirements by using IPv6 over IEEE802.15.4e
TSCH MAC. This development has addressed many chal-
lenges while using IPv6 for LLNs by supporting secu-
rity management and efficiency. 6TiSCH WG has defined
the 6TiSCH Operation (6top) sublayer that allows manage-
ment entities to manage the schedule for seamless network
operation. 6top maintains the reachability information in a
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neighbour table. It includes the information about packet
transmission and reception time, the number of packets
exchanged with its neighbour, cell performance, and link
quality. This sublayer sends commands to upper layers to
implement QoS parameters at the MAC layer while hiding
the scheduling complexity from the upper layers. It monitors
underperforming cells and reschedules them so that deter-
ministic behaviour can be maintained. The 6TiSCH archi-
tecture defines four ways of scheduling: static scheduling,
neighbour-to-neighbour scheduling, remote monitoring and
schedule management, and hop-by-hop scheduling. The per-
formance parameters of the LLNs such as latency, average
packet delivery, energy consumption, and throughput depend-
ing on the approach of designing a transmission/reception
schedule.

III. RELATED WORK
Different 6TiSCH scheduling techniques have been devel-
oped for deterministic LLN networks based on TSCH that
build and manage the schedules [13]–[26]. 6TiSCH Minimal
Scheduling Function (MSF) [27] is a simple scheduling func-
tion under standardization by IETF 6TiSCHWG. It manages
the call to 6top Protocol (6P) and computes the number
of cells that should be added, removed, or reallocated to a
particular neighbour by means of a bandwidth estimation
algorithm. These techniques experience information collec-
tion and negotiations overhead to maintain the schedule. The
autonomous scheduling techniques are developed that do not
involve the PCE element and there is no information negoti-
ation overhead to build the schedule. It maintains consistent
cell allocation with all neighbour nodes by using a hash of
nodes MAC addresses.

Orchestra, an autonomous scheduling technique [28] is
introduced where nodes autonomously determine communi-
cation schedules based on their MAC addresses. It defines
multiple schedules as per traffic plane, viz. the application
plane, routing plane, and MAC plane. The schedule is
updated automatically as per changes in traffic and topol-
ogy in the network. There are four types of slots in
Orchestra: Common Shared Orchestra (CSO) slots, Receiver
Based Shared Orchestra (RBSO) slots, Sender Based Shared
Orchestra (SBSO) slots, and Sender BasedDedicatedOrches-
tra (SBDO) slots. In RBSO, every node consists of one
receive (Rx) cell whose location is determined by using the
MAC address of the node, and one transmits (Tx) cell per
neighbour whose location is determined by the MAC address
of the neighbour node. In this method, several nodes allocate
cells towards the same receiver and hence contention prob-
lems may arise in such slots. In the case of SBSO, the slot
location is determined from the MAC address of the sender
node. Every node allocates one Tx cell whose location is
determined by the MAC address of the node and one Rx
cell per neighbour whose location is determined by the MAC
address of the neighbour node. The energy consumption in
SBSO is higher than in RBSO as it has a greater number of
Rx cells that always require a wakeup compared to the Tx

cells. But it experiences fewer contention problems as it has
one Rx cell per neighbour node.

e-TSCH-Orch [29] an enhancement over Orchestra
scheduling has been proposed for the network with hetero-
geneous traffic. This technique keeps track of the traffic at
every node by monitoring the pending packets in its queue.
It negotiates with subtree to gather traffic information. This
technique deals with the convergecast network and is not
applicable for downward traffic. Escalator [30] is proposed
where a schedule is created based on the RPL topology of
the network. This schedule is built for convergecast network
where every node except the root acts as the source and
sends data to the root. The scheduling cell is determined by
using certain rules based on the unique node ID and topology
of the network. TESLA: Traffic-Aware Elastic Slotframe
Adjustment [31] technique has been developed that analyses
the effect of RPL control slotframe length. A smaller RPL
slotframe size enables a more stable network but results in
higher energy consumption. However, a larger slotframe size
results in congestion collisions if the network involves a
frequent change in a preferred parent. ALICE, a link-based
autonomous cell scheduling technique [32], [33] is proposed
in which a unique cell is scheduled for every link in the
network. This technique does not involve any negotiation
overhead to build a schedule instead it uses a hash of theMAC
addresses of the sender and receiver. Each node uses a unique
cell for every transmit and receive link with its neighbour.
Also, this technique uses different schedules in different
slotframe to reduce the collision of a particular cell. It uses
slotframe number to change the schedule in every slotframe.
ALICE uses multiple channel offsets whereas Escalator uses
a single channel offset for every hop.

In the Orchestra scheme, a contention problem occurs if
there is a high density of nodes and heavy traffic load in
the network. In the scenario where all nodes except the root
generate data packets and forward them to the root node, there
is heavy traffic at the nodes near the root node and that results
in congestion in the network. Also, latency increases with the
traffic as every node needs additional timeslots to forward
the packets. In ALICE, cell allocation is done randomly in
a slotframe by using the nodes MAC addresses and hence,
every source node needs multiple slotframes to deliver a
packet to the root node. The performance of the network is
affected with increase in slotframe length and traffic in the
network. RBSO scheme suffers from high congestion which
results in packet drops under heavy traffic conditions. In the
SBSO scheme, only one cell is allocated to transmit to its
parent, and hence there is a significant increase in the delay.
Hence, there is further scope for the development of a new
scheduling scheme for the industrial deterministic network
to improve the overall communication between devices that
handle critical data.

IV. PROPOSED SCHEDULING TECHNIQUE
This paper proposes a new Low Latency Autonomous (LLA)
scheduling technique for the 6TiSCH convergecast network.
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TABLE 1. Parameters and its values.

In a convergecast network, all outlying nodes can send data to
a root node using wireless links over multiple hops. The pro-
posed technique schedules communication cells in consecu-
tive segments of slotframe autonomously for each directional
link from the source of data packets to the root sink node in
the network. It creates a schedule where all the nodes in the
network can deliver the data packet to the root node in a single
slotframe. Therefore, it minimizes the latency by allocating a
timeslot in consecutive segments along the packet forwarding
route from a source to the sink node. It does not require
any centralized mechanism, instead, it relies on the existing
network topology and node MAC address for maintaining
the schedules. Hence, it is a purely autonomous scheduling
mechanism.

This technique consists of three slotframes, viz. slotframe
for TSCH beacon, slotframe for RPL control message, and
slotframe for unicast data. It also uses channel hopping for
unicast data transmission to mitigate the multipath fading
effect. Channel offset 0 is used for the TSCH beacon frame
labeled as coeb, channel offset 1 is used for the RPL control
message labeled as corc and channel offsets 1, 2, and 3 are
used for unicast data transmission from node w to s and
labeled as couc(w). Table. 1 show the parameters and their
values used in the simulation.

TSCHBeacon Slotframe: Every node allocates two cells in
an enhanced beacon slotframe, one to transmit a beacon frame
and one to receive a frame. Time offset for TSCH beacon
frame is calculated as a hash of sender MAC address,

toeb (w) = hash [mac_addr(w)]%SFeb (1)

where mac_addr(w) is the MAC address of node w and SFeb
is enhanced beacon frame size. With coeb = 0, one fixed cell
is allocated by every node to transmit enhanced beacon frame,
[slotOffset, channelOffset] = [toeb(w), 0].

FIGURE 3. DODAG network.

RPL Control Message Slotframe: This slotframe is used
for broadcasting RPL control messages such as DAO, DIO
to synchronize nodes within the network. Time offset torc is
selected as 0 and channel offset corc is selected as 1. Hence,
one fixed cell is used for a control message at coordinate
[0, 1] . This cell is shared by all nodes in the network for
broadcasting control messages. The slotframe size should be
sufficiently small to repeat the cell cycle more frequently. The
control link is always-on for seamless communicationwith all
neighbours.

Unicast Data Slotframe: In the directed acyclic graph
shown in Fig. 3, each node except the root is a source of
data and sends unicast data to the root node. In the proposed
autonomous scheduling technique for such a scenario, nodes
that are far away from the root schedules cells at the beginning
of the slotframe, and nodes that are close to the root schedules
cells at the end of the slotframe.

The slotframe is divided into a number of segments, and
one unique cell is allocated to every link in the assigned
segment. We divide the slotframe into H segments, which
is equal to the number of maximum hops in the network.
A slotframe with 73 timeslots is shown in Fig. 4 and it
is divided into 6 segments. The segment length is written
as

Lseg =
SFuc
H

(2)

where H is the number of maximum hops in the network and
SFuc is a unicast slotframe length. Time offset and channel
offset for unicast data transmission are computed using MAC
addresses of sender and receiver node as a hash of directional
link.

This scheme computes one unique cell in a specific seg-
ment for every link in the network as per the hop distance of
the node. If a sender node w is at k hop distance from the root
node and a receiver node s is a parent node of w, the time
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FIGURE 4. Slotframe segmentation.

FIGURE 5. Pseudocode of the proposed scheduling algorithm.

offset for the link between node w and s can be written as

tout (ws) = hash [d · mac_addr(w)+ mac_addr (s)]%Lseg
+ (H − k) · Lseg (3)

where d is the direction of data transmission and it distin-
guishes between link (w→ s) and link (s→ w). The cell
location for a link (w→ s) is determined from their MAC
addresses and using the hash function. Hence, the Tx time
offset for sender node w to its parent node s is computed in
slotframe segment number (H − k + 1).
Similarly, if the receiver node w is at k hop distance from

the root node and the sender node z is a child node of w, the
Rx time offset for the link between node z and w is written as

tour (zw) = hash [d · mac_addr(z)+ mac_addr (w)]%Lseg
+ (H − k − 1) · Lseg (4)

Time offset for a link (z→ w) is computed in a slot-
frame segment number (H − k). With this allocation, node w

FIGURE 6. Flowchart of the proposed scheduling algorithm.

receives a data packet from node z in a segment (H − k) and
can forward it to node s immediately in the next segment.
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A leaf node that is H hop away, viz. at maximum hop dis-
tance, from the root node, allocates the Tx cell in the first
segment of slotframe for communication with its parent node.
A node that is one hop away from the root node allocates a
Tx cell in H th segment and Rx cell in (H − 1)th segment of
the slotframe.

For the network in Fig. 3, a unique Tx cell in segment 1 is
allocated to every link from nodes that are H hop away to
(H−1) hop away nodes. One Tx cell in segment 2 is allocated
to every link between nodes that are (H − 1) and (H−2)
hop away and so on. For a link between the root node and
its neighbors, Rx cells for the root are allocated in the last
segment. To allocate a unique cell for every directional link
slotframe length should be higher than the (2N − 2)/3 for
N nodes. Small slotframe size enables more transmission
opportunities as timeslots repeat more often. On the other
hand, it results inmore energy consumption as the nodewakes
up frequently. The large slotframe size is resulting in higher
latency and lower PDR.

Channel offset for unicast data transmission is derived as
a hash of the sender’s MAC address. If node w is the sender
and node s is the receiver, then the channel offset is written
as

couc (w) = hash [mac_addr(w)]%Cnu + 1 (5)

where Cnu is the number of channel offsets used for unicast
traffic and it is equal to 3. The sender node uses its MAC
address to determine the channel offset and it is the same
all the time. However, communication channel frequency is
determined as

Channel_freq = F {(ASN + channelOffset)%Cnu} (6)

where F is the look-up table of channel frequencies and ASN
is Absolute Slot Number. ASN represents the number of time
slots elapsed since the network is started. It changes in every
time slot resulting in different channel frequencies in a new
slotframe. Channel offset 0 is used for the TSCH beacon
frame which is the highest priority frame. Hence, to avoid
the overlap on a particular cell in a slotframe with unicast
data and dropping of a packet on that cell channel offset 0 is
not used for data frames.

Fig. 5 and Fig. 6 show the pseudocode and flowchart of the
proposed scheduling algorithm, respectively.

V. PERFORMANCE EVALUATION
The proposed scheduling scheme is implemented on the
open-source Contiki-NG IoT platform [34] and for the perfor-
mance evaluation, we have used the Contiki Cooja simulator
that supports hardware-level emulation. The performance of a
proposed scheme is compared with the existing autonomous
scheduling techniques such as SBSO and ALICE. The dif-
ferent number of slotframes and segments were considered
for the performance analysis and comparison. As Orchestra,
the proposed scheme uses three slotframes as per the type of
traffic as; the enhanced beacon slotframe with 397 timeslots
for transmission of the beacon data, the broadcast slotframe

FIGURE 7. Latency versus slotframe length.

with a length of 31 timeslots for the RPL control messages
exchanges, and the unicast slotframe of variable length for
the transmission of application data. The size of a beacon
slotframe should be larger than the number of nodes in the
network for contention free transmission. Every node has
one Tx cell and one Rx cell to exchange beacon data from
its selected time source. The probability of contention is a
function of traffic rate and the slotframe length. To avoid the
collision of the RPL control message with the highest priority
enhanced beacon cell, slotframe length of 31 is selected for
RPL control messages.

The simulation setup consists of 50 nodes that are placed in
the 7 × 4 grid (700 m × 400 m) as a usual scenario in the
IIoT network. Data from different machines in the indus-
try are collected at the root node at 6 hops away and sent
over the internet for processing and analysis purposes. The
network topology consists of the root as a sink node and
49 source nodes. The transmission and interference range of
nodes is set to 100 m and the packet transmission interval
is set to 15 sec for each scheduling scheme. The parameters
such as average end-to-end latency, average duty cycle, and
Packet Delivery Ratio (PDR) of a node for different slot-
frame sizes are considered for performance analysis. Slot-
frame length is varied from 29 slots to 101 slots. Size is
selected based on the number of nodes in the network, traffic
conditions, and performance parameters like energy con-
sumption and radio duty cycle. Smaller slotframe results in
more energy consumption, whereas, a higher slotframe size
leads to more latency. Also, PDR is affected with increasing
slotframe size as a lesser number of cells are available for
transmission.

As demonstrated in Fig. 7, the results show that the pro-
posed LLA scheme for a slotframe with 29 slots and 6 seg-
ments has a latency of only 0.3 sec, which is 66.6% and
62.5% lesser than that of SBSO and ALICE, respectively.
For a slotframe with 101 slots, our scheme has maximum
latency of 1.3 sec, which is 76.4% and 41% lesser than that
of SBSO and ALICE, respectively. In the SBSO scheme,
latency increases with an increase in slotframe length as
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for every node, multiple timeslots are required to receive
packets from all neighbours while only one timeslot to send
them to the parent. Hence in multihop networks, the latency
increases proportionally to the slotframe length. In the pro-
posed scheme, cells are allocated in consecutive segments
for the transmission path from the source of the packet
to the root node and can transmit a packet in one slot-
frame. This is because of dividing a slotframe into segments
equal to the maximum number of hops in the network.
We have also analysed the performance by dividing the
slotframes into 2, 3, 4, and 5 segments. In all cases, the
latency performance of the proposed scheme is better than
the scheduling schemes reported in the literature. However,
if we continue segmenting the slotframe, it may lower the
performance due to the non-availability of sufficient cells for
communication.

End-to-end latency in the proposed scheme is lesser as
cells are allocated in consecutive segments of the slotframe.
In the best-case scenario, a packet is transmitted from source
to destination in less than 1 sec if slotframe size is 101 slots.
Whereas, if link layer packet is need to be retransmitted
then the end-to-end transmission may take more than one
slotframe which increases the end-to-end latency. Latency is
minimum if the number of segments is equal to the maxi-
mum number of hops in the network. SBSO is a node-based
scheduling technique in which one transmit cell is scheduled
and one receive cell is scheduled per neighbour. If there are
more packets in the queue, this scheme suffers from a latency
problem as the node can send only one packet in every slot-
frame. The latency in ALICE is higher if all nodes except the
root are a source of data and also forwarding the packets from
other sources to the root. Cell allocation is done randomly
within the slotframe using the MAC address of the sender
and receiver node. Also, the heterogeneous distribution of
traffic within the industrial environment results in congestion
at the nodes close to the sink. The latency increases with
the increase in slotframe length, a number of nodes, and
traffic in the network. In a lossy network, if any intermediate
node fails to forward the packet in a specified segment,
then it has to wait for the next slotframe. In this case, the
latency of the proposed algorithmwill be the same as existing
techniques.

The radio duty cycle is the percentage of radio ON time to
the total timeslot period of the node. The higher duty cycle
of the node consumes more energy and reduces its lifetime.
With the increase in slotframe size, the duty cycle of a node
is reduced as a greater number of cells are available for data
communication. The results of a node duty cycle for different
sizes of unicast slotframe are shown in Fig. 8. At receive cell
for receiving any packet from neighbour nodes, each node
wakes up and listens to the medium. As illustrated in Fig. 8,
the duty cycle of the proposed scheme is 4% and 2.7% for the
6 segment slotframe with 29 slots and 101 slots, respectively,
which is the lowest amongst the other scheduling schemes.
For SBSO, it is 5% (for 29 slots) and 4.5% (for 101 slots) as

FIGURE 8. Duty cycle versus slotframe length.

TABLE 2. PDR for different slotframe length.

each nodewakes up a number of times in every slotframe. The
reduction in duty cycle in SBSO is at the cost of lower PDR.
In the case of ALICE, the duty cycle is 4.2% for slotframe of
29 slots, and it is reduced to 2.8% if slotframe size is increased
to 101 slots but for this large slotframe size, the average end-
to-end latency is higher.

The PDR in a network is the percentage of the total number
of packets delivered to the destination to the total number
of packets sent by the source node. Table 2 shows the PDR
performance for different slotframe sizes. As in ALICE, the
PDR of the proposed scheme is higher than 99%. In the
case of SBSO, PDR is restricted to 69.5% if slotframe size
is increased to 101 slots due to lesser transmission opportu-
nities. PDR is observed to validate the performance of the
proposed schedule by increasing the slotframe size. Slotframe
is divided into a number of segments that may decrease
the number of cells available for transmission for the larger
slotframe size. This method selects a specific segment for
the transmission based on the hop distance of the node.
It uses MAC addresses of sender and receiver along with the
direction of transmission to find the cell location. Although
the proposed technique is based on slotframe segmentation
computation, it shows a significant reduction in end-to-end
latency in the transmission.
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VI. CONCLUSION
A new Low Latency Autonomous (LLA) scheduling tech-
nique for the 6TiSCH deterministic industrial applications is
proposed. We introduce the concept of segmentation in the
slotframe for cell scheduling. The schedule uses the MAC
addresses of the sender and receiver node and does not create
any traffic overhead for cell negotiation. The performance of
the proposed scheme is observed by dividing slotframe into
a different number of segments. It is observed that perfor-
mance parameter latency is greatly improved if the number
of segments is equal to the maximum number of hops. This
approach is more efficient as all nodes at any specific level in
the network will acquire unique cells in the same segment for
communication. The results prove that the proposed scheme
outperforms the existing techniques by reducing the latency
and radio duty cycle. The proposed scheme reduces the end-
to-end latency up to 41% and the duty cycle up to 3.5%
as compared to existing schemes. The proposed scheduling
scheme can be improved by considering the congestion near
the root node.
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