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ABSTRACT Computational complexity is a matter of great concern in real time face recognition systems.
In this paper, four state hidden Markov model for face recognition has been presented whereby coefficients
of feature vectors have been curtailed. Face images have been divided into a sequence of overlapping
blocks. An observation sequence containing coefficients of eigen values and eigenvectors of these blocks
have been used to train the model and each subject is associated with a separate hidden Markov model.
The computational complexity of the proposed model has been minimized by employing discrete wavelet
transform in the preprocessing stage. Furthermore, singular value decomposition has been employed on face
images and a threshold singular value is determined empirically to reject or accept test images. Principal
component analysis is used for feature extraction. Accepted test images are classified based on the majority
vote criteria using different observation sequences of image features. Experimental findings on Yale and
ORL databases in noisy such as Salt and Pepper and noise free environments reveal that the recognition
accuracy of the proposed model is comparable to the existing techniques with reduced computational cost.

INDEX TERMS Face recognition, four state hidden Markov model, principal component analysis, singular

value decomposition, discrete wavelet transform.

I. INTRODUCTION

Face recognition (FR) has become challenging and fast-
growing research topic. FR is a passive method for
biometric identification and avoids direct personal interac-
tion. Researchers have developed a variety of methods in
ideal and noisy environments. Most of the FR techniques
focus on improving the recognition rate and pay little
attention to decreasing the computational complexity. In five
state hidden Markov model (HMM) the image has been
divided into five face regions; hair, forehead, eyes, nose
and mouth [1]. In seven state HMM two more face regions;
eyebrows and chin have been included [2]. Three state HMM
is based on three different facial poses as states [3]. We have
eliminated the hair region from five state hmm to make it
as four state that reduces computational complexity which is
proportional to the number of states.
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Feature extraction and classification are the two key
steps in automatic face recognition (AFR) [4], [5]. There
are two types of features extracted from image contents:
global and local features. Typical global feature extraction
techniques are eigen faces [6] and Schur faces [7]. However,
the performance of these methods degrades under varying
facial expressions. Principal component analysis (PCA) is
generally employed for extraction of image features [8].
Support Vector Machine (SVM) realizes the partitioning of
classes with an optimal hyperplane [9]. Kim et al. [10]
presented a singular value decomposition (SVD) face which
is an efficient feature descriptor under varying illumination
conditions. Jian et al. [11] proposed that SVD can be used
for the reconstruction of high-resolution (HR) images from
low-resolution images using a mapping function. These
HR images effectively improve the recognition accuracy.
Local features are extracted to illustrate the variations in
the local patches of an image in more details. However,
execution time is the limitation of local methods in real
time applications [12], [13]. Local Binary Pattern (LBP)
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extracts local patterns of images based on pixel’s intensity
comparison values that serve as a basis for remote learning
transformation. Gabor filter extracts texture pattern and edges
of faces but it increases redundancy [14]. Linear discriminant
analysis (LDA) reduces number of features to a more
manageable number prior to classification [15]. Independent
component analysis (ICA) extracts the hidden features of
image and defines a generative model in FR [16], [17].

The second main problem in FR is to classify the test
images of trained databases based on minimum distance
or maximum likelihood criteria [18], [19]. Classification of
face images under an uncontrolled environment requires a
robust algorithm. However, the computational cost of these
algorithms is a serious challenge that hampers its application
in real-time AFR. It necessitates to reduce the image
dimensions using a transformation approach that retains
significant image features. Numerous transformations have
been used for dimensionality reduction in the preprocessing
stage, however, in this paper, discrete wavelet transform has
been envisaged for the subject before FR. The computational
cost of an algorithm depends upon observation vector
length and classification model used. Therefore, selection of
classifier has a major impact on the operation of FR system.
Numerous other classification models have been developed
such as linear regression classifier [20], minimum distance
classifier [21], neural networks (NN) [22] and HMM [23].
These distance measures misclassify test images of untrained
databases to one of the trained database images. The
architecture of the convolutional neural networks has been
widely used but requires more time for training [24], [25].
SVM has already been used in binary classification of data
points. Nebti et al. used SVM for FR in combination with
HMM [26].

Nonlinear minimum static [27] bilateral and trained filters
based on non-local mean (NLM) [28], [29] are used to
denoise images, same have been used in processing stage
of the proposed algorithm. In real time applications, the
noise is a complex phenomenon [30]. In [31] the proposed
architecture significantly outperforms the classical K-SVD
algorithm while preserves the original K-SVD essence [32]
and approaches the latest state-of-the-art learnable denoising
methods. Ren et al. [33] used non-local self-similarity
technique using Haar transform and Wiener filter based on
blind denoising method.

Feature extraction and classification of FR have been
discussed in section 1. Rest of the paper is structured such
that section 2 describes the related work on the existing
FR techniques. Section 3 describes the proposed algorithm
for FR. Experimental results have been demonstrated in
section 4, followed by comparative study and conclusion in
section 5 and section 6, respectively.

Il. RELATED WORK

Mittal er al. [19] suggested a hybrid feature extraction
approach that was centered on the blend of SVD and
LBP features. Query image was classified based on the
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minimum distance between observation vectors of query and
database images. Alobaidi et al. [34] used two frequency
domain features; discrete cosine transforms (DCT) and DWT.
Majority voting scheme was employed to classify face
images. Abuzneid et al. [35] used local binary pattern his-
togram (LBPH) for dimensionality reduction. Five different
distance methods were employed to form a feature vector.
Back propagation neural network (BPNN) was exploited for
recognition of the test images. However, training process of
BPNN is computationally expensive. HMM has been used in
AFR due to its computational efficiency in training and eval-
uation of images. The number of states have a major impact
on the efficiency of HMM based AFR. Samaria et al. [36]
proposed five state HMM to classify face images using pixel
intensity values as features. Nefian and Hayes [1] employed
2D-DCT to reduce complexity of FR system. Shen et al. [38]
presented DWT based HMM to efficiently recognize the
high dimensional images. DWT was used to replace Discrete
Cosine Transform (DCT) to achieve better accuracy of FR
algorithm based on HMM for extraction of observation
sequence. Wang et al. [39] proposed an assessment function
to evaluate the performance of five state HMM for different
overlap ratio between image blocks. In [40] two more facial
regions (eyebrows and chin) were incorporated and seven
state HMM was employed to evaluate observation vectors
formed using singular values and coefficients of singular
vectors. This results in a high recognition accuracy but
increase computational cost. Arindam et al. [41] proposed
local modified Zernike moment per unit mass LMZMPM for
facial recognition which is quite robust. For each pixel in a
neighborhood, the proposed LMZMPM computed and then
the complicated tuple that encompasses both the phase and
magnitude coefficients of LMZMPM as the extracted features
are considered only. Edges and structural data have additional
information about the image such as, both the phase and
the magnitude elements of the complex feature. However,
it is computationally expensive. Wan et al. [42], [43] used
maximum margin criteria to classify face images. To obtain
the finest class projection matrix, maximum inter-class
distance and minimum intra class distance was calculated.
They built the multiple manifolds inter-class and intra-class
scatter matrix. Still determination of classification threshold
parameter is a major issue that affects the recognition
accuracy of the model. Lahaw et al. [44] proposed SVM
model to classify face images based on ICA, PCA and
LDA features. However, it is inadequate for pose variant
expressions.

HMM is the most successful statistical classifier that
isolates credible features from image. However, it depends on
each individual state and its respective observation sequence.
It is employed for each subject separately from a set of
training images. Recognition accuracy is proportional to
number of training images. Training images can be excluded
but the parameters of the model are stored. In the recognition
process, the maximum probability of unknown face image
with the trained models leads to the unknown person.
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FIGURE 1. Proposed model for face recognition.

Jameel et al. [45] proposed seven state HMM using DCT
followed by PCA as feature extraction technique that is
computationally expensive.

Ill. THE PROPOSED WORK
This paper focuses on efficient FR system using PCA for
feature extraction and four state HMM for classification.
In this paper, we proposed an efficient four-state HMM to
replace higher order HMMs for classification. The proposed
model employs singular value threshold and majority vote
criteria to minimize the misclassification rate. It successfully
rejects test images of untrained databases using distinct
threshold singular value prior to feature extraction.
Preprocessing stage includes noise removal and sparse rep-
resentation of image using Haar. Eigenvalue decomposition
is used to extract informative features from face images.
The proposed framework is shown in Fig. 1. Face images
are divided into four facial regions that are modelled by
the hidden states of HMM as shown in Fig. 2. The feature
coefficients of different facial regions represent visible
symbols of HMM.

A. PRE-PROCESSING

A non-linear minimum static filter of order three is used to
suppress undesired distortions and enhances image charac-
teristics. Furthermore, image dimensions are reduced using
the Haar wavelet. Figure 3 shows an example explaining the
working of a minimum order-static filter. Table 1 (a) and (b)
shows a minimum filter that uses a 3 x 3 window that works
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FIGURE 2. Four state HMM for human face image.

on a6 x 6 region of an image. DWT has exceptional local-
ization properties that makes it computationally effective.

SVD is used to factorize face images obtained after
preprocessing step using (1). The peculiarity of SVD is that
it can be performed on any arbitrary (i x j) matrix.

I =MUNT (1)

where I represent face image, U is diagonal matrix that
contains singular values of image, M and N are orthogonal
matrices containing orthonormal arbitrary vectors. Principal/
Dominant singular values are determined for all training
images and difference between the normalized singular
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FIGURE 3. An example of operation of the order static filter (a) Before
filtering (b) After filtering.

TABLE 1. An example of the operation of minimum order static filter.

200 198 195 191 201 190
193 194 198 201 197 201
200 199 196 200 198 193
190 201 197 194 196 197
194 202 200 199 193 194
191 196 198 195 199 191

(a) Before filtering
0 0 0 0
193 191 195 190
190 194 194 193
190 194 193 193
190 194 193 191
0 0 0 0

[} Nel Nol Nol Noi No)
[} Nel Nol ol ol No)

(b) After filtering

FIGURE 4. Overlapping blocks.

values is computed. Empirically a distinct threshold singular
value is determined for each face database to reject test
images of untrained databases prior to feature extraction.
Thereafter, significant features of accepted test images are
extracted. The strength of proposed approach is to employ
PCA on local blocks of images for feature extraction.

B. FEATURE EXTRACTION

Face images are scanned using a sampling window from top
to bottom approach and overlapping blocks are extracted as
shown in Fig. 4. Number of blocks obtained for each face
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FIGURE 5. Eigen values for a face image.

image are determined using (2).

Np = (HizHe) )
=\u,-o,
where Np = 50 is number of blocks extracted using

H; = 53, H,, = 4 and O, = 3 that represent image height
after dimensionality reduction, sampling window height and
overlap size respectively. Covariance matrix of each block is
factorized using eigen decomposition.

GiVi=UV; (€)

where U; and V; are matrices containing eigen values
and eigenvectors of the covariance matrix respectively.
Then select only those eigen values and coefficients of
principal components for which classification accuracy of the
proposed model is maximum at reduced computational cost.
Fig. 5 shows eigen values of a face image as a function of
its index numbers. It is clear from this figure that eigenvalues
corresponding to first two principal components carry most
of the information about face image while remaining
eigenvalues are negligible. Multiple combinations of these
eigen values and coefficients of principal components are
tested to evaluate recognition accuracy. Desired results are
obtained when we used two eigen values (Upci, Upc2)
corresponding to first two principal components and first
coefficient of principal component Vpci(1, 1). These three
coefficients are used as features describing image block.
These block features are quantized to specific discrete levels
to reduce the computational cost using (4) and (5).

f]" _fmin

L

= @)
fmax _f'min

=t 3)

where ", fmax and 7" are minimum, maximum and
quantized values of feature coefficients respectively. Aj is
the difference between two successive quantization levels and
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FIGURE 6. Training process of HMM.

L; is the number of quantization levels. Quantized features are
assigned labels using (6)

Labels = g, (1) x 8+ g, (2) x 60+ ¢g,(3) x 2+ 6 (6)

where g, (1), g, (2) and g, (3) represent quantization levels
of Vpei(1, 1), Uper and U, respectively. Empirically good
values of g, (1), ¢, (2) and g, (3) are found to be 10, 10 and 7
respectively. Thus, for each block there are 700 possible
training feature values. An observation sequence is formed
for each training image which contains feature labels of all
image blocks. This observation sequence is further used to
train HMM.

C. HMM TRAINING PROCESS

Human facial regions: forehead, eyes, nose and mouth have
been modelled by four states of HMM. Training process
of HMM is shown in Fig. 6. Feature coefficients of face
image are the visible symbols of model. Two major steps are
involved in HMM training. In the first step model parameters
{A, B, I1} are initialized where A and B are transition and
emission probability matrices respectively and IT is initial
probability vector. In proposed model adequate results have
been obtained using following initial parameters.

N =4
|O] = 700
IT = [1000]
a,=08 1<r<N-1,
arr+1 = 0.15
azs =1
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TABLE 2. Transition matrix A.

Forehead Eyes Nose Mouth
Forehead 0.85 0.15 0 0
Eyes 0 0.85 0.15 0
Nose 0 0 0.85 0.15
Mouth 0 0 0 1
B = (é) x ones(N, O) @)

where a, , and a, .41 are transition probabilities from state
rtor and r to r41 respectively. Number of states and visible
symbols are represented by N and O. Table 2. shows the initial
transition probability matrix of four states HMM for FR.

Probability of transition for a particular visible symbol (b,)
is determined using (8).

ba
C(S S
P, s 5,40 = o 2 Okl ®)

b
Z?’:l ZZ:I (S, — S1)

where C(-), ar, aj and b; represent number of counts of
transition, specific hidden state, all possible hidden states and
visible symbols respectively. Number of counts is determined
using (9).

by imax SlT by
CSy — Srp) = E izl P b_T X |\ S —> Sr41
©

where al-T and T represent sequence of hidden states and
sequence length of visible symbols respectively. After each
iteration of Baum Welch algorithm model parameters are
updated and these parameters are used as initial parameters in
next iteration. Updated transition and emission probabilities
are determined using (10) and (11) respectively.

b
Yk PSS = Srq1)

ar,r+1 = be (10)
Z[ Zk P(S, — 8p)
ba
PSS — S
bt = > Pt r+1) (1D

b,
S L PS5 Sp)

where b,y] 4 represents emission probability of visible
symbol by that is emitted by hidden state S, 1. This process
continues until model is converged i-e variation of probability
values in two consecutive iterations is within a specified
threshold which is 0.09 in proposed technique.

D. CLASSIFICATION PROCESS

After training each person is associated to a separate
HMM. Each test image is represented by two different
observation sequences containing coefficients of eigen values
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and eigenvectors that are slightly different from each other as
given below.

bT = [Vpcl(l» D), Upcl, Uch]
bY = [Vper(1, 1) x 1.01, Uper, Uper x 1.04]

Probability of each observation sequence of a test image is to
be determined against all trained HMMs.

bT

P<—”> =? u=12 (12)

On
where 6, represents the trained HMMs. To determine this
probability, we find out all possible sequences of hidden
states/facial regions that may generate the given observation
sequence. P(b7/9) is calculated by taking summation of
probabilities of all these hidden state sequences using (13).

T i
P (Z—n> =" POu[sOPST. i =N] (13)
where ipax represents the maximum number of possible paths
of hidden states through which model can make transitions
while generating b. Hidden sequence SlT represents one
of those possible hidden sequences SiT of length T that has
generated b! .

ST = [51.52.5.. ... 5] (14)

Probability of a particular hidden sequence is given in (15)
that is the product of transition probabilities at different time
instances. Similarly, probability of observation sequence for
a known hidden sequence is given in (16) that is the product
of emission probabilities at different time steps.

P(SIT> = H,TZIP(Sz,/Sl,_l) (15)
POu s =T, POu0)/s;) (16)

For time instant t = 1, P(bZ/ST ) is the probability that model
is at first state of a particulalr hidden sequence, and it has
generated first visible symbol of known observation sequence
of test image. By putting the values of (15) and (16) in (13)
we get

Si (1)

o imax 7T b;

Test image is classified based on the majority vote rule of
evaluation probabilities for known observation sequences as
given in (18).

. bY b
if P (#) = maxpP(7%)

otherwise

)/
Liest = { ¢ (18)
unknown

T
where P <Z—’;) is evaluation probability of observation

sequence bl . Test image Iy is classified to k™ person in
the database if evaluation probability for both observation
sequences is maximum against trained HMM; 6.
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E. COMPLEXITY ANALYSIS

The computational complexity and features required for the
characterization of face in a system is associated with N,
which is number of states. Five state [1] and seven state [2]
HMM used for FR achieved better recognition rate but their
computational complexity increases significantly. Compara-
tively, for three state HMM [3] the proposed method achieved
better recognition rate. Reduction in the number of states
leads to minimal memory occupation but on the same time
efficiency compromises. Thus, decreasing HMM dimensions
decrease computational complexity significantly. Complexity
of HMM training process is proportional to complexity
of Baum Welch algorithm. Baum Welch algorithm has
time complexity of O(NSZT) per iteration [46]. Observation
sequence length T in the proposed technique is calculated
using (19).

T = Ny x Ng x Np (19)

where Ny is number of images used in training, Np is number
of blocks per training image and Nr is number of feature
coefficients per block. Overall complexity of HMM training
for all individuals in the face database is calculated using (20).

Overall Complexity = Nj, x Nj x N2 x T (20)

where N, is total number of persons and N;; is number of
iterations. Forward algorithm is used for testing or evaluation
of an observation sequence. Complexity of forward algorithm
is O(N ET) [47]. Overall complexity of HMM evaluation for
all persons in the database is NPNSZT. DWT is employed
prior to FR that reduces computational complexity to its one
quarter.

F. ASSESSMENT FUNCTION

In previous techniques, performance of FR system was
evaluated based on recognition accuracy. In the proposed
technique an assessment function is used in which error
rate and computational complexity have been considered.
Assessment process is depicted in Fig. 7. Error rate and
complexity of the algorithm have been calculated for different
number of states for the model.

Error Rate = 100 — Recognition Rate(%) 21

Error rate and computational complexity are normalized
using Min Max data normalization method as given in (22)
and (23) respectively.

N(E,) = E,, — min(E,,) 22)
" max(E,,) — min(E,;)
Cp, — min(Cy,;)

N(Cpn) = wherem =1,2,...8

(23)

max(Cy,) — min(Cp,)’

where N (E,;) and N (C,,) represent normalized values of error
rate and computational complexity for eight different states of
model respectively. Assessment function is given in (24).

AF = w1 x N(E,) +w2 x N(Cp) (24)
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where wi is the weight of error rate and w; is the weight
of computational complexity and their weights are assigned
based on their entropy.

1 —entropy(i)
X (1 — entropy(i)’

Parameters of HMM with minimum value of assessment
function are considered as favorable parameters.

i=1,2. (25)

Wi

IV. EXPERIMENTAL RESULTS

Implementation of the proposed method has been executed
using C++ with MATLAB 2022a software on a system
with an 11th Generation Intel Core i7-1165G7processor @
2.8 GHz, 16.00 GB RAM, 64- bit. ORL and Yale databases
have been used to verify the effectiveness of the proposed
algorithm in recognizing the face. Petya Dinkova et al [41]
proposed 7-state HMM for FR. Our proposed methodology
increase efficiency by reducing the number of HMM states
and achieves satisfactory recognition rate.

ORL database contains 400 face images of 40 individuals
with different face orientations and facial expressions [48].
The original image size is 112 x 92 pixels. The images
have been captured at various moments, varying illumination,
facial expressions (open/closed eyes, happy/unhappy) and
facial characteristics. Yale database contains 165 face images
of 15 individuals with different illumination conditions and
face behavior [49]. There are 11 images per subject with
different facial expressions having original image size of
231 x 95 pixels. Local images have been used to augment
the performance of proposed algorithm. To expedite the
algorithm time and to reduce memory utilization along with
using only three SVD coefficients. We reduced the formatted
images of the given databases to 53 x 44 jpeg images. Image
resizing causes information losing which tends to reduce
the recognition rate. However, we have achieved 98.5%
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TABLE 3. Recognition accuracy for different training images.

Number of Training Images Recognition Rate (%)
ORL database | YALE database
Ntr=35 98.5 94.44
Ntr=6 99.375 97.33
Ntr=7 100 98.33
Ntr=38 100 100
Ntr=9 100 100

classification accuracy on ORL database while significantly
speeding up the proposed algorithm. In Fig. 8(a) to 8(c)
sample images of these databases are shown. Crossed images
represent misclassification.

Two different experiments are performed on these
databases. In first experiment, images are grouped into
training and testing pairs. In the training phase, HMM model
parameters have been initialized for each training face. Baum
welch algorithm has been used to associate separate HMM 6
to each face. Subsequently, recognition accuracy of proposed
model is calculated using 5, 6, 7, 8 and 9 image of each subject
for training the model and remaining images for testing as
shown in Table 3.

In second experiment, images are classified based on
the maximum evaluation probability without considering the
majority vote rule of classification. In the testing phase,
evaluation probability of observation sequence has been
calculated and compared with trained HMM model 6. Test
face image is classified to k™ person in the database if
evaluation probability for both observation sequences is
maximum against trained HMM 6. It is also worth noting
that recognition accuracy of four state HMM is comparable
to higher order HMMs for feature coefficients of principal
component. As every image block is transformed into a
covariance matrix of size 4 x 4. Eigen decomposition of
each of these covariance matrices results in two matrices of
4 x 4 dimensions. Fig. 9(a) to Fig. 9(f) show the eigen values
for sample images from ORL, Yale and Local databases.
Table 3 is depicting the objective analysis of the proposed
model.

Diversity exists in two principal eigen values of image
blocks while remaining eigen values are negligible. So,
we used these eigen values and changed the coefficients
of eigenvectors and computed recognition accuracy for all
coefficients of eigenvectors. Fig 10(a) and 10(b) show the
recognition accuracy of proposed algorithm for 8 different
states (S1, S2, ..., Sg) of HMM on ORL and Yale databases
respectively. PCj;(i,j =1, 2, 3, 4) in these graphs represent the
j coefficient of i principal component for all image blocks.
It is evident from the graphs that maximum recognition
accuracy is achieved for coefficients of principal component.
It gradually decreases as the feature coefficient is changed
from PC; to PCj4.
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FIGURE 8. Example images (a) ORL database (b) Yale database (c) Local
database.

It is also worth noting that recognition accuracy of four
state HMM is comparable to higher dimensional HMMs for
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FIGURE 9. Eigenvalues for sample images for ORL, Yale and Local
Databases, respectively.

feature coefficients of principal component. Proposed 4-state
HMM model gives acceptable results. Moreover, Assessment
function index values, ROC curve represented by Fig. 11 and
Fig. 12 respectively, are other assessment methods used
to show the effectiveness of model. Assessment function
index values are also determined for 8 different states of
HMM using their computational costs and error rates. Fig. 11
illustrates that assessment function index value is smaller for
four states HMM that gradually raises by increase in the states
of the model. This is due to the reason that complexity boosts
by number of states of the model while variation in the error
rate is minimum for higher states. In second experiment, test
face images are categorized into known and unknown images.
Known images are those test images that are associated
with trained database whereas unknown test images belong
to untrained database. In the evaluation of ORL database
150 images of Yale database are used as unknown face images
and vice versa.
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FIGURE 10. Recognition accuracy of proposed algorithm for different states of HMM, (a) ORL database, (b) Yale database.

Fifty local images are also used as unknown images Recognition and rejection rates of proposed technique for

for these databases. In this case, singular value threshold known and unknown images are listed in Table 4.
and majority vote rule are also incorporated to recognize Recognition accuracy for trained database images is
known images and successfully reject the unknown images. dropped down by incorporating face rejection. This is due to
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TABLE 5. Parameters design for ORL and Yale database.
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FIGURE 11. Assessment function values for ORL and Yale databases.

TABLE 4. Recognition and rejection rates using five training images.

Face databases Recognition Rejection Rate
Rate (%) (%)
ORL with SVD threshold 97 73
ORL with SVD and majority vote 94.4 82
Yale with SVD threshold 92.22 84
Yale with SVD and majority vote 85.56 86

the mismatch in threshold singular value and classification
results against two slightly different observation sequences
of some known images. Therefore, these images are also
rejected by the model along with unknown images. Param-
eters used for proposed model on Yale and ORL database are
specified in Table 5.

V. COMPARATIVE STUDY

Although, HMM has its own demerits and not a novel method
but it provides flexibility to manipulate the training and
verification processes. It has strong statistical foundation
with efficient learning algorithms where learning can take
place directly from raw sequence data. In image recognition,
we need such methods that should be able to outperform
with any type of input image (different illuminations, noise,
orientation etc.) Due to these main characteristics, HMM
is good choice as compared with other state of the art
FR techniques [37]. Table 6 summarizes the recognition
precision of state-of-the-art FR techniques and proposed
model on ORL and Yale data sets. The proposed model
performance is estimated for three separate observations.
In first observation, face images are classified based on
the maximum evaluation probability in which comparable
recognition accuracy is achieved but no unknown test image
is rejected by the model. In second observation, we only used
singular value threshold to reject unknown test images in
which six and seven images of ORL and Yale databases are
misclassified.
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Parameters ORL Dataset Yale Dataset
Block Height 5 5
Block overlap 75% 75%
Quantization level 1 10 10
Quantization level 2 10 10
Quantization level 3 7 7
Number of states 4 4
Index of training [56789] [567809]
images
Index of testing [123410] [12341011]

images

Selected features

Upet, Upea, Ve (1,1)

Upets Upea, Ve (1,1)

Image size 53x44 53x44
Accuracy: 98.5% Accuracy:

Remarks Total of 200 testing 94.44%
images for 40 Total of 90

individuals

testing images for

15 individuals

TABLE 6. Recognition rate comparison on ORL and Yale databases.

Method Ref | Recognition Rate (%)
ORL Yale
database| database
Schur faces [7] 85 86
SVM-HMM [26] 100 -
SVD-HMM [18] 96.6 82.7
BPNN [35] 98 97.7
DCT-HMM [39] 85.5 82.23
SVD-HMM [40] 96.6 82.6
PCA-DCT [45] 95.122 |-
LGE/MMC [42]  [9562 |94.90
MLGE/MMC [43]  |97.64 |96.94
DWT-PCA [44] 96 -
Proposed without threshold - 98.5 94.4
Proposed with SVD threshold - 97 92.22
Proposed with SVD and majority - 94.5 85.56
vote

The proposed model also rejected 73% and 84% unknown
images for trained databases. In third observation, we incor-
porated majority vote rule along with singular value threshold
in which recognition accuracy for known images is dropped
down slightly as depicted in Table 6. The ability of proposed
model to successfully reject 82% and 86% unknown images
is advantageous for trained ORL and Yale databases respec-
tively. It is evident from these observations that proposed
algorithm is effective in classifying face images captured at
varying illumination conditions, different facial expressions,
and behavior. Table 6 shows that for ORL database,
4-state HMM has better recognition rate than other tech-
niques proposed in [7], [18], [35], [39], [40], [42]-[44]
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TABLE 7. Computational complexity comparison (in terms of counting
elementary operations) on ORL and Yale databases.

Method Ref Complexity per image

ORL database Yale database

NB | Complexity| NB | Complexity

7 State HMM [26]| 60 8820 60 8820

7 State HMM [18]] 60 8820 111 16317
7 State HMM [401| 52 7644 52 7644
Proposed without - 50 2400 50 2400

threshold
Proposed with majority | - 50 4800 50 4800
vote

and [45] except [26] in which 100% recognition rate was
claimed. However, computational complexity of [26] is much
higher than our proposed HMM model for FR. Table 7 depicts
that complexity regarding recognition process, and it varies
quadratically with several states of model and linearly with
the observation sequence length.

In state-of-the-art systems seven state, HMM has been used
more frequently with the aim of maximizing recognition rate
but its computational cost is very high. We tested several
HMM states to reduce the complexity. Comparable results at
reduced computational cost are obtained using four states of
model.

Computational time per image recognition observed is
50 ms for proposed model shown in Table 8. Computational
cost of proposed model for face rejection is twice the
forward algorithm as in this case it runs for two different
observation sequences. Number of states determines the
number of features used to characterize the face besides
computational complexity of the system. In three state
HMM [3], the computational complexity decreases with
decrease in recognition rate to 82.76%. On the other hand,
in 7-state [2] by using five training image (ORL and Yale
Database) the predicted HMM model gives recognition rate
of 97.78 % however, its computational complexity increases
significantly. Whereas in 5-state [1] MIT database 9 images
were used in the training set and achieved 90 % recognition.
Although its recognition rate decreased as compared to seven
state, but its computational complexity is less than seven state
HMM as it takes less sequential information. Reduction in
the number of states leads to minimal memory occupation
is obvious but on the same time accuracy compromises.
Therefore, it is evident that it is a tradeoff between recognition
accuracy and computational cost. 4-state HMM is better as
we are achieving satisfactory recognition rate with minimized
computational complexity.

Confusion matrix shows the complete picture of face
image classification i.e. face image is correctly classified
or otherwise. True positive rate and true negative rate is
computed for each class using the coefficients of confusion
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TABLE 8. Recognition time comparison for ORL dataset.
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Image size (7-state
HMM) HMM) 4-state
HMM)
Numl?er of training 5 5 5
image(s)
Regogmtlon time 028 015 0.05
per image(second)
Number of Symbols 1260 960 700
Recognition rate 99 92.5 98.5

rue posiive rats

L L L L L L L L L
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False gosithe fate

FIGURE 12. ROC curve between True positive and False positive rate.

matrix as shown in Fig. 12. The ROC curve has outperformed
the average ROC curve and nearly converges for values above
0.6 false positive. As compared with the results of [3] using
three state HMM, the proposed 4-state HMM achieved more
recognition accuracy.

VI. CONCLUSION

An efficient four-state HMM has been envisaged for FR.
Recognition accuracy and computational complexity of the
proposed model are calculated, and it is compared with
previous approaches. The proposed work provides satisfac-
tory recognition rate but significantly reduces computational
cost. The two standard face image databases; ORL and
YALE are used for evaluations and comparisons. Better
accuracy rates have been achieved by using a minimal number
of features that describes blocks and resizing images to
smaller size. An assessment function is employed for the
evaluation of the proposed model performance by using
error rate, and complexity simultaneously. The result after
experiments validates that the recognition accuracy of the
proposed model is comparable with the existing techniques
for trained databases. Rejection rates of 82% and 86%
are also achieved by the proposed model for unidentified
images of trained ORL, and Yale databases correspondingly.
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The algorithm does not perform well for low-intensity images
and is restricted to frontal and upright faces. The research
work can be enhanced to cater for intensity and pose variant
facial images.
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