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ABSTRACT The residential sector is a major consumer of electricity, and its demand will rise by 65 percent
by the end of 2050. The electricity consumption of a household is determined by various factors, e.g. house
size, socio-economic status of the family, size of the family, etc. These factors play a critical role in analyzing
the energy consumption causalities in the residential sector for better energy prediction models, effective
price policy implementations, and improved customer engagement in energy efficiency programs. However,
determining the effect of demographic factors on energy consumption is a challenging prospect. First, it is
not trivial to study the causes of energy consumption variation, even for similar size residential houses,
without analyzing the impact of interdependencies between demographic factors on energy consumption
behavior. Second, to achieve higher accuracy of energy prediction models, it is necessary to identify key
geodemographic factors that influence these models. Previous studies have only identified a limited number
of socio-economic and dwelling factors. In this paper, we study the significance of 826 geodemographic
factors on electricity consumption for 4917 homes in the City of London. Geodemographic factors cover
a wide array of categories e.g. social, economic, dwelling, family structure, health, education, finance,
occupation, and transport. Using Spearman correlation, we have identified 354 factors that are strongly
correlated with electricity consumption. We also examine the impact of using geodemographic factors in
designing forecasting models. In particular, we develop an encoder-decoder LSTM model which shows
improved accuracy with geodemographic factors. We believe that our study will help energy companies
design better energy management strategies.

INDEX TERMS Socio-economic factors, geodemographic factors, electricity forecasting, encoder-decoder
model.

I. INTRODUCTION
Electrical power demand has been on the rise in the last few
decades. From 1974 to 2018, energy consumption in the hous-
ing sector rose five-folds, from 1203 TWh to 6008 TWh [1].
The US Energy Information Administration [2], expects this
number to further rise by 65% in 2050. Therefore, it is essen-
tial for the utility companies to forecast the consumer demand
and manage its supply.

The associate editor coordinating the review of this manuscript and

approving it for publication was Youngjin Kim .

Over the years, researchers have developed several
forecasting models using techniques such as, ARIMA [3],
Support Vector Regression (SVR) [4] and artificial neural
networks [5]. However, these approaches did not incorporate
data about consumer demographics. Energy consumption of
a home is influenced by several socio-economic factors, e.g.
number of occupants, family composition, age, employment
status, education and household income. In addition, there
factors related to the house (dwelling) itself, e.g., house type,
house age, number of rooms, number of floors and size.
Jones et al. [6] provides a summary of socio-economic and
dwelling factors that have been studied in the past.
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The aforementioned factors do not count for all char-
acteristics of a household. In this paper, rather than limit-
ing ourselves to few socio-economic and dwelling factors,
we expand to a large number of factors. In particular, we use
the concept of geodemographic factors [7] to understand
the energy consumption of a household. Geodemograph-
ics factors cover an extensive range of demographic infor-
mation using 826 different variables. These variables are
selected from 15 different categories, including social, eco-
nomic, dwelling, family structure, health, education, finance,
occupation, transport, digital behavior and leisure-time
preferences.

We believe that geodemographic information can help
power generation companies design better energy manage-
ment strategies. Because consumer behaviour could be influ-
enced by factors such as their socio-economic conditions,
house size, and ethnicity, tailored strategies could be devel-
oped that target needs of specific group of consumers, based
on their energy consumption behaviour. Furthermore, geode-
mographic information can help power generation companies
design better forecasting models that can help them predict
the consumer demand more precisely. This will also ensure
that the companies meet their demand supply balance. In this
paper, we study the impact of geodemographic factors on
energy consumption by addressing the following research
questions:

RQ1: What are the geodemographic factors that affect
energy consumption?

RQ2: How does the geodemographic factors impact the
accuracy of a forecasting model?

We answer the above questions by analyzing the London
Smart meter dataset [8]. In particular, we use the geodemo-
graphic information for 4917 homes in the City of London
to understand which factors are strongly correlated with
electricity consumption. We find that students and unem-
ployed people have negative correlation with energy con-
sumption (i.e. they seem to be consuming less electricity),
while professionals, managers, and people who work from
home have positive correlation. We also find that people who
are conscious about the environment have positive correlation
(i.e. they seem to be consuming more electricity), while
environment and climate change skeptics have negative corre-
lation. This may seem counter-intuitive, suggesting that hold-
ing certain opinions on climate change may not impact elec-
tricity consumption in the way we hope it would. We suspect
that people who are conscious about the environment come
from affluent backgrounds, i.e. they are highly educated,
live in large homes, have more appliances, thus consume
more electricity. We then build a machine learning model
for forecasting future energy consumption, and studywhether
adding geodemographic factors impacts the accuracy of the
model. We find that using geodemographic factors signifi-
cantly improves the accuracy of our forecasting model.

The remaining part of the paper is organised as follows.
Section II covers the literature review. Section III discusses
the dataset. Section IV discusses the methodology of our

research questions. Section V covers our results. Section VI
concludes the paper and discusses the future work.

II. LITERATURE REVIEW
Several studies have designed models for forecasting energy
consumption. Yuan et al. [9] presents a comparative study of
3 univariate models: the ARIMA model, GM (1,1) model,
and a hybrid model for forecasting the energy consumption in
China. They find that the hybrid model, which uses both the
ARIMA andGM (1,1) model, has the least RootMean Square
Error. Akay et al. [10] develops a GPRM (Grey Predic-
tion with Rolling Mechanism) approach to predict electricity
demand in Turkey. GPRM is a simple, computationally inex-
pensive technique, and it is highly effective in dealing with
volatile data. Boran et al. [11] uses the Box-Jenkins method
(ARIMA model) to predict total electricity consumption in
Turkey from 2009 to 2014. Several studies design a fore-
casting model for electricity consumption using Support Vec-
tor Regression (SVR), stochastic or regression models [4],
[12]–[17]. Other studies used neural networks for forecast-
ing electricity consumption [18]–[21]. None aforementioned
techniques uses geodemographic data as we do in our study.

There are studies that looked into the relationship between
economic and socio-economic factors and energy con-
sumption, but not with comprehensive geodemographic
factors [22]–[29]. For example, Brounen et al. [30] and
Permana et al. [31] study the relationship between gender
and electricity consumption. Other studies looked into home
size [32], presence of air conditioning/heating [33], [34],
or appliances used at home [35].

Two studies use the dataset that we used in our study.
Alonso et al. [36] develop a separate LSTM model for each
geodemographic group to predict the electricity consumption
of houses within that group. In our study, we focus on show-
ing the significance of geodemographic factors. Therefore,
we design a multi-step encoder-decoder model and compare
the model performance with and without including geodemo-
graphic factors. We also identify the geodemographic factors
that have significant correlation with the electricity consump-
tion. Singh et al. [37] is motivated to improve the efficiency
of theDemand Response (DR) strategy. They use a multivari-
ate clustering technique on the smart meter data and gener-
ate consumer classes. These classes reflect the consumer’s
behavior, demographics, economics, and dwelling charac-
teristics. They prove that demographic factors can improve
DR strategies, but they fail to identify those factors that are
actually relevant in determining electricity consumption. Our
study explicitly identifies those factors. We then design a
forecasting model that shows that geodemographic factors
can be used to enhance the model accuracy.

III. DATASET
The datasets we use for this study are: London Smart meter
data [8] and ACORN geodemographic data [38]. London
smart meter data provides the electricity consumption data
for the homes in the City of London. Each home is assigned
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a geodemographic label, called ACORN (A Classification
of Residential Neighbourhoods) [39]. There are 17 differ-
ent ACORN labels (ACORN-A to ACORN-Q). Each label
groups a certain section of population based on 826 factors.
The details about these factors are in ACORN geodemo-
graphic data. Both datasets are clean and sorted in a table
form, therefore, no preprocessing step is involved. In next
subsections, we explain each of these datasets.

A. LONDON SMART METER DATA
This dataset is provided by U.K. Power Networks [8].
It contains the electricity consumption of 4917 households
in London for 2013.

TABLE 1. Metadata of the london smart meter data.

The metadata of London smart meter data is shown in
Table 1. Every household is given a unique identifier (LCLid).
stdorToU denotes the tariff structure (static or dynamic).
In previous work, we studied the response of different geode-
mographic groups to static and dynamic pricing [40]. It can
help to identify the consumers who are sensitive to price
fluctuations. The electricity consumption for the household is
recorded in the form of smart-meter readings. These readings
are collected at half hour intervals. DateTime provides the
timings of these readings, and kWh denotes the electricity
consumption (in kWh). Acorn specifies the ACORN label of
the home.

B. ACORN GEODEMOGRAPHIC DATA
This data is provided by CACI (California Analysis Cen-
ter, Inc.) [41]. CACI has formulated the ACORN labels
based on 826 factors. These factors belong to 15 categories
shown in Figure 1. Each ACORN label assigns different
value for all the factors. For example, the housing category
in Figure 1 has 24 factors. One of this factor is House
Type: Detached. ACORN-A assigns this factor value as 431,
whereas ACORN-Q assigns this factor value as 13. A value
of 100 on this scale denotes the national average of UK. So,
a value of 431 for ACORN-A means that there are 331%
more detached homes in ACORN-A compared to the national
scale. Similarly, ACORN-Q has 87% less detached homes as
compared to the national average.

Overall, CACI has developed the geodemographic classifi-
cation system of UK with 17 different ACORN labels. These
labels are grouped into five major geodemographic groups.
The entire classification is shown in the Table 2. In this
paper, we have only summarised the characteristics of the five
geodemographic groups.

FIGURE 1. Number of factors belonging to each category.

TABLE 2. The complete geodemographic classification system of UK.

1) GROUP 1: AFFLUENT ACHIEVERS
This group involves middle-aged and older people, typically
born in the baby boomer generation. They live in posh sub-
urban and rural areas and generally hold graduate or post-
graduate degrees.

2) GROUP 2: RISING PROSPERITY
This group includes the young educated crowd, who work in
high-paying professional jobs and live in cities. They prefer
executive-style flats, which are generally associated with the
corporate culture.

3) GROUP 3: COMFORTABLE COMMUNITIES
This group involves most of the middle-class community in
the UK. They reside in suburbs, small towns, and villages.

4) GROUP 4: FINANCIALLY STRETCHED
This group includes households whose incomes are below the
national average. They work in lower administrative, clerical,
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FIGURE 2. Steps involved in answering RQ1.

semi-skilled, and manual jobs. Most of them have O-level
education, live in terraced or semi-detached homes.

5) GROUP 5: URBAN ADVERSITY
This group contains people mainly from towns and cities.
They do not have a good financial standing and face diffi-
culties while applying for loans/credit-cards. Their education
level is very low, mainly work in unskilled jobs, earn little
income, and live in social housing, which are often small and
crowded.

In our study, both the ACORN the London Smart Meter
datasets are available for free for the City of London. Elec-
tricity companies may face challenges when they want to use
geodemograpic data to understand electricity consumption of
other cities. Possible constrains, e.g. privacy laws or lack of
consumer cooperation, may make the use of gedemographic
factors difficult.

IV. METHODOLOGY
In this section, we discuss the methodology used to answer
the research questions. In RQ1, we use Spearman correlation
between the power consumption of each home and its geode-
mographic factors. Spearman Correlation is a useful statis-
tic to measure the association between different variables.
In RQ2, we develop a machine learning model that uses the
power consumption for each home and its associatedACORN
label. As discussed previously, the ACORN label contains
the geodemographic information for the home. We study the
accuracy of our model when geodemographic factors are
used.

Next subsections discuss the methodology in detail.

A. RQ1: WHAT ARE THE MAJOR GEODEMOGRAPHIC
FACTORS THAT INFLUENCE ELECTRICITY CONSUMPTION?
The methodology to answer this research question is sum-
marised in Figure 2. In step 1, we start with the London smart
meter data. It contains the power consumption reading for
each home. As mentioned before in section 3, each home
is labelled with an ACORN. In step 2, we group all the
homes for each ACORN together and get the average of their
consumption. This step generates a load profile class for that
ACORN label. In step 3, we use the load profile class to

calculate the amount of electricity consumed over a period of
24 hours. Step 4 reads the 826 factors for each ACORN label
(as provided by ACORN geodemographic data). In step 5,
we correlate the factors (from step 4) with the electricity con-
sumption (calculated in step 3) using Spearman Correlation.
Finally, step 6 outputs all the factors that are correlated with
the electricity consumption.

B. RQ2: HOW DOES GEODEMOGRAPHIC INFORMATION
AFFECT THE ACCURACY OF A FORECASTING MODEL?
Energy companies need to forecast their consumer demand
to meet the demand-supply balance. They employ different
forecasting algorithms to achieve better forecasting accuracy.
Only a limited number of factors, e.g. house size, household
income, were used in those forecasting algorithms [6], [30],
[34]. An ACORN label carries a large number of demo-
graphic factors and has the potential to alter a forecasting
model’s performance. In this research question, we explore
this possibility. In particular, we build a neural network-
based (Encoder-Decoder LSTM) forecastingmodel and study
whether using ACORN labels improve its accuracy. This sub-
section starts with an introduction to LSTM (Long Short Term
Memory) [42] and Encoder-Decoder LSTM model [43].
Then we will discuss our forecasting model.

1) LONG SHORT TERM MEMORY (LSTM)
LSTM is a variant of RNN (Recurrent Neural Networks).
RNN suffers from the vanishing gradient problem [44].
LSTM overcomes this problem by maintaining a cell state
which acts as a memory of the network [42].

An LSTM cell consists of three gates: input gate, output
gate, and forget gate. The forget gate identifies the part of the
information that is no longer needed and removes it from the
cell state. The input gate identifies the new information that is
relevant and stores it in the cell state. The output gate decides
the part of the cell state that will be passed to the next LSTM
cell as the hidden state.

LSTM is described by the following equations [42]:

Forget gate : fg = β(Wfg · [ht−1, xt ]+ bfg) (1)

Input Gate : ig = β(Wig · [ht−1, xt ]+ big) (2)

Cell state : Ct = fg ∗ Ct−1 + ig ∗
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× tanh(Wc · [ht−1, xt ]+ bc) (3)

Output gate : og = β(Wog[ht−1, xt ]+ bog) (4)

hidden state : ht = og ∗ tanh(Ct ) (5)

Wfg, Wig, and Wog denote the weight matrix for the forget
gate, the input gate, and the output gate, respectively. bfg, big
and bog denote the bias vector for the forget gate, the input
gate and the output gate, respectively. xt denotes the input
at time t . Ct denotes the cell state vector, and ht denotes the
hidden state vector. β is the sigmoid function and β = 1

1+e−x .

2) ENCODER-DECODER LSTM MODEL
This model is predominantly used in sequence learning prob-
lems like language translation and image captioning [45]. The
model learns to generate an output sequence based on an input
sequence. The encoder converts the input (x1, x2, . . . , xn) into
a fixed length vector cT [43]. The vector cT is a summary
of the input sequence. It is passed to the decoder, which
generates an output oi (i ∈ (1, n′)), one time-step at a
time. Subsequently, it generates the entire output sequence
(o1, o2, . . . , on′ ).

The encoder-decoder model computes the conditional
probability of generating the output sequence (o1, o2, . . . , on′ )
given the input sequence (x1, x2, . . . , xn). It is represented
by p(o1, o2, . . . , on′ |x1, x2, . . . .xn) and calculated using
equation 6 [46].

p(o1, o2, . . . , on′ |x1, x2, . . . .xn)

≈

n=n′∏
n=1

p(on|cT , o1, o2, . . . , on−1) (6)

Normally, both the encoder and decoder consist of
a single layer of LSTM cells. We can also stack multiple
layers to achieve better accuracy while requiring more train-
ing time. In this paper, we are mainly interested in study-
ing the significance of geodemographic factors. Therefore,
we keep the design of our encoder and decoder relatively
simple.

Our study uses an Intel Core i5-9300H CPU (@2.4GHz)
machine with 16GB RAM. Therefore, a simple encoder-
decoder design helps us to retrain the model within 48 hours.

3) ELECTRICITY FORECASTING MODEL
We use the encoder-decoder LSTM architecture to design
our model. For simplicity, we consider only one layer
of 200 LSTM cells to design our encoder and another layer
of 200 LSTM cells to design our decoder. Since the model
uses 200 cells in our encoder, we get the vector cT of
length 200.

Figure 3 describes the architecture of the proposed model.
The overall goal is to predict the total energy consump-
tion of a city. Since the dataset contains 4917 homes only,
we assume that there are 4917 homes in the city. Accordingly,
we compute the prediction of energy consumption of the
city.

FIGURE 3. Architecture of our forecasting model.

a: MODEL FEATURES
There are 23 features used in this model: Day of the week,
Weekend or Weekday, Day of the month, Hour of the day,
month, Hour of the day, Total consumption of the city, and
total consumption for homes of each geodemographic group
(17 ACORN group).

b: MODEL TRAINING
The layer of LSTM cells expect a 3 dimensional input
in the form of [samples, time-steps, features]. One sam-
ple includes a pair of input and output sequence i.e.
[(x1, x2, . . . , xn), (o1, o2, . . . , on′ )]. Time-steps specifies the
number of observations in a sample. We use 16 time-steps in
the input sequence (x1, x2, . . . , x16) and 16 time-steps in the
output sequence (o1, o2, . . . , o16). Every element in the
input-sequence (x1, x2, . . . , x16) is a vector of 23 ele-
ments (features). Every element in the output sequence
(o1, o2, . . . , o16) is a vector of only one element (i.e. total
consumption of the city).

For training this model, we use 51 weeks of smart meter
data starting on Jan 06, 2013 (Sunday) and ending on Dec
28, 2013 (Saturday). The initial 42 weeks of the data are used
in the training phase, and the remaining 9 weeks of data are
used for testing the model. Table 3 describes the values of
various parameters used in the training phase.

TABLE 3. Hyper-parameter values.

V. RESULTS
In this section, we present our findings for RQ1 and RQ2.
In section 4.1, we used Spearman Correlation between the
power consumption of a home and its geodemographic fac-
tors. Section 5.1 summarises its results. In Section 4.2.3,
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we designed an electricity forecasting model with geodemo-
graphic information. We provide discussion on its accuracy
in section 5.2.

A. RQ1: WHAT ARE GEODEMOGRAPHIC FACTORS THAT
INFLUENCE ENERGY CONSUMPTION?
Out of 826 geodemographic factors, we find that 354 factors
share strong correlation with power consumption. They have
a Spearman correlation in the range (0.6 ≤ |ρ| ≤ 1.0)
and their p-values are statistically significant (p ≤ 0.05).
Figure 4 shows which categories these 354 factors belong
to. For the sake of brevity, the next subsections discuss the
highly correlated factors from each category. We analyze
which geodemographic group in Table 2 these factors belong
to. Interested readers may consult the complete list of these
factors in following the link [47].

FIGURE 4. Results of spearman correlation (RQ1).

1) HOUSING
In our analysis, we find that 10 housing factors have a sig-
nificant correlation with the electricity consumption. Table 4
shows the results, where the top three entries correspond to
the 3 highest correlations. Overall, we canmake the following
observations:

TABLE 4. Correlation results for the Housing category.

a) Large and expensive homes share very strong positive
correlationwith the electricity consumption. A big house gen-
erally has more consumer appliances leading to an increased
electricity consumption. Similar observation has also been
recorded in Gonzalez et al. [48].

b) Cheap houses (value £0 - £100,000) and social renting
share strong negative correlation with the electricity con-
sumption. These houses are small in size, and are occupied by

poor families who are inclined to be economical in electricity
consumption [49].

2) ECONOMY
19 economic factors have strong correlation with the elec-
tricity consumption. Table 5 shows the top 3 rows corre-
sponding to the three highest correlations with the following
observations:

TABLE 5. Correlation results for the Economy category.

a) NS-SEC (National Statistics Socio-economic classifi-
cation) [50] system contains eight categories. The Higher
managerial, Social grade B (professional jobs), and Self-
employed categories show strong positive correlation as peo-
ple in this categories live in very big houses and premium
flats. People in Higher Managerial tend to work from home
often [51], therefore, consuming more electricity.

b) Social grade E has a strong negative correlation. This
group mainly includes unemployed people who depend on
income support. They try to reduce their electricity bills by
maintaining low consumption. Similarly, students also have
strong negative correlation.

3) EDUCATION
Based on the results in Table 6, we can draw the following
observations:

TABLE 6. Correlation results for the Education category.

a) Families with children in KS2 (Key Stage 2) and
KS4 (Key Stage 4) who have academic performance have
a strong positive correlation with electricity consumption.
Parents in these families work in professional or managerial
jobs [52].

b) An adult with no formal education has a strong negative
correlation with electricity consumption. Contrarily, a uni-
versity/college degree holder has a strong positive correla-
tion with electricity consumption. Having a university degree
helps in securing a well-paid job [53] and affording a lifestyle
that consumes higher electricity.
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4) FINANCE
The finance category has 70 significant factors. This category
is related to the Economy category discussed before but
focuses more on spending behaviours. Based on the results
from Table 7, we can make the following observations:

TABLE 7. Correlation results for the Finance category.

a) People with high income (i.e. Affluent Achievers in
Table 2) regularly shop for clothing/footwear [54] have a
strong positive correlation with electricity consumption.

b) Low-income households maintain a low electricity
consumption, which leads to a strong negative correlation.
People with low income prefer social renting and live in
small houses. Their salaries are inadequate to meet the
basic expenses, so they depend on social benefit schemes
like job-seeker allowance, income support, and disability
allowance. We also observe that they spend more money for
alcohol/tobacco.

c) Pensioners with little income prefer to visit the bank
branch instead of doing online banking. They use social
renting and maintain a low electricity consumption, which
leads to a strong negative correlation.

5) TRANSPORT
Table 8 shows the 5 significant factors belonging to the
Transport category. We observe the following:

TABLE 8. Correlation results for the Transport category.

a) People who own more than one car or luxury cars have
strong positive correlation with electricity consumption. The
same applies to people who do not commute because they
work from home.

b) Peoplewho do not own cars use public transit. They have
negative correlation with electricity consumption.

6) SHOPPING
The shopping category contains 25 significant factors. Table 9
shows the results for some shopping habits. We can make the
following observations:

TABLE 9. Correlation results for the Shopping category.

a) Affluent Achievers and Rising Prosperity groups go pre-
mium supermarkets and clothing/footwear stores. The quality
of a product is important for these shoppers. We observe that
these people have high positive correlation with electricity
consumption.

b) People who shop on budget have strong negative corre-
lation with electricity consumption.

7) ENVIRONMENT
The environment category has three significant factors.
Table 10 shows the results. Overall, we can make the follow-
ing observations:

TABLE 10. Correlation results for the Environment category.

a) People who are concerned about the environment, e.g.
they join different environmental groups or their actions sup-
port environmental conservation (e.g. closing the tap while
brushing teeth) have strong positive correlation with elec-
tricity consumption. This may seem counter-intuitive. How-
ever, these people tend to come from affluent/well-educated
backgrounds who live in big houses/flats and own multiple
appliances (like TV, computer, air-conditioner).

b) People who hold the opinion that there is too much con-
cern about the environment have strong negative correlation
with electricity consumption. This also may seem counter-
intuitive. However, these people often come from the lower
middle class, live in small houses and use less electricity.

8) DIGITAL
The Digital category has 142 significant factors cover-
ing behaviours regarding the usage of digital technology.
Table 11 summarises its results. Overall, we can make the
following observations:

a) People who use gambling websites and old peo-
ple/pensioners who do not use internet at all have negative
correlation. Gamblers tend to come from the economically
weaker sections of society who consume less electricity [55].
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TABLE 11. Correlation results for the Digital category.

b) People who spend long hours on internet or seem
to come from affluent backgrounds (i.e. they search for
shares/stocks prices, use tablets, research for vacations) have
positive correlation with electricity consumption.

9) LEISURE TIME
Based on the Table 12, we can draw the following
observations:

TABLE 12. Correlation results for the Leisure time category.

a) People who read tabloids or interested in gambling
have strong negative correlation. Tabloids are popular among
lower socio-economic class [56].

b) People who are interested in sports, visit premium
restaurants, or contribute to charity have strong posi-
tive correlation. These people often come from affluent
backgrounds [57].

10) COMMUNITY SAFETY
We summarise the results in Table 13 and derive the following
observations:

TABLE 13. Correlation results for the Community safety category.

a) Neighborhoods dominated bywealthy people (i.e. Afflu-
ent Achievers in Table 2) report high confidence levels in
the police [58]. They have strong positive correlation with
electricity consumption.

b) Homes in unsafe neighbourhoods have negative corre-
lation with electricity consumption.

11) CONTACT
Contact specifies the people’s preferred channels
(phone/SMS, mail, email, or a personal visit) via which they
want unacquainted people to approach them (e.g. by market-
ing agencies). Meaning, these preferences are not applicable
to their family, friends, colleagues, or other people in their
social circle.

Table 14 summarises the significant correlations and we
can obtain the following conclusions:

TABLE 14. Correlation results for the Contact category.

a) People belonging to Urban Adversity and Financially
Stretched groups (as shown in Table 2) prefer unknowns to
contact them by phone/SMS. These people belong to the
lower levels of social stratification, consume less electricity
and thus, show a strong negative correlation.

b) People belonging to Rising Prosperity and Affluent
Achievers groups, do not prefer unknown people contacting
them via phone/SMS or surprise visits, instead, they prefer
mails. They show a positive correlation with electricity con-
sumption and belong to the higher levels of socially stratified
groups.

12) FAMILY STRUCTURE
We can make the following observations based on the results
in Table 15:

TABLE 15. Correlation results for the Family category.

a) Family structure (Couple family with no children) is
more prevalent in affluent families residing (Affluent Achiev-
ers in Table 2) in cities and towns.

b) Family structure (Lone parent family with depen-
dent children) is frequently found in the Urban Adversity
group [59]. This group consumes less electricity consumption
and reveals a negative correlation.

13) HEALTH
Based on our results in Table 16, we can draw the following
conclusions:

a) Affluent Achievers and Rising Prosperity groups are
health conscious, and take regular exercise [60]. These groups
have strong positive correlation with electricity consumption.
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TABLE 16. Correlation results for the Health category.

FIGURE 5. Influence of geodemographic information on encoder-decoder
LSTM model.

b) The Urban Adversity group pay less attention to their
physical/mental well-being, neglect their diet and resort to
high consumption of tobacco/alcohol [60]. They have strong
negative correlation with electricity consumption.

B. RESULTS RQ2: HOW DOES THE GEODEMOGRAPHIC
FACTORS IMPACT THE ACCURACY OF A FORECASTING
MODEL?
In section IV (B), we presented the encoder-decoder LSTM
model with geodemographic information. We measure its
accuracy using the following formulae [61]:

R.M .S.E . =

√∑n
i=1(ypredicted − yactual)2

n

where ypredicted , yactual and n denote the predicted value, the
actual value, and the number of observations, respectively.
The RMSE values across the different time-steps are shown
in the Figure 5. The x-axis shows future time-steps with
0 denoting the present time, i.e. 1 denotes the 1st hour in
future. The y-axis shoes the RMSE errors.

The blue curve indicates the model’s performance without
the geodemographic factors, and the orange curve denotes its
performance with geodemographic factors. We observe that
the error increases gradually for both the curves, i.e. we can
predict the first time-steps with the highest accuracy. How-
ever, as we predict further into the future, the accuracy drops.
The increase in the RMSE error shows this drop. However,
the rate of increase of error is higher for the blue curve. The
orange curve is consistently below the blue curve. It suggests
that the model that includes the geodemographic factors con-
sistently outperforms the model without the geodemographic
factors.

This finding could be beneficial for utility companies that
employ different forecasting techniques to estimate future
demand. Using geodemographic factors, they can predict the
demand more accurately and better arrange for supply.

VI. CONCLUSION AND FUTURE WORK
This paper explores the significance of geodemographic
factors by asking two research questions. Firstly, it iden-
tifies 354 factors that impact the power consumption of a
home. Secondly, it suggests an energy forecasting model
using geodemographic factors. The approach suggested in
this paper could benefit energy companies. Both research
questions show that gedemographic factors are important
for understanding and forecasting electricity consumption.
Electricity companies can incorporate the geodemographic
factors to implement better energy management strategies.
We have also shown that geodemographic factors can be
used to improve the accuracy of a forecasting model. This
will further help the companies to estimate their consumer
demand more precisely. Companies can use these factors
to forecast consumer demand and achieve the load-supply
balance.

In the future, we plan to extend this study and explore other
methods to analyze the socio-economic and demographic
factors that affect energy consumption as follows:

(1) Explore and analyze datasets of different regions, and
compare the influencing features on energy consumption per-
taining to specific geographic locations, e.g., countries, urban
centers, rural areas, etc. We believe the factors that affect
energy consumption behavior vary from one place to another
based on the different socio-economic and demographic fea-
tures. (2) Examine the impact of demographic features on
various forecasting models and compare them. One direction
would be to study forecasting ensemble models that adapt
to the influence of the demographic factors to enhance the
accuracy of the model. (3) Examine data analytics meth-
ods such as [62] to extract features from unstructured data
using unsupervised machine learning techniques to identify
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features and behavior patterns that are otherwise hidden or
not included in structured datasets. (4) Compare the energy
consumption of the different geodemographic groups across
seasons.
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