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ABSTRACT ‘‘Smart Cities’’ are a viable option to various issues caused by accelerated urban growth.
To make smart cities a reality, smart citizens need to be connected to the ‘‘Smart City’’ through a digital ID.
A digital ID enables citizens to utilize smart city facilities such as healthcare, transportation, finance, and
energy with ease and efficiency. In this paper, we propose a proof-of-concept of a facial authentication-based
end-to-end digital ID system for a smart city. Facial authentication systems are prone to various biometric
template attacks and cyber security attacks. Our proposed system is designed to detect the first type of attack,
especially deepfake and presentation attacks. Users are authenticated each time they use facilities in a smart
city. Facial data is stored in the cloud in a lookup table format with an unidentifiable username. The process is
very secure as no data leaves the device during authentication. Our proposed solution achieved 97% accuracy
in authentication with a False Rejection Ratio of 2% and False Acceptance Ratio of 3%.

INDEX TERMS Smart city, digital ID, Internet of Things (IoT), deepfake, presentation attack, facial
authentication system, convolutional neural network, triplet loss, lookup table.

I. INTRODUCTION
The world’s population is increasing at an unprecedented
rate. It is estimated that 70% of the global population will be
living in cities by the year 2050 [1]. Such rapid urbanization
will create more carbon emissions and pollution which in turn
will negatively impact the environment and people’s health.
It will also create a greater demand for energy, food, and
resources. Smart cities have emerged as a resilient and sus-
tainable solution to the problems caused by rapid urbaniza-
tion. They are envisioned as the future of urbanization, where
residents of such cities can benefit from smart transportation,
health care, energy, and other seamlessly integrated services
which are all connected through the Internet of Things (IoT).
Fig. 1 shows how smart city stakeholders are connected.
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In the last twenty years, the idea of a smart city has
stepped forward due to advancements in hardware and soft-
ware, growth in information and communication technolo-
gies (ICT), and initiatives offered by various tech giants [2].

For a practical implementation of the smart-city digital
infrastructure, citizens should have a way to easily connect
to the amenities offered by the smart city. A wide range of
services, such as smart healthcare, smart government and
smart financial products should be accessible to the citizens.
Checking bank accounts, ordering products online, using
smartphones, driving electric vehicles, locking doors with
smart locks, lighting homes with smart lights and paying at
electronic parkingmeters are just some of the ways people are
already transforming traditional towns into ‘‘smart cities.’’
Therefore, in this paper, we propose a universal digital
identity system that can unlock the full potential of a smart
city by connecting its citizens to all its amenities in a simple
but efficient manner.
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FIGURE 1. Components of smart city.

The use of digital IDs has already started to become the
norm in various parts of the world, e.g., India’s Aadhaar,
a biometric based identification number, the digital ID system
in Australia, and the digital ID wallet initiative in the EU.
Using digital ID in smart cities is a similar idea.

In recent years, a variety of cutting-edge facial recognition
systems, various computing platform-based facial authenti-
cation systems, and threat detection approaches have been
presented in various publications. Even though there have
been many creative ideas, no end-to-end face authentication
system that could be used for a digital ID system in smart
cities has been offered.

In this paper, we propose a proof-of-concept for a facial
authentication-based digital ID system that would enable cit-
izens to effortlessly access smart city services. The proposed
system detects both presentation and deepfake attacks with
a high success rate. With this system, individuals may easily
and effectively use the numerous smart city services that have
been made available. This paper is an improved and extended
version of the original work presented in [3].

The rest of this paper has been organized as follows:
Section II presents digital ID and smart cities in detail, includ-
ing the need for a digital ID in a smart city and the challenges
of implementing the digital ID system. Section. III discusses
the novel contributions of our work. Related works in a smart
city context are discussed in Section IV. Section V depicts
the proposed work. Performance of the face authentication
system is presented in Section VI. Section VII winds up the
paper with suggestions for future work.

II. DIGITAL ID AND SMART CITY
A. ROLE OF DIGITAL ID IN SMART CITY
In traditional cryptographic systems, secret keys are used to
authenticate users. Often, users write down their secret keys,
save them somewhere, share them with others, or simply
forget them. Sometimes the keys are so simple or tied up
with people’s life events that they are easy to predict. The
authentication system collapses if the secret key is no longer
private.

FIGURE 2. Mandatory requirements for digital ID in a smart city.

On the other hand, biometrics-based digital IDs are
person-dependent and discrete as biometrics represent phys-
iological or behavioral traits of a person. With such an ID,
there is no need to preserve the confidentiality of the key
because the users themselves are the secret keys.

Activities such as opening a bank account or availing of
any age-restricted service require proper user verification.
A digital ID can reduce the paperwork typically associated
with such activities, giving citizens easy and efficient access
to all the services provided by the smart city. The importance
of using a digital ID in a smart city is multi-fold:

1) The digital ID system revamps the operational capacity
of a city at a granular level.

2) Emergency medical services will be improved by intro-
ducing digital ID. If a critically sick person reaches a
hospital without any traditional ID, a digital ID can save
his lives. The doctor can access the patient’s medical
history and give proper medical care.

3) During any natural disaster, efficient verification of
individuals’ identities can be performed.

4) Digital IDs can facilitate improved administrative
capacity for amenities around smart cities, e.g., banks,
driver’s licenses, retail, and transportation.

5) Online education is operating in parallel with the tra-
ditional brick and mortar schooling system. A Digital
ID will offer a fair system with more flexibility to both
students and educators.

B. CHALLENGES OF DIGITAL IDENTIFICATION
Building such a system is challenging in light of multiple
considerations, including cyber security attacks, data privacy,
security, and inclusion.

1) VULNERABILITY TO BIOMETRICS AND CYBER
SECURITY ATTACKS
Biometric-based digital ID systems are prone to various bio-
metric and cyber security attacks. As our proposed digital ID
is facial biometric based, biometric attacks are our area of
concern.
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a: PRESENTATION ATTACK
The proposed digital ID verification system is reliant on
accurate face recognition. Facial recognition software is
vulnerable to face spoofing or presentation attacks. The vul-
nerable points of a digital identity system (DIS) are listed in
Table. 1 [4]. The first two attacks on the table are presentation
attacks.

b: DEEPFAKE ATTACK
Another common vulnerability of a digital ID system is the
deepfake attack. Deepfakes are AI generated fake images or
videos that do not exist and can easily fool human eyes. It is
a type of presentation attack [5]. It also poses a serious threat
to facial recognition systems [6]. With the rapid progress of
deep learning, deepfakes are gaining the potential to fool even
the best facial recognition systems.

Face swapping through Face Swapping Generative Adver-
sarial Network (FSGAN) [7] eases the creation of deep fakes
as there is no need to train the FSGAN for hours with
source and target images. It means deepfakes can spreadmore
quickly and easily than ever before, as people with a basic
knowledge of this technology are now capable of creating
them.

c: INDIRECT ATTACK
In the Table. 1, attacks from row 3 to row 8 are indi-
rect attacks. These attacks target the cyber security system
directly rather than biometric attacks, as they target databases,
or channels, or even the device itself. In this paper, indirect
attacks have not been addressed as they fall outside the scope
of this work.

2) PRIVACY AND DATA SECURITY
Fig. 2 depicts the conditions of a biometric-based digital
ID. Two major concerns are the security and privacy of
information. Data should be secured and obtained only by
the titled person. Data abstraction should also be followed,
where people with different levels of authorization access
different levels of data. As digital ID is related to someone’s
biometric data, storing this data safely is another important
factor. Hence, the design approach needs to be secure-and-
private-by-design [8].

3) EXCLUSION
Ideally, everyone in the smart city should be enrolled in the
digital ID system. However, there will be scenarios where,
e.g., people may not want to be enrolled in the system; people
may not be capable of providing the required biometrics due
to physical disabilities; or they may not be digitally aware.
In those scenarios, alternative traditional identification, e.g.,
a paper ID, is required.

4) DATA PRIVACY REGULATION POLICY
Data privacy regulation policies are different across the globe.
Europe has the General Data Protection Regulation (GDPR),

TABLE 1. Vulnerable points in DIS.

whereas North America has different regulations like HIPAA,
FERPA, COPPA, and FCRA for different types of consumer
data. There are many more such regulations worldwide, and
any physical digital ID system for a city would have to ensure
that it adheres to all rules and regulations surrounding con-
sumer data privacy. As the approach presented in this paper
is simply a proof of concept for a facial authentication based
digital ID system, the application of data privacy regulations
for the hypothetical smart city falls outside the scope of this
paper.

III. NOVEL CONTRIBUTIONS OF THE CURRENT PAPER
Here, the novelty of our work is discussed:
• The user registration process is remotely and securely
performed on the edge device. Facial embeddings are
extracted using the user’s device in an offline applica-
tion. These embeddings contain no identifiable informa-
tion and are private by design as they are just a series of
numbers generated by a neural network. However, they
are encrypted for extra protection, and sent to be stored
on a remote cloud server operated by the smart city.

• The authentication process is also done on the edge
device. The photograph, face embedding extraction, and
authentication of the user are all done on the edge.
No facial data is sent to the cloud during authentication.
It makes the process resilient to various indirect attacks.

• Due to its fast and easy deepfake generation technique,
FSGAN deepfakes pose a serious threat to people. Our
system is capable of detecting deepfakes created by
FSGAN.

• The proposed system can detect the presentation attack.
A check is performed each time a user tries to access
any facility within the smart city by taking a picture
during the time of access. This ensures the correct user
is present and decreases the risk of presentation attack.
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No data is stored anywhere in the system during authen-
tication. It is performed as users come and go. With this
feature, the risk of presentation attack on this kind of
system goes down.

• No facial biometric data leaves the edge platform dur-
ing the authentication phase. No data is stored during
authentication. The only data that is stored is the ref-
erence facial embeddings extracted during enrollment.
These are used to retrain the model on the cloud, and it
never leaves the cloud storage at any time.

IV. RELATED WORKS
In the past few years, research on computer vision and pattern
recognition has been boosted by significant advancements in
deep learning techniques, new ways of thinking about paral-
lel computing, and monumental developments in hardware.
Because facial authentication is at the heart of our digital
ID system, this section discusses some of the most recent
work on the three main features of the proposed system: the
FR system, face features-based authentication, and morphing
attack detection (MAD).

A. FR SYSTEMS
In the early days of facial recognition, a holistic approach [9]
was used, such as image projection on low-dimensional
space [10], Laplacianface [11], and sparse representa-
tion [12]. In the early 2000s, more local features-based
face detectors [13], [14] were introduced. However, from
2012 onward high-accuracy deep learning-based techniques
have been predominant.

In 2014, DeepFace [15] transformed the direction of facial
recognition techniques. An accuracy of 97.35%, close to
human accuracy, was obtained with this 9-layer deep neural
model on the LFW dataset [16].

Deep neural network-based techniques have used diverse
architectures, different loss functions, and various image
processing techniques. In the same year as DeepFace [15],
another paper [17] performed face verification using
high-level features and deep ConvNets. Face features from
different face parts helped the model to achieve a higher
accuracy of 97.45% on the LFW dataset [16]. Both works
used a cross-entropy-based softmax loss. However, the
later versions [18] and [19] of DeepID used a Euclidean
distance-based loss named contrastive loss. Here, absolute
distances between image pairs are calculated.

Another face recognition model is FaceNet [20], where a
new loss, triplet loss, was used for feature learning and clus-
tering. The method had an accuracy of 99.63%. Triplet loss
is another Euclidean distance-based loss where the relative
difference in distances between matching pairs is considered.
Another important facial recognition system was proposed
in [21]. Here, marginal loss was proposed for deep face
recognition with a comparable accuracy of 99.48% on the
benchmark LFW dataset. It minimizes the intra-class varia-
tion and maximizes the inter-class distances simultaneously.

A pose invariant facial recognition technique was proposed
using Disentangled Representation Learning GAN in [22].
This FR system has been evaluated for various illumination
and angular positions of the face. Another competitive FR
system is CosFace [23]. Large margin cosine loss (LMCL)
has been introduced by redefining Softmax loss as a cosine
loss. One of the state-of-the-art FR systems, ArcFace is pre-
sented in [24]. An Additive Angular Margin Loss has been
proposed for face recognition. It is a highly accurate system.
It achieved the highest accuracy of all the discussed FR
systems on the LFW dataset.

After studying several of the aforementioned state-of-the-
art FR systems, FaceNet [20] has been chosen as the FR
system in the proposed digital ID. FaceNet [20] offers high
accuracy as well as ease of application on the edge platform.

B. FACIAL FEATURES BASED AUTHENTICATION SYSTEMS
In the last few years, various cloud-based, cloud-edge-based,
and IoT mobile device-based face authentication systems
have been researched in literature.

A detailed survey has been made for face verification
and authentication for IoT mobile devices in [25]. In [26],
a face verification system for a mobile device, from face
registration to face verification, was proposed using light
normalization and information fusion. However, no secu-
rity measures were undertaken. Another work [27] proposed
biometric-based security for IoT infrastructure using pairing-
based cryptography.

A face verification technique for mobile devices is pre-
sented in [28]. The Viola-Jones detector has been used for
face detection and subspace metrics for authentication. It has
a low error rate. But no security measures were implemented.
Another facial feature based active authentication technique
for mobile phones has been proposed in [29]. A short video
is used as the input of the face verification system. The
detection rate showed high accuracy when authentication and
enrollment were done from the same session videos. It is not
suitable for real-time use where different session data needs
to be compared. Similarly, a face authentication system for
mobile devices is implemented in [30]. Here, face detection
has been performedwith Haar-like features and the AdaBoost
algorithm. Face authentication, on the other hand, has been
done with a local binary pattern.

Another mobile-friendly deep learning based face detec-
tor has been proposed in [31]. Various illuminations and
extreme poses were considered. Without CUDA, mobile
GPUs have been used to implement deep neural network
models. [32] presents a fingerprint and face template based
method. The face verification is SVM based, whereas the
fingerprint verification is minutiae based. According to the
authors, the ‘‘Secure sketch’’ cryptography and geometric
translation make the method forgery-free. An enhanced bio-
metric capsule-based authentication method was proposed
in [33]. MTCNN [34] has been used for face detection and
FaceNet [20] has been used for face feature extraction. A deep
learning-based face verification method has been proposed
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in [35] for an IoT-cloud setting. The face verification part is
done by a tree-based cloud model. The edge part is optional
for processing and filtering images.

The majority of the aforesaid facial authentication systems
lack security measures. However, for any facial authentica-
tion system, security and privacy are the two critical criteria
that need to be fulfilled. These two factors have been priori-
tized in the design of the proposed digital ID.

C. ATTACK DETECTION
In this subsection, we discuss papers addressing various
attacks on facial recognition systems. User liveness has been
addressed in a majority of the papers.

For face authentication, an acoustic sensor based live-
ness detection method has been proposed in [36] with
an accuracy of 96.02% and a false alarm rate of 3.97%.
It uses the unevenness of the stereo structure of a real
face to check the liveness of the user. Another liveness
detection method has been proposed in [37] using photo-
plethysmograms of two simultaneous videos of the face and
fingertips.

Some papers also focus on deepfake detection systems.
In [38] and [39] deepfake videos have been detected. These
systems, which are based on convolutional networks, have a
high level of accuracy. Dynamic lip movement analysis has
been done in [40] to detect deepfake attacks. In [41], the
potential threat of face swapping to electronic Know Your
Customer (eKYC) has been discussed, and a detection system
has been proposed. Another IoT-friendly deepfake detection
method has been described in [42]. The LightGBM classi-
fier has been used to classify the images based on features
from the Gray Level Co-occurrence Matrix (GLCM). In [43],
an anti-spoofing facial recognition system has been proposed.
COTS RFID tag array has been used to extract biometric
features of the face and 3D geometry. 95.7% success rate
is achieved with 4.4% EER. Most of the papers in this area
also focus on a specific attack, but not in the context of facial
authentication systems.

The discussion above shows that in the last few
years, a number of state-of-the-art FR systems, different
cloud/edge-cloud/mobile based facial authentication meth-
ods, and different attack detection techniques have been
developed. Regardless of all the state-of-the-art methods,
no end-to-end facial authentication system that can be used
for implementing a digital ID system for smart cities has
been proposed. Our objective is to propose a proof-of-concept
of a viable but simple facial authentication based digital ID
system for smart cities with high success rates in detecting
attacks and authenticating smart city citizens.

V. iFace 1.1: PROPOSED FACIAL AUTHENTICATION
BASED DIGITAL ID SYSTEM OF SMART CITIES
iFace 1.1 is the proposed digital ID system for smart cities.
Once facial authentication is performed, residents will be able
to use different city services.

FIGURE 3. End-to-end system level framework of iFace 1.1.

A. SYSTEM LEVEL ARCHITECTURE
iFace 1.1 is presented as a four-layered architecture which is
spread between edge and cloud platforms, as shown in Fig.3.

1) Layer-1: The input layer of the authentication system
is denoted as layer-1. At this level, smart city residents
capture photos using the cameras attached to their per-
sonal devices. The photo is then sent for authentication
into layer-2. Users also provide their username.

2) Layer-2: Layer-2 is the edge computing platform. The
photo, alongwith the username from the previous layer,
works as the input for this layer. No data is transmitted
at this stage over the open communication channels as
both the layers are located on the same device. Hence,
no encryption of facial data is required at this point.
Layer-2 handles the data processing and computing
parts of iFace 1.1.

3) Layer-3: The cloud computing platform is the third
layer. Long-range communication technologies, e.g.,
4G and LTE connect the edge devices to this layer.
During registration, biometric data is transmitted to
this layer after being encrypted at layer-2. Encrypted
biometric data and usernames are stored in this layer.

4) Layer-4: The last layer consists of smart city stakehold-
ers like various smart city facilities. Residents can avail
different amenities after they are authenticated with the
iFace 1.1 system.

B. SYSTEM OVERVIEW
The aim of the paper is to propose a proof-of-concept of
a working end-to-end digital ID system that can be imple-
mented in a smart city. The digital ID system works in two
phases:
• Registration/Enrollment Phase
• Authentication Phase

1) ENROLLMENT PHASE
The registration process of a new applicant is shown in Fig. 4.
In this phase, an existing government-issued ID is checked to
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FIGURE 4. New user registration.

FIGURE 5. Authentication at edge.

avoid any forgery, and then a unique username is provided to
the new applicant.

An edge device camera takes a neutral frontal face (NFF)
image. Next, the face is detected in the image by the face
detection (FD) module. The photo is then checked for deep-
fake and presentation attacks in the Attack Detection (AD)
module. If the AD module does not verify the photo, law
enforcement authorities are notified of possible fraud. For
legitimate applicants, a facial embedding is extracted from
the detected face in the photo. The embedding, along with
the username, is added to a lookup table on the cloud server
of the smart city. Data encryption may be added at this step.

2) AUTHENTICATION PHASE
Authentication is done on the edge, as in Fig. 5. The user
provides their username, and a photo is captured by the edge
device. Once the face is detected in the FD module, it is
checked for any possible attack in the AD module. Next,
the facial embedding is extracted, and the system predicts
the username associated with the face embedding. If the pre-
dicted username is matched with the input username, access
to the facility is granted; otherwise, it is denied.

C. SYSTEM MODULES
The system pipeline consists of various modules. Each mod-
ule serves a specific purpose.

FIGURE 6. Username generation module workflow.

FIGURE 7. Sample lookup table.

1) USERNAME GENERATION (UG) MODULE
The UG module is an important module where unique
and user-specific usernames are generated during registra-
tion. Fig.6 shows a sample username generation module
workflow. During registration, the applicant provides their
name. A unique username is generated as per the sample
workflow.

During enrollment, the generated username and facial
embedding extracted from the photo are sent to the cloud data
storage and added to the lookup table. Data encryption should
be used in each step to make the process more secure. Fig. 7
shows a sample lookup table before encryption. The stored
data is used to train the classifier from time to time.

2) FACE DETECTION (FD) MODULE
Accurate face detection is the first step of face authentication.
There are mainly two types of state-of-the-art face detection
methods: deep neural network based and handcrafted fea-
tures based or machine learning-based. Deep neural network
based face detectors, e.g., Multitask Cascaded CNN [44],
RetinaFace [45], Fast RCNN [46], Faster RCNN [47], Mask
RCNN [48], YOLO [49], and SSD [50], have emerged as
successful face detectors. They are more accurate and robust.
However, the majority of them are heavy and poorly suited
for deployment on an embedded device.
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FIGURE 8. Extracted faces using haar cascade (middle) and Dlib HoG
(right most) face detectors from original face (left most). (Photo courtesy:
microsoft power point.)

In our work, a lightweight, fast, and efficient model is
required. Hence, we chose a machine learning-based face
detector over a deep neural network-based one. For security
and data integrity purposes, the face detector should not work
under any face occlusion. Face detection from the frontal face
photo is required. Hence, the Viola-Jones Haar Cascade face
detector [51] has been chosen as the face detection module
from [14], [51]–[53]. It detects the face from the photo. It is
tiny in size (∼ 1MB) so a good fit for an IoT environment
where resources are limited. It does not work under con-
ditions where the face is occluded, which is a mandatory
condition of the system to avoid any fraudulent activity. The
Dlib HoG [54] face detector also works with mostly frontal
faces. But, the extracted face by Dlib HoG mostly excludes
the forehead of the detected face, as shown in Fig. 8. It is not
desired for face authentication purposes.

Therefore, a frontal face image is necessary each time for
security reasons. But for practical implementation, an alter-
native state-of-the-art suitable method can be used.

3) ATTACK DETECTION (AD) MODULE
The attack detection module is the next module in the digital
ID system pipeline. It checks for various presentation attacks.
A person with ill intention can gain access to any facility
in a smart city by fooling the facial recognition systems.
A spoof image or non-living object can be presented to the
camera of the edge device instead of a live person. To detect
such an attack, the neutral frontal face photo of the user,
taken through the edge device camera, is passed through the
AD module as in Fig. 9. The AD module comprises of two
subsystems—the Deepfake Detection (DD) and Presentation
Attack Detection (PAD) modules.

a: DEEPFAKE DETECTION (DD) MODULE
The deepfake detection (DD) module is used to detect if
there is a deepfake attack on the system. Ideally, the module
should be trained to detect any type of deepfake. However,
for the purposes of this proof-of-concept, the model has been
trained to only detect deepfakes, generated by face swapping
techniques. More research on deepfakes is needed to propose
a generalized deepfake detection module.

We follow the procedure shown in Fig. 9(b) from [55] to
detect the deepfakes. As MobileNetV2 [56] is suitable for
an edge platform, pre-trained MobileNetV2 is fine tuned to
extract the distinguishing features of the images. The last
layer of the MobileNetV2 structure is replaced by a fully

FIGURE 9. Attack detection module.

TABLE 2. Datasets for Deepfake detection module.

connected layer with Softmax activation and 2 nodes, and is
used as a classifier as [38], [39]. Binary Cross Entropy loss
has been used for training.

The DeepfakeTIMIT (DFTIMIT) [6], [57] dataset for fake
images and VidTIMIT [58] for real images have been used
for training and validation of the DD module, as shown in
Table. 2. The dataset has been split into 80% train and 20%
validation.

The classifier layer was trained for 10 epochs, and then
the end-to-end model was trained for 15 epochs. The best
model is evaluated as per the validation accuracy. The same
and cross-dataset evaluation has been performed.

Table. 3 presents the accuracy obtained for the Deepfake
Detection module. Perfect accuracy is achieved when the
model is trained and evaluated on the DF-TIMIT (LQ) and
VidTIMIT datasets. But in a real scenario, we counter with
high-quality fraud. When the testing data is high quality
and close to reality, we get a more realistic accuracy of
94.83%, which means that our system can find 94.83% of
face-swapped deepfake images.

b: PRESENTATION ATTACK DETECTION (PAD) MODULE
To detect presentation attacks, the same pipeline shown in
Fig. 9(b) is followed. Here we use EfficientNet B0 [59] as
the feature extractor as it shows better results. A GlobalAver-
agePooling layer, followed by a dense layer of 2 nodes and a
Softmax activation function, has been used as the classifier.
As presentation attacks have been approached as a binary
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TABLE 3. Accuracy of Deepfake detection module for different evaluation
scenarios.

TABLE 4. Dataset for presentation attack detection module.

TABLE 5. Classification report of presentation attack module -trained
and tested on replay attack dataset.

classification problem, Binary Cross Entropy loss has been
used. Transfer learning is also used here to shorten training
time and improve accuracy.

The Replay Attack dataset [60] has been used to train
and evaluate the Presentation Attack Detection module. The
dataset is an imbalanced one. For our work, we partially used
the spoof part of the dataset to make a balanced one. The
dataset details used in our work have been stated in Table 4.
The number of frames extracted from test videos is fewer than
that from training videos, as the duration of the test videos is
shorter than the training videos in the dataset. Frames have
been extracted using ffmpeg [61].

Here, the initial number of epochs for the classifier training
is kept to 5, and end-to-end model training to 10. No data
augmentation has been done. The model has been evaluated
with the test section of Replay Attack [60] dataset.

Our system can detect 93.0% of presentation attacks. The
performance of the module is evaluated through confusion
matrix in Fig. 10. Precision, recall, F1-score, and accuracy
have been calculated in Table. 5.

4) FACE FEATURES EXTRACTION (FFE) MODULE
One of the major modules of the system is the feature extrac-
tion module, as it extracts the facial features from an image.
We wanted to select a simple but highly accurate method as
the Face Features Extraction (FFE) module. Hence, we fol-
lowed the process as in FaceNet [20] instead of other new
state-of-the-art methods to extract facial features. In image
classification, state-of-the-art accuracy has been obtained in
Google’s EfficientNets. The model size and computational
complexity are notably low. Hence, instead of using the orig-
inal deep learning network of FaceNet, we use EfficientNet
B0 as the feature extractor [62].

FIGURE 10. Confusion matrix for presentation attack module.

FIGURE 11. Training of face features extraction module.

Fig. 11 shows the workflow diagram of the FFE mod-
ule at training. We use EfficientNet B0 [59], pretrained on
ImageNet [63] as the backbone feature extractor, and connect
a GlobalAveragePooling layer followed by a dense layer of
128 nodes without any activation function. L2 normalization
is used to extract face embedding as in [20]. The module
extracts facial features from the face image. These features
are expressed in terms of a 128-dimensional feature vector.

The Triplet Loss function [20] has been used to train
the feature extraction module. During training, the network
learns to calculate the optimum Euclidean distance among
images through embedding.

Once the feature extractor has been trained, the trained
model is used to get face embeddings from the test image.

To train the face features extraction module, we down-
loaded images of the main characters of the American sitcom
‘Friends’ using the Bing SearchAPI and created a customized
dataset. The dataset details arementioned in Table. 6.We used
images without any occlusion in the face.

This module is trained for 100 epochs. A set of triplets,
i.e. anchor image, positive image, and negative image, are
generated before training. To generate the triplets, the below
procedure has been followed:

1) For our dataset, we have 6 classes (6 characters).
2 classes are chosen randomly.
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TABLE 6. Customized dataset for face features extraction module and
classification module.

2) 2 images are chosen from one class, and 1 image
is selected from the other class. This process is also
random. From 2 images, one is chosen randomly as
the anchor image and the other as the positive image,
whereas the single image from the other class is chosen
as the negative image.

3) For each anchor image, we chose 10 positive and
10 negative random images. So for our 247 images,
24, 700 combinations of triplets were generated.

Fig. 12 shows the Principal Component Analysis (PCA)
plot of the embeddings of our training dataset for the FFE
module. Here, 2 principal components are used to reduce the
dimensionality of the embedding vectors. Fig. 12(a) shows
the embeddings before training the module, and Fig. 12(b)
shows the same embeddings, clustered after the training.

5) CLASSIFIER
Once the FFE module extracts the features, a classifier is
used to predict the identity of the image. In our work, a
k-Nearest Neighbor (kNN) classifier with 3 neighbors,
an auto-tree algorithm, and 30 leaves is used to make the
prediction. The distance metric of the classifier is chosen as
Euclidean. We train the classifier with the face embedding
extracted from the trained FFE module. It authenticates or
denies a face bymeasuring the distance to k nearest neighbors
and finally decides by taking a majority voting. Fig.13 shows
the classifier’s training. The classifier predicts the username
corresponding to the face embedding.

Embeddings from the FFE module are used as the train-
ing data for classification. The dataset details are mentioned
in Table. 6.
Embeddings from the trained FFE module are used as the

input of the classifier. So, the number of training images of the
classifier is equal to the number of original images i.e. 247.

VI. PERFORMANCE OF THE PROPOSED DIGITAL ID FACE
AUTHENTICATION SYSTEM
In this section, the performance of iFace 1.1 is described,
along with a comparison to existing works.

The user is authenticated in an intuitive way by comparing
the input username with the predicted username from the
face embeddings extracted during authentication on the smart
device. This authentication is conducted on the edge.

Fig. 14 shows the authentication process. If the person is
already enrolled in the system and the predicted username

FIGURE 12. Embedding plots of six main characters of american sitcom
‘Friends.’

FIGURE 13. Classifier training.

matches with the input username, the classifier authenticates
as in Fig. 14(a). The person gets access to the facility. But
if the person is not enrolled in the system or if the pre-
dicted username does not match with the input username, the
system does not give access to the facility to the person as
in Fig. 14(b).

During authentication, data collection, processing, feature
extraction, and prediction are all done on the edge plat-
form. As user verification is conducted each time the user
accesses the facilities, the odds of impersonating a person are
very low. This provision makes the system robust. Encryp-
tion during data transfer and storage further secures the
system.

When a face needs to be authenticated in the system, the
embedding is extracted from the image through the trained
FFE module. Two such scenarios are plotted in PCA plots,

VOLUME 10, 2022 71799



A. Mitra et al.: iFace 1.1: A Proof-of-Concept of a Facial Authentication Based Digital ID

FIGURE 14. Authentication process.

FIGURE 15. Embedding plot of sample person in the clustered training
dataset.

as in Fig. 15 along with training data embeddings. If the
person is already enrolled in the system, the PCA plot is
as in Fig. 15(a) and if the user is not yet enrolled in the
system, Fig. 15(b) depicts that scenario. 171 spoofs have been
correctly detected among 191 spoof images.

The system has been evaluated with 50 unseen frontal
images of 6 enrolled people and 500 frontal images of the
CelebA [64] dataset. The first set is also used as the autho-
rized people to measure the false rejection ratio (FRR) and
the second set as the intruders to measure the false acceptance
ratio (FAR).

TABLE 7. Performance of the proposed digital ID system.

FIGURE 16. Digital ID performance.

The performance of the facial recognition system of the
proposed digital ID is shown in Table. 7 and Fig. 16.
FRR is calculated with 50 images of enrolled people. One
of the 50 images was falsely rejected, generating an FRR
of 2%. We evaluate the system with 500 images from the
CelebA [64] dataset. 15 images were falsely accepted. FAR
is calculated to 3%.

The evaluated images are not all frontal faces. The fore-
heads or cheeks of some faces are occluded with hair. Those
images are the cause of the false acceptance ratio. There is a
variation in age for certain ‘Friends’ characters in our training
and testing dataset. This was intentionally chosen to show the
effect of the aging of a person in his/her digital ID.

Various metrics like precision, recall, F1-score, accuracy,
FRR, and FAR have been calculated in Table. 8 to evaluate the
digital ID system.

Table. 9 compares the proposed iFace 1.1 with the existing
face authentication systems. The methods that are applicable
to mobile devices or on the edge platform are stated there.
It is clear from Table. 9 that different metrics have been
used to evaluate the performance of these systems. Most of
the systems perform face authentication without providing
any security measures. They are mainly standalone facial
authentication or verification systems. On the other hand,
our paper presents an end-to-end facial authentication-based
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TABLE 8. Performance metrics of facial authentication system.

TABLE 9. Performance metrics of facial authentication system.

digital ID system that can detect both presentation attacks and
deepfake attacks.

VII. CONCLUSION AND FUTURE WORK
In this article, a proof-of-concept of an end-to-end facial
authentication-based digital ID system for smart cities has
been proposed. Several things have been accomplished here:

• Our system is capable of detecting the various intruder
attacks mentioned in Sections II-B1.a and II-B1.b. The
system is resilient to deepmorph deepfake attacks, men-
tioned in Section II-B1.b. It shows high accuracy even
with high quality face swapped GAN generated images.

• It can detect presentation attacks, mentioned in
Section II-B1.a, with an accuracy of 93%.

• The false acceptance ratio and false rejection ratio of the
system are fairly low.

• The face authentication system has an accuracy of 97%.
As facial authentication has been done at the edge, the
risk of security compromise is reduced.

• No photos are stored anywhere in the system. Face
features are stored in the cloud in terms of a numerical
value. Hence, it is not possible to reverse engineer the
photos from these numbers, which makes the process
secure.

• Biometric data is stored without any identifiable infor-
mation about the user, eliminating the data privacy
regulation issues.

Currently, the deepfake detection module detects the
face-swapped images. However, a comprehensive deep-
fake detection module for other sources of deepfakes
will be added. The PAD module upgrade is another area
where more experiments will be performed. Our pro-
posed system has demonstrated promise. However, more
study and experimentation are needed before smart city
deployment.

As for future work, a more efficient digital ID system can
be achieved by addressing the following areas:

• A re-enrollment of facial features is needed to accommo-
date the age-related changes if the person significantly
ages.

• Data deletion processes need to be included in the sys-
tem after someone’s death.

• A data update option needs to be there if there is any
facial change due to any accident or cosmetic surgery.
The provision for deletion of data and re-enrollment of
the user with a new user id should be incorporated in the
case of identity theft.

• The modules and the facial authentication system need
to be upgraded to state-of-the-art systems.

• A large dataset of human faces is required with images
generated by various GANs to obtain a generalized
deepfake detection module. People of different demo-
graphics, races, colors, genders, and ages should be
included in the systems. People with glasses, piercings,
head coverings, hearing aids, and braces should also be
included in the training dataset. The hardware should
support this lengthy and resource-intensive training.

• The existing PAD module detects spoofs from the face
photo. The PAD module must be tested with different
head poses [65], lighting conditions [66], inside, outside,
day, and night settings.

• It can be improved by using challenge response tech-
niques with random instructions for motion, e.g., head
and eye movement, opening and closing the mouth,
or reading aloud any random sentences.

• Voice verification can also be added to enhance one
more level of verification.

• The system should be capable of authenticating people
with facial occlusions such as sunglasses, masks, and
any facial piercings.

• It will be exciting to see if the identical twin scenario can
be addressed.

To the authors’ best knowledge, iFace 1.1 is the first viable
end-to-end proof-of-concept that addresses the main chal-
lenges of smart-city digital ID. We hope to see more research
in this direction and finally an implemented iFace system in
a smart city.
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