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ABSTRACT The ability to regulate one’s own learning processes is a key factor in educational scenarios.
Self-regulation skills notably affect students’ efficacy when studying and academic performance, for better
or worse. However, neither students or instructors generally have proper understanding of what self-regulated
learning is, the impact that it has or how to assess it. This paper has the purpose of showing how
learning analytics can be used in order to generate simple metrics related to several areas of students’ self-
regulation, in the context of a first-year university course. These metrics are based on data obtained from a
learning management system, complemented by more specific assessment-related data and direct answers to
self-regulated learning questionnaires. As the end result, simple self-regulation profiles are obtained for each
student, which can be used to identify strengths and weaknesses and, potentially, help struggling students to
improve their learning habits.

INDEX TERMS Data analysis, data processing, engineering education, learningmanagement systems, linear
regression, self-regulated learning.

I. INTRODUCTION
Historically, one of the most important issues faced in edu-
cational institutions in general, and universities in particular,
is student underperformance, leading to failure in courses and
possible dropout from the educational program altogether.
This has negative implications not only for the student as
an individual, but also for learning institutions, which may
acquire negative reputations due to high failure and dropout
rates. It could even be considered detrimental to society as
a whole, as resources allocated into the education of an
important amount of students ultimately go to waste [1].

One of the focuses of this paper is learning analytics (LA).
In recent years, the advent of this discipline has provided
new possibilities for the implementation of tools to support
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and improve learning. The discipline of LA started to gain
mainstream popularity at the start of the decade of 2010, and
was defined then as ‘‘the measurement, collection, analysis
and reporting of data about learners and their contexts, for
purposes of understanding and optimizing learning and the
environments in which it occurs’’ [2]. Since then, the interest
garnered by LA as a research discipline grew drastically [3],
being a core part of many types of applications, such as
analytics dashboards [4], resource recommenders [5], or early
warning systems [6].

The other focus of this document is self-regulated
learning (SRL). The concept of SRL and the first rel-
evant self-regulation models surfaced in the 1980s, with
Barry J. Zimmerman as the main contributor at the
time, although other researchers had previously worked on
elements which are considered to be SRL components to
this day [7]. There are several features that characterize a
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self-regulated student: they are able to control their behav-
ior, motivation, and cognition; they pursue specific learning
goals; and they can change their own actions and behavior
for what they consider their best interest towards optimizing
learning and performance [8].

Zimmerman’s original SRL model pictured interactions
between three levels of self-regulation: personal, behavioral
and environmental [9]. Since then, many other authors have
proposed different and more complex SRL models of their
own [10].

Self-regulated learning capabilities are widely seen as
key aspects that are directly related to academic success
[11]–[13]. And, despite this, SRL is an often overlooked
factor by teachers and students alike, as typically neither col-
lective has had specific formation in order to understand what
self-regulation is, its importance regarding any learning activ-
ity and its impact over academic performance. Naturally, poor
understanding of SRL leads to the impossibility of assessing
individual students’ self-regulation capabilities. This may be
seen as a wasted opportunity for improving students’ learning
processes, as SRL techniques can be taught and adopted by
students of any age with proper training methods [14].

The purpose of this paper is showing how learning analyt-
ics techniques can be used to generate simple metrics in order
to assess university students’ proficiency in self-regulation.
These metrics, focusing on different SRL categories, may
be useful for teachers and students in order to have a basic
understanding of how well individual students regulate sev-
eral aspects of their own learning processes. Additionally, this
paper shows how SRLmetrics relates to student performance,
testing whether they can be used to identify students at risk
of failure.

The main contributions of this study are the following:
• The definition of a SRL framework made up of a limited
set of categories, aiming to be practical and simple to
understand. The selection and scope of the categories
themselves are rooted in previous literature within the
SRL field of knowledge.

• An experiment that shows an application of the afore-
mentioned framework in a university-level course. Both
observational and self-reported data from the course
were gathered and transformed into metrics associated
with the different categories in the framework. Correla-
tion tests were performed in order to assess the influence
of these metrics on each other and on students’ course
performance.

The rest of this document will follow this structure:
Section II presents the SRL framework that has been defined
for this study, covering the choice of SRL categories and
summaries of relevant previous works for each of them.
In Section III, contextual information regarding this study
is provided, including the types of data that we worked
with and the characteristics of the university course these
data were obtained from. Section IV shows the resulting
metrics computed for each of the defined SRL categories,
which are then tested in order to assess their correlation

with student performance. Finally, Section V provides some
closing thoughts and lines for future work.

II. SELF-REGULATED LEARNING FRAMEWORK
A. DATA AS A WAY TO MEASURE
SELF-REGULATED LEARNING
As should be expected, measures of self-regulated learning
are all based on learner-related data which are collected in
one way or another. SRL researchers may use several types
of data sources, the choice of which may be based on factors
such as the specific component that they want to measure,
or simply working with the data that they have available.

Many pieces of research have focused on measuring SRL
using self-reported instruments. Roth et al. [15] performed a
systematic literature review regarding this topic, identifying
the following instrument types: questionnaires, interviews,
think-aloud protocols and learning diaries. Regardless of the
instrument, the procedure involves learners being requested
to provide key information about their attitude towards spe-
cific aspects of self-regulation. However, these procedures
have some limitations. First, provided information may often
be biased and inaccurate as it is affected by learners’ percep-
tion and point of view. Second, these measurements may not
accurately show how learners dynamically adapt and modify
their behavior during learning, as they are focused on a more
static and generic view. And finally, they involve an extra
effort for students that, in many cases, they have no desire
to perform. Despite these problems, the use of self-reported
instruments is still common practice today due to their ease of
implementation and the ability to obtain information regard-
ing some SRL aspects which would be very difficult to obtain
through different means.

A different approach to measure SRL involves obtaining
data regarding learners’ behavior in online learning tools
and the subsequent application of data mining and machine
learning algorithms. Measurements using this method have a
key difference compared to the use of self-regulated learning
instruments. While the previous case focuses on attitudes
based on learners’ perceptions [16], here the focus is on
real learner behaviors, represented in traces that are logged
by learning management systems and other tools to support
learning. Thus, these works aim to assess SRL as an event
(time-based and task-related of known start and end), rather
than an aptitude (a steady feature of the learner.) [17]

Currently, SRL measurements using learning analytics
techniques usually follow one of two approaches: either based
solely on observational data (typically obtained from online
tools such as early warning systems), or complemented by
information from self-reported instruments [17].

B. SELF-REGULATED LEARNING CATEGORIES
Researchers that work with SRL typically define a set of
categories, each one representing a specific aspect of self-
regulation. Originally, Zimmerman and Pons established a
set of fifteen categories of self-regulated learning strategies,
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including but not limited to: self-evaluation, goal-setting and
planning, information seeking, rehearsing and memorizing,
help seeking and record reviewing [18].

However, there is no clear standard on which SRL cat-
egories should be considered by research. Instead, authors
define the number and type of categories which best suit
their particular experiments. For instance, Perels et al. [19]
work with six categories: motivation, learning strategies, self-
reflection, self-efficacy, problem solving and goal setting.
Other examples include Cheng [12], whoworks with just four
categories: goal setting, action control, learning motivation,
and learning strategies; or Fabriz et al. [20], who define nine-
teen much more specific categories in their study, including
aspects such as procrastination or reflection.

In a previous study, we performed a systematic litera-
ture review on the use of data analytics techniques for the
assessment of SRL features and behaviors of students [21].
A total of 109 studies were found that fulfilled the eligibility
criteria for the period comprised between 2011 and 2019.
Most of the studies relied on logged data from learning man-
agement systems and other learning supporting tools, such
as assessment tools, chats, video recordings and annotation
software. In some cases, multimodal trace data was also used,
including heart rate, eye-tracking data, step count or weather
conditions.

The techniques used were mainly cluster analysis, classi-
fication, and temporal data mining techniques like sequence
mining and process mining.

The most frequently measured SRL components were:
1) Goal-setting, planning, and time management (mea-

sured in 57 studies): the learner is able to set precise
goals for him or herself.

2) Keeping, reviewing records, and monitoring (measured
in 36 studies): this refers to the learners’ monitoring of
their progression towards achieving goals.

3) Emotion regulation (measured in 21 studies.)
4) Learning strategies (measured in 19 studies): this

includes behaviors such as reading, repeating,
elaboration, judgment of relevance, taking notes,
summarizing, coordinating different information
sources, activating prior knowledge, peer-learning, pro-
cessing, questioning, and problem-solving.

5) Self-evaluation (measured in 18 studies): this refers to
‘‘comparisons of self-observed performances against
some standard, such as one’s prior performance,
another person’s performance, or an absolute standard
of performance.’’

6) Seeking information and social help (measured in
16 studies): this pertains learners looking for assistance
and information from others.

7) Organizing and transforming (measured in 6 studies.)
8) Environmental structuring (measured in 4 studies):

this involves learners’ use of e-learning platforms
to alter the digital area for achieving their learning
objectives [22].

9) Rehearsing and memorizing (measured in 4 studies.)

Our priority in this study is to define a reduced set of
categories that could be easy to understand for teachers and
students without any specific SRL knowledge. Additionally,
we want our categories to be feasibly associated with the data
at our disposal. Considering the information presented in this
section, we defined the following five categories:

• Learning strategies.
• Time management.
• Resource management.
• Self-monitoring and self-assessment.
• Motivation and self-confidence.

The following subsections provide more in-depth descrip-
tions of each category, as well as summaries of relevant pieces
of work.

C. LEARNING STRATEGIES
Learning strategies encompass the variety of ways in which
students interact with course resources and tasks. Some learn-
ing strategies can be more effective than others depending
on the context of each course, which is defined by factors
such as the assessment method or type of contents. Thus,
an important aspect of self-regulation is the fact that the stu-
dent is aware of the learning strategies that they use and can
adapt and change these strategies depending on the learning
context [23].

Researchers Jelena Jovanovic, Dragan Gasevic and
Abelardo Pardo have led a series of studies within the context
of a flipped classroom and focused on first-year engineering
university courses.

In [24], Gasevic et al. make a distinction between
self-reported learning strategies — that is, those deducted
from students’ answers to a questionnaire — and strategies
that are discovered because of applying learning analytics
techniques. For self-reported strategies, the authors make use
of the Study Process Questionnaire [25] and on the other
hand, the authors use LMS activity logs (reading learning
material, watching videos or performing formative or summa-
tive exercises.) Thus, using either self-reported or log-based
data sources, the authors obtain two separate classifications
of students regarding their use of superficial or deep learning
strategies, which were observed to be weakly correlated. The
authors consider that self-reported strategies are the ones
perceived by students, and that they do not necessarily corre-
spond to what analysis of learning sequences tell— the actual
strategies. Thus, log-based data is usually more reliable than
self-reports: classification using learning sequences ended up
being more tightly correlated to exam scores. Either way,
it was observed that students using deep strategies obtained
significantly better scores.

In [16], Jovanovic et al. classified students regarding their
learning strategies, determined via learning analytics. This
study considers not only the types of activities that students
prioritize, but also the total number of learning sequences.
As a result, students are classified into five different groups:
intensive, strategic, highly strategic, selective and highly
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selective, in decreasing level of activity. Students in the inten-
sive group are the ones more closely associated with deep
learning strategies, while the ones in the selective groups tend
to use superficial strategies. This study also shows important
performance differences between students using deep and
superficial approaches to learning.

Also involving Jovanovic, Gasevic and Pardo,
Matcha et al. published a study in the same line of work [26],
distinguishing between tactics and strategies and implement-
ing a personalized feedback system for students [27]. Tactics
are defined as a classification for learning sequences depend-
ing on the predominant type of activity. The combination of
tactics that a student normally utilizes define their placement
into one of the three groups of strategies (selective, strategic
and intensive.)

It is worth mentioning that studies [16] and [26] present
analysis results on a weekly basis, regularly highlighting
predominant tactics for each learning strategy.

Highlighting the work of a different research group,
Uguina-Gadella et al. are the authors of a study that is smaller
in scale [28], involving a self-regulation questionnaire [29],
and thus, working with self-reported strategies. This specific
study focuses on the ability or inability of students in keeping
a regular study pattern, summarized in a single question:
Which of the following better represents your study habits?:
a) I normally distribute my study sessions throughout multi-
ple days or weeks; and b) I usually study in a single session
before the exam. Students were classified into one of two
groups depending on their answer to this question. Through-
out the course, it was observed that the study pattern for each
student roughly matched their answer in the questionnaire,
suggesting a certain level of self-consciousness regarding
their own habits.

We can consider learning sequences as the main basis in
order to detect strategies. Additionally, questionnaires can be
used in order to assess whether students are aware or not of
the strategies they use, by comparing their answers with the
observed learning sequences.

D. TIME MANAGEMENT
The topic of time management by students has been widely
studied by researchers. A student’s capability to appropriately
manage their time plays an important role in their academic
performance and learning efficiency. In order to achieve an
adequate use of their time, a student must control not only the
amount of time they allocate to do academic tasks, but also
the time frames they choose in order to do so. Procrastination
is a problem that has been approached in many ways, due to
its virtual omnipresence: estimations say that between 80%
and 95% of students procrastinate, and 50% of them do so in
a consistent and problematic manner [30].

Wolters et al. [31] are the authors of a study in which
procrastination is predicted using a questionnaire. This work
includes a detailed preamble with explanations on what
time management and procrastination are, as well as a solid

literature review. This study makes a distinction between two
types of procrastination:

1) Traditional or passive procrastination corresponds to
the typical definition of the term: a delay in actions or
decisions necessary to complete academic tasks.

2) Active procrastination involves an intentional delay in
the start and completion of tasks, with a strategic jus-
tification. Active procrastination implies a calculated
decision by a student, who must be sure they can com-
plete the delayed tasks on time.

The experiment results confirmed the hypothesis that
delays in starting and finishing academic tasks tend to seri-
ously jeopardize students’ capacity to meet deadlines. It is
important to note that this is true for the cases of both passive
and active procrastination. A limitation of this study is that it
exclusively uses self-reported data.

Asarta and Schmidt [32] focus on a blended learning con-
text, with slides and recorded speech replacing traditional
lectures, while using in-classroom time to solve practical
exercises, answer questions and, at the end of each course
module, doing an exam. This study considered the volume,
intensity, regularity and moments in which students accessed
online contents. Out of these factors, it was observed that
volume and intensity of online accesses were not significantly
related to the final grade. However, a correlation was detected
between both regularity and moments and the students’ final
grade. The authors highlight three aspects that are related to
regularity and help avoid procrastination:

• Pace, which involves the student’s capacity to keep up-
to-date with watching video lectures.

• Non-accumulation, which implies that the student
avoids watching the bulk of the lessons during the two
days prior to the exam.

• Consistency, which a student achieves if they dedicate a
similar amount of time every week to watching lectures.

Finally, Steel [33] analyzes several questionnaires that aim
to predict procrastination, and combines aspects from many
of them in order to create his own: the Pure Procrastination
Scale. As an important conclusion of this study, and similar to
what Wolters et al. wrote [31], Steel asserts that the distinc-
tion between several types of procrastination, such as passive
or active, is not actually important.

Most studies dealing with student time management focus
on the moments in which students do academic tasks, rather
than the amount of time spent. Thismay be because the choice
of time frames in which to perform academic tasks, and more
specifically, procrastination, can be generalized more easily
than the amount of time to invest, which could significantly
vary depending on the student. This is why the detection of
procrastination is probably the best way to assess students’
time management, in terms of self-regulated learning.

E. RESOURCE MANAGEMENT
In order to complete tasks and carry out a successful learning
process, studentsmust take advantage of all types of resources
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they have available.We define as a resource any kind of mate-
rial or entity which the student can interact with in order to
favor their learning interests (learning materials, attendance
to lectures, interactions with teachers and other students, and
the use of libraries and other study spaces).

All these factors may have an important influence over the
study habits of a student, and can be difficult for them to
optimally manage, as well as for a teacher or supervisor to
monitor.

Most of the studies that analyze student resource manage-
ment and its impact over academic results focus on the use
of online academic material (slides, notes or videos, etc.) due
to them being easier to monitor. However, some researchers
had the opportunity to access data relative to other types of
resources, and have performed analysis tasks using them.

A study by Jovanovic et al. in which students were classi-
fied depending on their use of online learning material within
the context of a flipped classroom [16] is a great example
of analysis of resource use by students in order to obtain
performance predictions.

A study by a Chinese research group led by Wang [34]
included information relative to grades and credits enrolled,
as well as usage logs of university buildings, such as the
library and dorms. Principal component analysis confirmed
the existence of a correlation between book borrow patterns
from the library and academic achievement. This study is
particularly interesting because it is able to utilize types of
data that are rarely seen in similar works.

Finally, a Spanish research group formed by Díaz-Lázaro,
Solano-Fernández and Sánchez-Vera performed a study in
order to assess how students learn and collaborate through
social networks, under the perspective of social learning ana-
lytics (SLA) [35]. The study analyzes messages and content
posted in a private Facebook group, as well as reactions and
comments by groupmembers. The authors note that reactions
(‘‘likes’’) are the most common activity type by students,
while comments on post are much rarer. Additionally, student
participation is very lopsided: about 20% of students are
responsible for half the content posted on the platform. Lastly,
the presence of the professor is instrumental in order to trigger
student activity (the teacher is, by far, the member who poster
the highest amount of publications in the group). On the other
hand, an important amount of students never uploaded an
original post to the platform.

There exists a great amount of literature relative to resource
use in education. However, documents that analyze this topic
under the viewpoint of SRL are scarcer. Most of them focus
on several applications related to learning analytics, such as
predictive analysis and production of indicators.

F. SELF-MONITORING AND SELF-ASSESSMENT
Self-monitoring is defined as the student’s capability to real-
ize that they are making progress towards their academic
objectives as they study or perform tasks. Meanwhile, self-
assessment skills involve reflection on a previous task or
study session, making sure that all goals established for said

session were accomplished. In both cases, the student must
be able to detect deficiencies in their work methods and apply
solutions to improve them.

Fabriz et al. aimed to improve students’ self-monitoring
by making them keep a study diary [20]. In order to fill said
diary, students were asked to write down their reflections
regarding multiple SRL categories, such as study planning,
motivation, help seeking or self-monitoring [19]. This way,
students make a specific effort in order to supervise their own
learning. However, the authors specify that benefits were only
observed when coupling this activity with specific formation
regarding self-regulation.

From the perspective of data visualization, there are dash-
boards that were developed with the main purpose of foster
student reflection on their own activity. Santos et al. are the
creators of StepUp! [36], a tool that registers student activity
in the different online tools that may be used within a course,
allowing students to compare the intensity of their activity
with their peers. According to the students that used this tool,
the possibility of visualizing their activity allowed them to
understand their own effort management in different tasks.
However, the provided information was generally insufficient
in order to understand how other students allocated their time
and effort.

As we could observe, there are many approaches to
fostering self-monitoring and self-assessment of learning:
questionnaires, performing specific activities or creating
data visualizations. There is, however, a common prob-
lem: it is difficult to control how well a student exercises
self-monitoring and self-assessment using only LMS activity
data. Therefore, the inclusion of self-monitoring and self-
assessment questions seems necessary. A clear example is the
one performed by Fabriz et al. [20].

G. MOTIVATION AND SELF-CONFIDENCE
This category involves several types of emotional factors
experienced by students, which directly affect their learning,
performance, and self-regulation capabilities. These factors
can be reflected in aspects such as setting and pursuing
learning goals, the milestones which the student consider as
reachable or unreachable, the estimated value of tasks and
subjects, or the mental strength to overcome the difficulties
that the course poses. Moreover, proper management of moti-
vation and self-confidence can help avoid negative emotions
that can appear during the learning process, such as fear or
anxiety.

Paul R. Pintrich is probably the most influential researcher
on the subject of motivation as a learning component, with a
series of papers published in the 90s and 2000s that are still
relevant to this day. Pintrich is also the main author of the
Multiple Strategies for Learning Questionnaire (MSLQ) [37],
one of the most well-known and reference self-regulation
questionnaire, which has a particular focus on learning strate-
gies and motivational aspects.

In [38], Pintrich defines three categories for different types
of motivational factors in learning:
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• Self-sufficiency: the way students judge their own
capacity to reach certain learning goals or complete
academic tasks.

• Task value estimation: the perception that students have
regarding the importance of specific tasks, determined
by both the personal interest of the student in the task and
the utility that said task can provide towards the future.
In this context, the ‘‘future’’ comprises many types of
short-, mid-, and long-term events, such as the next task
in the course, following courses in the degree or required
knowledge to perform a job once studies are finished,
respectively.

• Goal orientation, which is itself divided into three
subcategories:

– Mastery goals: the student prioritizes mastering the
contents of the subject, according to criteria that the
very own student sets.

– Extrinsic goals: the student focuses on obtaining
good grades and meeting the standards of other
people, such as teachers or family.

– Relative goals: the student aims to outperform their
peers.

In [39], Pintrich presents a conceptual framework for
assessing self-regulation and motivation in university stu-
dents. According to the model presented in this article,
regulation of motivation by a student is considered as a self-
regulation aspect, and includes the previously listed factors:
self-sufficiency, task value estimation and goal orientation.
The author states that theMSLQ questionnaire contains ques-
tions that assess several motivational factors of students, but
it does not include questions regarding students’ active efforts
to monitor and regulate their own motivation and confidence.

Self-reported data is generally essential in order to assess
students’ motivation and self-confidence. Lonn et al. [40]
performed two questionnaires in order to find out details
regarding students’ motivation. Similarly, Mega et al. [41]
studied the effects of motivation, emotions and level of
self-regulation by students over academic performance,
using self-reported data, with questions focused on self-
regulation, emotions and motivation. Using these data, after
an exploratory analysis, the authors developed a structural
equation model (SEM) in order to observe correlations
between the data, and additionally, what factors influenced
academic achievement.

Regarding non-self-reported data, participation measures
could be used, especially if gamification activities are intro-
duced. However, it is hard to identify the reasons for high or
low levels of participation without any extra data. Participa-
tion data can be a good complement, but questionnaires will
be the main source of data for this SRL component.

III. EXPERIMENT DESCRIPTION
A. EDUCATIONAL CONTEXT
This experiment targets a higher education context, more
specific, a first-year Computer Architecture course from the

Telecommunications Engineering degree at University of
Vigo. The scope of activities in this course includes theory
lectures covering the fundamentals of computer architecture
and information representation, as well as lab assignments
regarding assembly programming.

The theory part of this subject follows a flipped classroom
methodology: lectures are provided to students in video for-
mat via the institutional LMS, which should be watched at
home, and on-site class sessions are instead used for solving
practical problems and answering questions. Additionally,
the course features a continuous assessment model in which
students undertake a series of short exams every two to three
weeks, each covering the contents of the subject that were
taught in the respective period. In total, students undertake
6 of these exams throughout the course. Alternatively, stu-
dents may choose to be assessed by means of a single final
exam covering the entire subject. However, almost every
student chooses to follow the continuous assessment sys-
tem, especially those who are taking the subject for the first
time. [42].

Besides the university’s own LMS, which is based on
Moodle, the subject uses the online platformBeA (Blended e-
Assessment) for exam management: design, assessment and
reviews are all performed using this tool [43]. From the view-
point of the teacher, the main advantage of BeA is speeding
up the exam assessment process, as for every question, each
possible mistake students may make only needs to be defined
once, and then assigned asmany times as needed.Meanwhile,
students can use BeA to see their exam assessments and
error explanations without the need to make an in-person
appointment with the instructor.

This study will be analyzing data from the 2020/2021 aca-
demic year. The target course took place between February
and May of 2021.

In recent academic years, the overall success rate in this
subject ranged between 30% and 40% [44], and thus, stu-
dents that retake the subject make up a significant fraction
of each year’s enrollments. Nevertheless, and for the sake
of analyzing a subset of students with similar backgrounds
and characteristics, we will only be considering students who
were enrolled in the subject for the first time during the
2020/2021 academic year. According to our observations, the
use patterns of online learning tools by retaking students are
different from those of first-takers, and would thus warrant
separate analysis.

During the studied academic year, there were 115 students
who were enrolled for the first time in the Computer Archi-
tecture course.

B. AVAILABLE DATA
The data which this study works with comes from a com-
bination of observational and self-reported data sources.
As was mentioned in Section II-A, this approach is com-
monly used by researchers in SRL-measuring experiments.
Observational data consists of log entries from the two online
learning-supporting platforms that are used in the course:
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Moodle and BeA. On the other hand, self-reported data is
gathered using SRL questionnaires handed out to students.

Moodle logs register any activity that users — including
students, teachers and course administrators — perform in
the platform. If we focus specifically on students, we can
observe that all actions performed on Moodle are indeed
logged, together with a timestamp. These actions include, but
are not limited to: accessing the main course page, viewing or
downloading a document, watching a video, viewing or par-
ticipating in a forum, perform self-assessment questionnaires,
checking course grades, or viewing their own profile infor-
mation or another user’s public profile. When put together,
these pieces of information can be used to reconstruct each
student’s sessions using the LMS, including the activities that
they performed and the time lapse between them. This is akin
to the concept of learning sequences, described by Khan and
Pardo in [45] and then used in subsequent studies by Gasevic,
Jovanovic et al. [16], [24].

An important parameter which defines the way learning
sequences are interpreted is the maximum amount of time
between two consecutive logged events by a student for them
to be considered within the same sequence. In their definition
of learning sequences, Khan et al. set a 30-minute maximum
time within consecutive activities. However, we did not have
the certainty that this value would properly fit our data. If the
maximum interval between consecutive activities is too short,
many events could be considered part of different learning
sequences even though it would make sense to fit themwithin
the same one. On the other hand, should this interval be too
large, events belonging to clearly different sessions might be
grouped into the same learning sequence.

In order to pick an appropriate time interval between
events, we computed the learning sequences from ourMoodle
logs trying values ranging from 10 minutes to 6 hours, and
counted the total number of sequences found for each one of
them. Fig. 1 shows the results of these computations. It can

FIGURE 1. Number of observed learning sequences in moodle logs
depending on the maximum time interval allowed between consecutive
events.

be observed that the resulting curve follows a trend similar
to exponential decay. In order to avoid the aforementioned
problems derived from choosing inappropriately big or small
interval values, we settled on a 50-minute maximum time
between events, a value close to the knee of the represented
curve.

Additionally, BeA logs are also available to utilize in this
study. Thanks to this platform, it is possible to gather in-depth
data regarding exam assessment, such as the specific errors
that students make in each exam question. Additionally, it is
possible to track student activity in the platform, obtaining
data on the specific information that students check while
using BeA.

On the other end of the spectrum, self-reported data was
obtained directly from students via SRL questionnaires as a
complement to the observational data. These questionnaires
consisted of statements directly related to one of the five SRL
categories of interest, to which students stated their level of
agreement using a 1 to 5 Likert-like scale. The questionnaire
items were inspired by existing SRL instruments in the liter-
ature, such as the Study Process Questionnaire [46] and the
Multiple Strategies for LearningQuestionnaire [37], although
the questions were adapted to better fit the characteristics of
the course and the learning context. More details regarding
how the questionnaires were built can be found in [47].

Questionnaire distribution was performed as follows: at the
beginning of the semester, students were asked to perform
a 20-item SRL questionnaire on paper during one of the
in-classroom sessions. Afterwards, three subsequent 7-item
questionnaires were enabled on BeA for students to submit at
home. These smaller questionnaires were spread throughout
the duration of the course, with a new one being accessible
for students every four weeks.

The non-mandatory nature of these SRL questionnaires
led to an issue of low student participation. The initial
20-item questionnaire was answered by virtually every class-
attending student, with a total of 113 submissions. When
considering only the newly-enrolled students, 80 out of the
total 115 answered the initial, on-site questionnaire. However,
the following questionnaires in BeA only registered between
17 and 22 answers, less than 20% of the ones who performed
the first questionnaire. Consequently, observational data is
overall consideredmuchmore reliable in this particular study.

IV. RESULTS
As aforementioned, the goal of this data analysis experiment
is obtainingmetrics for simple SRL profiling of students. Said
metric serve as ordering criteria that allow us to compare
the proficiency of students in each of the five studied SRL
categories.

This section presents the metrics that were chosen to repre-
sent each of the five SRL categories in our framework, which
will form a data set together with students’ final grades in
the course. Afterwards, a measure of the correlation between
these indicators and students’ performance in the course,
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represented by the final grades, is included as a relevance
assessment of the obtained metrics.

A. SRL METRICS
A summary of all generated metrics can be seen in Table 1,
including the SRL category that each one is associated to and
the minimum and maximum values observed in our data set.
The following subsections providemore in-depth information
regarding each category.

TABLE 1. Self-regulated learning metrics.

1) LEARNING STRATEGIES
Metrics related to students’ learning strategies are based on
characteristics of their observed learning sequences. More
specifically, wewill be looking at the total number of learning
sessions in which the student engages during the course,
and also their average length (that is, the number of dif-
ferent activities, such as watching videos or performing
self-assessment tests, which are included in each learning
sequence.) It is important to note that, at least on paper, the
number and length of learning sequences are not necessarily
related to their duration, which refers to the amount of time
the student invests in their learning sessions. This aspect will
be studied more in-depth in Section IV-A2.

The justification for considering the number of learn-
ing sessions as a metric is similar to what is seen in
Jovanovic et al. [16], as was mentioned in Section II-C: in

their work, these authors observe the number of learning
sequences in order to gauge the ‘‘intensity’’ of students’ study
habits. Fig. 2 shows the distribution of students regarding
their total number of learning sessions.

FIGURE 2. Distribution of the total number of learning sessions that each
student engaged in during the course.

The length of students’ learning sessions is also being con-
sidered as a complementary metric. Observing the available
data, the average length of newly-enrolled students’ learning
sequences ranged between 1.25 and 7.5, with the exception
of those who did not interact with the platform at any point,
and a single outlier whose average learning sequence length
was 14.4.

2) TIME MANAGEMENT
In order to obtain a simple metric of how students manage
their time in regards to the present course, the duration of
their learning sequences was aggregated. This results in an
estimation of the most basic notion of time management by
students: whether the time they spend preparing this subject
is sufficient or not.

A representation of how much time students spend in
online learning sessions, grouped by weeks, is shown in
Fig. 3. In this graph, week 0 corresponds to the first week
of February 2021, the week right before the course started.
It is included for completeness, since course resources were
made available for students during this week, but it is ignored
in terms of calculating the total average. On the other hand,
week 16 is the last week of May 2021, and the last week of
the course overall.

As it may have been expected, the weeks with highest
activity values are those that precede exam weeks — since
during the 2020/2021 academic year, exams always took
place at the start of their respective weeks. Therefore, since
there were exams scheduled in weeks 4, 6, 9, 11, 13 and 16,
the weeks preceding these presented relatively higher online
activity. It is also worth highlighting the sharp decrease in
overall activity from week 7 onward, as the median weekly
activity values are close to 0 for the second half of the course.
This suggests that a significant portion of students give up on
the subject after the second exam.
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FIGURE 3. Weekly activity by students in the course, as represented by the total time spent in online learning sessions. Notice that week
0 is the week right before the start of the course, during which course resources are made available for students.

The primary metric that represents each student’s time
management is the weekly average time spent in online learn-
ing sessions, which is also included in Fig. 3. Differences
observed in this regard can be significant, as the first quartile
is located at 11 minutes per week, the median is 48 minutes
and the third quartile reaches 135 minutes.

An additional metric was computed in order to account for
regularity in the students’ study schedules. As was seen in
Section II-D, procrastination is one of the main issues that
defines students’ poor time management, which ultimately
reflects in poor allocation of study time and leads to irregular
schedules. Thus, the second time management metric that is
being considered is the number of weeks in which the student
spends at least the median average weekly time of 48 minutes
in study sessions. Only 3 students surpassed this threshold in
each of the 16 weeks the course lasted.

3) RESOURCE MANAGEMENT
To assess resource management by the students, we tracked
howmany of the coursematerial items that aremade available
to them via Moodle they actually end up using throughout the
course.

As the target subject follows a flipped classroom system,
most of the course material for theory classes are recorded
video lectures: a total of 71 videos were uploaded to the learn-
ing management system for students to prepare the course
with. Most videos were anywhere between 5 and 10 minutes
long, with a few exceptions: some shorter videos only lasted
for 2 to 3 minutes, and the longest ones were just under
15 minutes long.

On top of the videos, some complementary material was
also made available for students:

• 13 collections of summaries for the provided videos,
in the form of slide presentations.

• 16 documents with extra learning material, such as
solved problems or data sheets.

FIGURE 4. Distribution of students regarding how many different
resources available on Moodle they accessed at least once.

These resources add up to 100 total items at the students’
disposal related to theory contents. Fig. 4 summarizes the
use of these resources by students. Only a single student
accessed all available resources throughout the course. As in
can be seen in the figure, the top 25% of students accessed
83% or more of the available resources at least once. On the
other hand, the bottom 25% made negligible use of course
resources, or no use at all. The median located at 30 implies
that half of the students never used more than 70% of the
course material items that were made available for them.

4) SELF-MONITORING AND SELF-ASSESSMENT
Metrics corresponding to the self-monitoring and self-
assessment category are computed using two different
sources. On the one hand, a total of 8 self-assessment tests
were made available on Moodle for students to perform
throughout the course. Out of these, only the first one was
mandatory for students to be able to advance in the course.
The main purpose of these tests was providing students a
way to practice answering exam-like questions and problems.
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There was no limit in the amount of times each student could
attempt these tests, and the grade recorded in each one of them
was the highest one obtained across all performed attempts.

Two aspects regarding the self-assessment tests were com-
puted as metrics: the average grade obtained in them and the
total amount of times that they were attempted.

The 115 newly-enrolled students in the course totaled up to
648 self-assessment test attempts. However, these attempts
are not distributed evenly across the student population.
29 students never attempted any of the available tests. On the
other hand, the highest number of attempts a single student
made throughout the course was 28.

Fig. 5 summarizes the scores obtained by students in each
of the self-assessment tests. It can be observed that there is
great variance in the scores for every test, as not every student
who performs poorly in a test decides to retake it in order to
improve their score.

FIGURE 5. Distribution of student scores in the self-assessment tests.
Labeled on each plot, number of students who attempted the
corresponding self-assessment test at least once.

The other source that was taken into account for this
category was student activity on the BeA platform. More
specifically, we looked at how long it takes each student to
check their exam assessments once they become available,
under the hypothesis that it is beneficial for the student to do
this as soon as possible so they can analyze their mistakes and
contact the instructor for a double review if necessary.

Of course, this metric is only useful for students who take
and review at least one exam during the course. Out of the
115 newly-enrolled students, 78 performed at least one exam,
and 69 viewed their assessed exams at least once.

It was observed that students usually review their exams
very soon after the assessments are published, typically
within a couple hours. Cases in which students took more
than 24 hours to see their exam assessments are very rare
and, with the exception of a single outlier who first saw
an exam assessment two months after it was posted, every
student reviewed their exam results within a week of their
publication.

FIGURE 6. Distribution of the average time to check exam assessments
on BeA (excluding 13 students with an average above 1000 minutes).

In order to obtain the metric, the times corresponding to
each student were averaged. Fig. 6 shows how this metric is
distributed.

5) MOTIVATION AND SELF-CONFIDENCE
In order to obtain a metric for the category of motivation and
self-confidence, we relied on the students’ own answers to
the SRL questionnaires that were performed throughout the
course, as outlined in Section III-B.

Appendix A at the end of this document lists the items
related to motivation and self-confidence that were included
in the questionnaires. The first 4 were among the initial
questionnaire that was performed during an in-classroom
session at the start of the course, and the rest were part of the
subsequent smaller questionnaires that were made available
on BeA.

Unfortunately, as was mentioned before, the reliability of
this metric is limited due to insufficient student participation
in these questionnaires. Most students only performed the
initial questionnaire, which restricts the amount of answers
related to motivation and self-confidence to just the 4 items
that were included there.

The value of this metric was computed by averaging
the scores corresponding to the answers of each student.
As aforementioned, each questionnaire item provided a
five-level Likert scale for stating the level of agreement or
disagreement. It is important to note that by averaging the
scores of all questions we are assuming that there is a constant
difference between each consecutive pair of levels in the
Likert scale, which constitutes a simplification of this model.

Computed averages for students who participated in these
questionnaires ranged from 2 to 4.5 points.

B. CORRELATION WITH STUDENT PERFORMANCE
Once the SRL metrics have been defined, the next step is
assessing their relevance by observing how they influence
students’ performance in the course, measured by the final
grade obtained. Throughout this sections, data set features
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may be referred to by the number and acronym that was
assigned to them in Table 1.

An important detail regarding the resulting data set is that
there are a few features that may have undefined values for
some students. More specifically:
• The average time to see an exam assessment (feature
6-SMA1) may be undefined if the student never reviews
their assessments, or if they never attend an exam to
begin with.

• The average score in self-assessment tests (feature
7-SMA2) may be undefined if the student does not
perform any of these tests.

• The average score in ‘‘motivation and self-confidence’’
questionnaire items (feature 9-MSC) may be undefined
if the student never performs any of the SRL question-
naires.

Out of the 115 newly-enrolled students, a total of 52 met
at least one of the conditions listed above. When compared to
the remaining 63, it was observed that:
• No students who had one or more undefined features
passed the subject. 34 of them dropped out of the course
altogether, and the top final score achieved by the other
22 was 1.8 points out of 10.

• Among the 63 students without observed undefined fea-
tures, 28 passed the subject (44%), obtaining a final
grade of at least 5 points out of 10.

It is clear that any of the condition that forces undefined
data set values implies a significant risk of failure for the
affected students. Considering these findings, only the latter
group of students will be considered for the correlation tests
in this section. While this reduced size is not ideal, keeping
the students with undefined values would have compromised
the balance of the data set.

Before proceeding with the correlation analysis, the fol-
lowing preparation procedure was executed:
• For feature 6-SMA1 specifically, a maximum value of
2000 was established, which was used for two outliers
who greatly surpassed the values of the rest of the stu-
dents.

• All features were subject to min-max normalization,
fitting every value inside the range [0, 1], with the end-
points of this interval being the minimum and maximum
value observed for the feature, respectively.

Having done this, Pearson correlation coefficients were
computed between each pair of features in the data set. Fig. 7
depicts the result of this operation.

A few important insights can be extracted from these cor-
relation values:
• Overall correlation values for many metrics are very
high, which suggests that some are, indeed, redundant.
This is particularly notable in the cases of metrics 1-LS1,
3-TM1, 4-TM2 and 5-RM, corresponding to the SRL
categories ‘‘learning strategies’’, ‘‘time management’’
and ‘‘resource management’’, which all have Pearson
correlation coefficients above 0.8 between each other.

FIGURE 7. Pearson correlation matrix corresponding to the SRL metrics.

TABLE 2. Correlation between SRL metrics and final grade.

• On the other end of the spectrum, feature 6 seems to
not be correlated with any other feature in the data
set. Metrics 2-LS2 and 9-MSC also show relatively low
correlation coefficients. It is particularly interesting to
see that features 1-LS1 and 2-LS2, corresponding to the
total number of learning sequences and their average
length respectively, are not correlated at all.

The existence of highly correlated metrics hints at the fact
that students’ self-regulation abilities in each of the categories
which were proposed in this experiment are not independent
from each other. While from the viewpoint of educational
research it is still important to distinguish between different
aspects of self-regulated learning, we can generally expect
students to show proper self-regulation habits, or lack thereof,
across the board.

A second correlation test was perform in order to find out
the dependencies between the SRL metrics and the students’
final grade in the course. Table 2 contains the outcome of this
operation.
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Metrics 1-LS1, 3-TM1, 4-TM2, 5-RM and 8-SMA3 are
all significantly correlated with students’ grades — and,
as aforementioned, also between each other. On the other
hand, grades are significantly less dependent on the remain-
ing features, which presented lower coefficients overall in the
Pearson correlation matrix.

C. EARLY WARNING POTENTIAL
As a final experiment, we will be assessing the usefulness of
these SRLmetrics as early indicators of student performance.
This would be helpful in order to identify students at risk
of failing the subject at an early stage in the course, poten-
tially enabling interventions to improve struggling students’
situations.

The metrics used for this experiment are the same as in
the previous one, but they will be based exclusively on data
generated during the weeks 1 through 4 of the course. This
leads to some differences in the generation of metrics:

• The median average weekly time in study sessions is
now 80 minutes instead of 48, and this is taken into
account when computing metric 4-TM2.

• By week 4 in the course, only 31 resources were made
available to students, which is considered for metric
5-RM.

• Only the first continuous assessment exam, performed
in week 4, had been done. This limits the available
data for generating metric 6-SMA1. For this experiment,
undefined values in metric 6-SMA for students who per-
formed the first exam were set to the maximum value of
2000, as some of them may first check their assessments
after week 4.

• Only the first two self-assessment tests were available
for students to perform, which affects metrics 7-SMA2
and 8-SMA3.

• For metric 9-MSC, only the initial SRL questionnaire
had been performed at this point in the course.

With these limitations in mind, we can still make the
same observation as in the last case regarding undefined
values: 46 students presented undefined values in at least
one of 7-SMA2 and 9-MSC, if they had not performed any
self-assessment questionnaires or did not participate in the
initial SRL questionnaire, and all of them failed or dropped
out of the course, with the highest observed grade being
2.5 out of 10. This makes sense, as undefined values in
these metrics signals that this group of students was very
detached from the subject since the start. Additionally, there
were 6 more students who did not present undefined values
in 7-SMA2 or 9-MSC, but did not attend the first exam,
dropping out of continuous assessment. Like last time, these
records will be dropped from the data set, and we will be
working with the 63 remaining students.

After normalizing all features like in the previous case,
we built an ordinary least squares (OLS) linear regression
model as a predictor of students’ final grades based on the
computed SRL metrics. The characteristics of this model are

TABLE 3. Summary of OLS regression models.

TABLE 4. Regression coefficients for the complete OLS model.

summarized in the first row of Table 3, and the parameters of
the coefficients are listed in Table 4.

However, as we already know, many of the features are
either redundant or completely irrelevant. As a simplification,
the two features with p-values smaller than 0.05, 7-SMA2
and 9-MSC, were selected to build a reduced OLS model
including just these input variables. OLS regression results
for this model can be found in the second row of Table 3, and
the coefficient parameters are displayed in Table 5.

TABLE 5. Regression coefficients for the reduced OLS model.

Analyzing the results, it can be stated that the reduced
model is of higher quality than the complete one, since
it achieves virtually identical values for adjusted R2 and
residual standard error, while showing much better results in
F-statistic and p-value. In either case, an R2 value of around
0.5 and a residual standard error of 0.21 (it is important
to remember than student grades are normalized between
0 and 1) show that the obtained regression models are fairly
suboptimal, but they could be used in order to get a rough idea
of which students are at risk of failing the course at very early
stages.

V. CONCLUSION AND FUTURE WORK
Existing literature shows how relevant self-regulated learning
features can be estimated based on available data by applying
analysis techniques. We have attempted to apply some of
these techniques to create simple student profiles, including
features corresponding to 5 different SRL categories. This
was an initial attempt, as new metrics could be obtained from
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the available data, but several lessons were learned from the
performed work.

First, the difficulty to get significant amounts of reli-
able data. Most of the proposed metrics are obtained from
LMS log data, mostly related to accesses of the students
to the different available resources, but this does not pro-
vide significant information about the intensity of the stu-
dents’ effort. Basically, a student can access many videos
or spend a lot of time in the platform, but this does not
mean that they really pay attention or perform real cognitive
effort to learn. We have also attempted to collect data from
optional questionnaires including SRL items, but low student
participation was an important issue. Questionnaires could
be made mandatory, but in that case the reliability of the
data would decrease as students could answer randomly or
insincerely. In addition, we have collected data from the
BeA e-assessment platform that provides data about student
participation in exam review processes. Nevertheless, the use
of this data to calculate metric 6-SMA1 provides the worst
correlation with grades out of all the indicators (see Table 2).
There is a large scarcity of relevant data about the students
learning activities and processes.

Second, first year students have specific behaviors that
need to be taken into account. As we have seen, around 30%
of the students do not display any kind of participation in the
subject from the start. Moreover, there are other features that
are also indicative of dropout. In the paper we have iden-
tified three related features: 6-SMA1, related to the review
of exams in BeA; 7-SMA1, related to the performance of
self-assessment tests; and 9-MSC, related to the participation
in optional SRL questionnaires. A total of 56 students did
not engage in at least one of these activities, and none of
them achieved a final score greater than 1.8 points out of 10.
Therefore, these conditions are clear indicators of dropout or
course failure. This makes sense, as these students have not
shown any interest in the performance of complementary, yet
optional activities.

Third, despite the fact that predictive potential of the SRL
metrics has been observed to be limited, it could be enough
for the development of early warning systems (EWS) that
can detect students at risk of failing. Many of the computed
metrics ended up being redundant, as demonstrated by the
cross-correlation matrix in Fig. 7. However, they could still
be used to build two OLS regression models of similar perfor-
mance, one including all features and a second one excluding
redundant and irrelevant metrics. In order to simulate an
early state of the course, the models considered only data
corresponding to the first few weeks. These models were able
to explain about 50% of the variation in students’ final grades,
with an average standard error of 2 points if we consider
grades to be in a 0 to 10 scale. Interestingly enough, feature
9-MSC, which was calculated using very limited information
from SRL questionnaires, ended up being useful for building
the reduced OLS regression models. This suggests that data
obtained via self-reported instruments can still be useful as a
complement to observational data.

The main aspect that differentiates this work from others
in recent literature regarding SRL and learning analytics is
the aim to simultaneously cover multiple dimensions of stu-
dents’ self-regulation, making use of both observational and
self-reported data but prioritizing the former whenever pos-
sible. This endeavor required the acquisition, transformation
and interpretation of multiple types of data available on the
online platformsMoodle andBeA.As seen in Section II, most
of the existing studies in the literature focus on a specific SRL
aspect. While this work does not intend to provide as thor-
ough of an analysis of each SRL category, it does show how
student metrics obtained from course data can be interpreted
through the lens of self-regulation in a broad sense.

Following the line of work presented in this paper, there
is still room for improvements and future development. The
predictive models can be improved through further training
and testing using data from courses in the following academic
years. Additionally, while OLS regression provides a simple
framework for assessing feature relevance, other types of
predictive models could be tested in order to find one that
performs better. In many cases, it could be enough to label
students depending on whether they are expected to pass or
fail the course. In this regard, a classification or clustering
algorithm may be better suited for the job.

Finally, the reliability of self-reported data could be
improved by fostering student participation. While we still
consider making mandatory SRL questionnaires to be coun-
terproductive, performing activities in the classroom such
as self-assessment quizzes mixed with some SRL questions
could be a way to collect self-reported information in an
engaging way.

APPENDIX A
MOTIVATION AND SELF-CONFIDENCE
QUESTIONNAIRE ITEMS
These are the Likert-type questionnaire items related to moti-
vation and self-confidence which were provided to students
throughout the course, originally asked in Spanish. For ques-
tions labeled with (*), higher levels of agreement represent
negative SRL attitudes, and their scores were reversed before
computing the corresponding metric.

1) I am certain that I can learn even the toughest parts of
the course.

2) I am able to make an effort to focus when I start getting
distracted.

3) I consider really important to learn the contents of the
course.

4) Whenever I do an exam, I always feel very nervous. (*)
5) I work hard to obtain good grades, even if I do not like

the subject.
6) I think any topic can be interesting once I study it in

depth.
7) When doing an exam, my mind focuses on the parts I

do not know how to answer. (*)
8) I try to focus only in the easy parts of the subjects. (*)

VOLUME 10, 2022 71911



M. Liz-Domínguez et al.: Profiling Students’ Self-Regulation With Learning Analytics: A Proof of Concept

9) When doing an exam, I worry about performing worse
than my classmates. (*)

10) My main motivation for performing well is to please
my family, friends or other people. (*)

11) I am certain that I can learn at least the basic concepts
of all subjects.
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