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ABSTRACT This work presents an integrated framework for imputation of missing values and prediction of
class label of unseen samples by using the best features of rule based inductive decision tree (DT) and Support
Vector Machine (SVM) classifier (DT-SVM). In this work, the decision tree is used for imputation of missing
values of the datasets containing both categorical and numerical valued attributes. In addition, some of the
other popular and simple missing value imputation techniques like drop, mean, median, mode, and k-nearest
neighbor (kNN) are used for a comparative analysis. The imputed datasets are then classified using SVM.
The performance of the proposed integrated novel framework DT-SVM has been compared with Drop-SVM,
Mean-SVM, Median-SVM, Mode-SVM, and kNN-SVM and it is found that DT-SVM outperforms others.
Further, a new variant of KNN named it as approximated kNN (A-kNN) has been proposed to overcome some
of the shortcomings of canonical kNN while learning from a training set imputed by DT. Unlike canonical
kNN, A-kNN does not scan the entire training set. Instead, it processes some of the representative instances
from the training dataset to identify the nearest neighbor. The class centroid approach is adopted to find the
representative instances of the training set. The effectiveness in term of accuracy as well as computational
time of A-kNN is examined by comparing with canonical kNN. It is found that computational time of the
proposed A-kNN is drastically reduced as compared to canonical kNN without compromising with the
classification accuracy.

INDEX TERMS Classification, data mining, decision tree, kNN classifier, missing values imputation, SVM.

I. INTRODUCTION

Data pre-processing is a process to transform a raw dataset to
a useful and understandable dataset and ensure the improve-
ment of performances in tasks like classification, clustering,
etc. of data mining, machine learning, pattern recognition,
big data analysis, and data science. Classification is one of
the fundamental tasks of any predictive mining [1]. The data
in real-world databases are of high volume and heteroge-
neous. Hence the classification process is highly susceptible
to missing, inconsistent, noisy data and outliers. To ensure
reliability and good quality of data, data pre-processing plays
a crucial role in data mining. The handling of missing values
is one of the significant tasks of data pre-processing. In real
world, organizations employ various data collection methods
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for their decision making processes. The data collection can
be made in different ways like, manually by a person, through
on-line questionnaires, from sensors, [oTs, through a survey,
social media [2], field study, etc. In many cases there is a
chance of getting incorrect, anomalous or incomplete data
due to several reasons like purposive or accidental human
errors, equipment malfunctioning, incomplete or incorrect
observations, error in devices, incorrect measurements, etc.
In several cases, organizations cannot disclose their data to
everybody as the data may contain many confidential pieces
of information. All these situations lead to missing values in
the tuples of datasets. Classification is a way of categorizing
objects to several classes based on their characteristics. There
are several classification techniques in data mining [3]. The
classification of a dataset containing missing values may
cause inaccuracy and inconsistency in the prediction process.
Hence, the missing values in the datasets need to be imputed
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first, and then the model should be constructed using the
complete dataset. The process of filling the values of an
attribute, which were missing initially, using certain tech-
niques, procedures, or algorithms is known as missing value
imputation.

Now -a- days, it is not an exception to experience databases
that have up to 50% of the attribute values missing, making it
extremely difficult to handle them using the traditional data
processing tools [4], [5]. The simplest procedure adopted
to handle missing values is to discard the tuples containing
missing values. But, it is not a wise decision as it can lead
to significant loss of information. In many cases missing
values are not uniformly distributed over all the attributes.
So, deleting records with few missing values is not equiv-
alent to deleting records with many missing values. And
further, performance will not be as per the expectations as
analysis of incomplete data will lead to biasness. So, the
most effective way of dealing with the missing values is to
impute them. In the last few decades, several approaches
have been adopted for imputing missing values [6], [7].
Some of them are mean or median value substitution, near-
est neighbor imputation, naive Bayes’ missing value treat-
ment, etc. In Bayesian method of imputation, missing values
are replaced with the most probable values [8]. In some
cases, missing values in the datasets are replaced by a value
like one or zero and then the imputed dataset is classified.
Rahman and Islam [9], [10] used decision trees and forests
to recognize horizontal segments within a dataset, where
similarities and correlations within the segments are high.
They employed decision tree for missing value imputation.
They have employed DT algorithm C4.5 and expectation
maximization algorithms [11] to impute missing values of
attributes containing categorical and numeric values, respec-
tively. They argued that correlations within the attributes
belonging to a segment are higher than that concerning the
whole dataset. They obtained higher imputation accuracy for
the datasets where attribute correlations were higher. Further,
they have observed that correlations within attributes of a
horizontal segment are higher than that concerning the entire
dataset.

In recent years, Support Vector Machine (SVM) is applied
to many classification and regression problems. In addition,
it is gaining popularity in many machine learning and pattern
recognition fields like face detection [12], cloud classifica-
tion [13], on-line handwriting recognition [14], bankruptcy
prediction [15], spam categorization [16], visual speech
recognition [17], text categorization [18], football goal detec-
tion [19], object detection, [20] and many more [21], [22].
It was originally proposed by Vapnik and his co-workers for
binary classification problems [23]. Later it was extended
to non-linear classification, regression, clustering, prediction
and many machine learning tasks [24]. SVM is based on
the structural risk minimization principle where it not only
considers the experimental data but also keeps account of the
structural behavior of these data. SVM has better generaliza-
tion abilities for unseen test data [25].
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The kNN model is also one of the simplest and effective
machine learning techniques that can be used for classifica-
tion. However, it suffers from inductive biases and is compu-
tationally expensive as it does not have any training phase.
Unlike SVM, it does not build any model that learn from the
existing data by tuning the parameters. For this reason, it is
also known as a lazy learner. The major contributions in this
paper are mentioned below:

o In this work, an integrated framework DT-SVM has
been proposed for coping missing value imputation and
classification by combining the best features of decision
tree and SVM. The model uses decision tree for missing
value imputation, and SVM for classification of the
imputed dataset.

« As the decision tree has the ability to handle the com-
plexity of the datasets, the decision tree algorithm, Clas-
sification and Regression Trees (CART) [26] is used
for missing value imputation. It is observed that the
attribute correlations of the tuples at the leaf nodes of
a decision tree are higher than the attribute correlations
of the complete dataset [10]. In this paper, the missing
value of an attribute of a tuple is imputed by considering
these correlations.

« In addition to the integrated framework DT-SVM, a new
variant of kNN, i.e. Approximated-kNN (A-kNN) has
been proposed. Despite of being widely adopted by
several users, the canonical kNN is having a few short-
comings of which the computational time is of major
concern. It is found to be computationally expensive.
In this paper, an effort has been made to reduce the time
complexity of canonical kKNN. An extensive comparison
between A-kNN and canonical kNN is performed by
varying the k values from 3 to 15.

o It is observed that the time complexity of A-kNN
approach is better than the canonical kNN. An inte-
grated model DT-A-KNN has also been developed to
cope up with the missing values in the dataset. The
performance of DT-A-kNN is then compared with
DT-kNN in terms of computational time and accuracy.
DT-A-kNN is found to be computationally efficient
without compromising the accuracy.

The remaining sections are set out as follows: In Section II,
related works in this field of research are discussed
and in Section III, the background details are described.
In Section IV, our integrated framework is explained in
details with supporting algorithms and diagrams. Section V
highlights the numerical evaluation of our integrated frame-
work, dataset description, numerical results, and computa-
tional complexity analysis. Lastly, in Section VI, the work
is concluded accompanying with some discussions related to
future works.

Il. RELATED WORKS

This section explores some of the important works
contributed in the field of missing value imputation and
classification. Batista and Monard [27] adopted kNN as
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missing value imputation technique and compared the perfor-
mance with four other missing value imputation techniques.
The two simple methods are mean and mode imputation
methods and the other two techniques are machine learning
based imputation using C4.5 and CN2. In their experiment,
kNN outperformed the other four imputation approaches.
Acuna and Rodriguez [28] analyzed the effect of miss-
ing values on the classification accuracy using two classi-
fiers Linear Discriminant Analysis (LDA) and kNN. They
observed the effect of mean, median, deletion, and kNN
imputation methods on the two classifiers using 12 datasets
from UCI repository. In both the cases, the performance is
better in comparison to others if imputation is done using
kNN imputation method. Pelckmans et al. [29] proposed the
method of handling missing values using linear SVM and
least square SVM (LS-SVM) classifiers. The input attributes
in the datasets taken by them have missing values which are
missing completely at random (MCAR). They proposed a
global method for handling missing values in which instead
of imputing the missing values, the expected outcome of
the observations are taken into consideration for predic-
tion of class label of unknown sample. Kargupta et al. [30]
used orthogonal decision trees for classification. Orthogonal
trees are the decision trees which are orthogonal to each
other. A pair of decision trees are said to be orthogonal to
each other if they satisfy the orthogonality condition. They
adopted substitution method for imputing missing values.
They replaced missing values by one and then classified the
dataset. Farhangfar et al. [31] stated the impact of missing
values on the classification accuracy. They have used five sin-
gle imputation methods and one multiple imputation method
and observed their effect on the classification accuracy for
six popular classifiers C4.5, SVM with polynomial and RBF
kernels, kNN, Repeated Incremental Pruning to Produce
Error Reduction (RIPPER), and naive-Bayes. They used
15 datasets which contain discrete data only and observed
that some of the classifiers like Naive-Bayes and C4.5 are
missing value resistant, i.e. in the presence of missing data
also they can classify the datasets accurately, but in case of the
classifiers like SVM and k-nearest-neighbors, performance
improves after imputation.

Ghannad er al. [8] proposed a selection-fusion approach
for classifying incomplete data based on missing value pat-
tern discovery. The subsets of the original dataset were
selected based on the missing value pattern and each subset
comprises a set of tuples consisting of a set of attributes
whose values in the original dataset are not missing. A weak
classifier was built for each subset. They were called weak as
they were trained using less number of tuples, hence were not
efficient and reliable. The result of each weak classifier was
combined forming a single strong classifier. This procedure
is called fusion. Their approach was designed particularly for
datasets having fewer number tuples and a high percentage
of missing values and for those datasets for which traditional
imputation approaches do not perform effectively. They per-
formed five experiments in which they randomly removed
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features from the datasets in some experiments and they
removed features in some experiments based on the percent-
age of missing values. They employed MCAR, Missing at
Random (MAR), and systematic missing value models. They
claimed that their approach was better than the classification
methods based on expectation maximization (EM), multiple
imputation, and CART. Sajja [32] in her experimental work
implied the effect of missing values on classification using
heart disease datasets. She has adopted substitution method
for missing value imputation of both categorical and numeric
attributes. The missing values in categorical attributes were
replaced with the mode and numerical values were replaced
with mean. In the experiment, one dataset was used as a
predictor of the other dataset. The dataset which contained
very less, around less than 2% missing values were prepro-
cessed and the model was built from that dataset using the
classifiers naive-Bayes, decision tree, and multilayer percep-
tron. Other datasets were used for testing and their results
were compared using the three classifiers. It was found that
multilayer perceptron had better accuracy than the other two
classifiers.

Poolsawad et al. [33] through a case study on heart failure
dataset, employed feature selection and classification tech-
niques to handle missing values. For handling missing values,
they adopted mean, EM, and kNN imputation techniques
among which ANN showed the best result. They employed
t-test, entropy and nonlinear gain analysis (NLGA) fea-
ture selection techniques for dimensionality reduction where
NLGA outperformed the other two. The classification model
is built using classifiers multilayer perceptron, decision tree,
and radial basis function neural network (RBFN) on the
selected features through NLGA and their performance is
compared. Through experiment, they showed that ANN for
imputation and NLGA with decision tree for feature selection
and classification are capable of locating significant vari-
able in the dataset. Silva and Hruschka [34] examined the
impact of five nearest-neighbor based imputation algorithms
and two simple algorithms mean and majority method on
classification problems. They employed MCAR and MAR
mechanisms of missing values with four different missing
value ratios and made statistical analysis of 3600 different
scenarios on the above mentioned imputation algorithms
using normalized root mean square error (RMSE) and clas-
sification bias as the performance metrics. Through MCAR
mechanism, IKNNImpute showed best results for both the
metrics and through MAR, SKNNImpute, KNNImpute and
EACImpute performed better than others. Ozan et al. [35]
applied k-NN based missing value imputation technique for
a 2-class classification problem of imbalanced dataset with
missing values. They provided a solution to the IDA 2016
machine learning prediction challenge in which the Sca-
nia trucks dataset is employed which contains missing data
from several sensors. They adopted an optimized kNN
based classification approach and compared their model
with classifiers SVM, random forest, and AdaBoost. Their
approach was found to have the least classification cost.
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TABLE 1. Comparative study of several works related to missing value imputation and classification.

Author(s) Year . . Missi Classifier Used / Imputation technique(s) Performance Dataset
v B ’ Mechanism Effect Analyzed Compared with /Analyzed Metrics Details
mean. mode. C 4.5 four data sets from UCI
Batista and Monard 2003 k-NN MCAR - N o mean square error repository (Bupa, Cmc,
and CN2 y
Pima and Breast)
case deletion, . .
Acuna and Rodriguez | 2004 | mean, median, and k-NN MAR LDA and k-NN mean, median, deletion and cross-validation error 12 dalaself{from vt
. . k-NN repository
imputation
Artificial dataset (Ripley) and
Pelckmans et al. 2005 | Global method based on MCAR Linear SVM, LS-SVM mean, median empirical risk Hepatitis dataset from UCI
expectation of outcomes N
repository
L L Orthogonal Decision Trees, e ) SPECT, NASDAQ; DNA,
K Substitution (Missing o ) classification error, House of Votes and Contra-
argupta et al. 2006 N MCAR C 4.5, bagging, random - N . N
values replaced by one) H tree complexity ceptive Method Usage Data
orest -
from UCI repository
five single imputation C4.5, SVM with polynomial comparision made on classification error. 15 datasets (with discrete valued
Farhangfar et al. 2008 and one multiple MCAR and RBF kernels, k-NN, comparision n ! 1 ’ attributes) from UCI and KDD
. . . . amount of missing values accuracy -
imputation technique RIPPER and naive-Bayes repositories
Random removal of MCAR, MAR, Selection - fusion approach expectation maximization OSJdataselb (07lfr0m udl .
features / removal of o . L . accuracy, cluster repository, one epilepsy dataset
Ghannad et al. 2010 . o systematic missing based on missing value (EM), multiple imputation, BT . .
features based on missing o validity index (CVI) from Henry Ford Hospital,
value model pattern discovery CART . o
value percentage Detroit, Michigan)
Substitution
(categorical attributes . - Imputation using class prediction accuracy, Heart disease datasets Cleveland,
.. . Naive-Bayes, decision tree L B
Sajja 2010 replaced with mode MAR and multilayer perceptron frequency, removal of precision, recall, Hungary, Switzerland and VA
and numeric attributes yer pereep records / attributes classification error long beach from UCI repository
replaced with mean )
Multilayer Perceptron, DT, recision, recall C(if:éi::(;Of%:)Clillﬁzliiell ;tzii/;gm
Poolsawad et al. 2012 ANN MAR Radial Basis Function EM, kNN, mean imputation p o e based in Eneland hpU A
Network (RBFP) accuracy ased in England, the University
of Hull Medical Centre, UK
six datasets (Iris, Glass
Nearest Neighbor based C4.5, k-NN, Multilayer KNNImpute, IKNNImpute, rediction accurac Identification, Yeast,
Silva and Hruschka 2013 Tm utcation MCAR, MAR Perceptron, and Naive SKNN, K-means, an classification bi)z;s Pen-Digits and Segmentation
P! Bayes EACImpute, Mean, Majority o i datasets from UCI repository
and a Synthetic dataset)
Ozan et al. 2016 k-NN MCAR k-NN, SVM, Random Forest - classification cost Scania trucks dataset
and AdaBoost

In TABLE 1, a comparative view of several works related
to missing value imputation and classification has been
given.

After making a thorough study on the related works in
the field of missing value imputation and classification,
it has been observed that the imputation using drop
approach is the most inefficient technique as it leads to
loss of vital information [36].

The other statistical approaches used for imputation
like mean, median, and mode are better in comparison
to drop but their performance is found to be lesser
in comparison to machine learning based imputation
techniques.

Earlier, several authors had obtained better results using
kNN as per their requirements, but when kNN was
compared with other machine learning based imputation
techniques like DT, ANN, SVM, etc., it was found to be
computationally expensive.

It has been observed that very few authors have
employed decision tree for missing value imputation,
though very good results have been obtained using
DT [10]. This motivated us to apply decision tree for
missing value imputation.

Further, it is observed that, the classifiers C4.5 and
naive-Bayes are missing value tolerant, i.e, they can cor-
rectly classify the datasets even if they contain missing
values.

However, the classifiers SVM and kNN have success-
fully handled the imputed datasets, and the classification
performance also increased.
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lIl. BACKGROUND DETAILS

In the present circumstances, data are generated almost every-
where: from sensor networks, through Internet of things,
from submarines, during a social survey, opinion polls about
any topic, from social media, etc. Most of these real-world
applications endure a common problem, missing or unre-
vealed data [37]. In most of the cases, the missing data may
contain several vital informations hidden inside them, hence
they must be handled using effective imputation techniques
like decision tree. The pre-processed, imputed data must be
classified using an effective and efficient classifier like SVM
to extract useful patterns and knowledge inside them and to
predict the class label of an unknown instance accurately.

A. MISSING VALUES

Missing values are highly unenviable in datasets. An appro-
priate strategy with proper methodologies and goal must be
developed to handle the missing values. While developing the
algorithms to handle missing data, not only the final output
but also the type of missing data, missing value percentage
and the distribution of missing values should be contem-
plated. There are three patterns of missing data based on the
dependency on the attribute itself or other attributes [38]:

1) Missing Completely at Random (MCAR) - The miss-
ing value of one attribute A has no dependency on
others [39], [40].

2) Missing at Random (MAR) - In this mechanism, the
missing value of attribute A is dependent on other
attributes. The missing value of A can be imputed using
existing values of other attributes [41], [42].
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FIGURE 1. A decision tree Example.

3) Missing not at Random (MNAR) - The missing
value of A neither depends on itself nor depends
on other attributes’ existing values. It depends on
other missing values. This one is difficult as miss-
ing data cannot be imputed using existing attributes’
values [43], [44].

B. DECISION TREE (DT)

A DT is a rooted, directed tree-structured classifier. The
internal nodes of a DT contain attributes and the leaf nodes
contain class labels. The edges in a DT depict either dis-
tinct attribute values or conditions. The edges contain the
attribute values in case of categorical attributes and conditions
in case of numeric attributes [45]. A sample DT is cited
in FIGURE 1. It depicts a small dataset containing 3 attributes
A, B, C and one class label containing two values {yes, no}.
The intermediate nodes are represented using rounded
rectangles and leaf nodes are depicted using ovals. The
attributes are of both numeric and categorical in nature. The
attribute A is having 3 categorical values {al, a2, a3} and
similarly, C is having two values cl and c2. The numeric
attribute B contains values lying between 1 to 10. The
values are generalized into two categories, 0-5 (<=5) and
6-10 (>5). The root node is selected using an appropriate
attribute selection measure [46]. Because of its structure and
self understanding nature, DT is being adopted in several
research areas.

C. SUPPORT VECTOR MACHINE (SVM)

SVM is a supervised machine learning-based algorithm
used for classification [47]. It is a discriminant technique
as it analyzes and solves complex optimization problems.
SVM can be used to solve two-class classification prob-
lems as well as multi-class classification problems [48].
FIGURE 2 depicts a two-class classification problem. The
two classes are separated by hyperplane H. Two equidistant
hyperplanes H; and H, from H help in finding the margin m.
These two hyperplanes play a vital role in the classification
process. The data points lying on H1 and H> are called support
vectors. In SVM, all data points are not vital for classification.
The support vectors only contribute to the decision-making
process.
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support
vectors

FIGURE 2. Binary classification using linear SVM.

D. K-NEAREST NEIGHBOR (kNN) CLASSIFIER

The kNN classifier is also a supervised machine learning
based technique. In kNN, a new instance is assigned to
the majority class among its k-nearest neighbors [49], [50].
Consider a set of n pairs (x1,y1), (x2,¥2), ..., (Xn, Yn),
where x; training samples are there and y; class labels.
A new instance (x, y) is classified by calculating the distance
between itself and its neighbors. The new data point x, €
{x1,x2, ..., x,} is called nearest neighbor of x [50]:

min{d(x;, x)} = d(x;l, x), i=12,...,n. (1)

For calculating the distance between an unseen data and its
neighbors, several distance measures are used in the literature
of which Euclidean distance, as shown in equation (2) is the
most used one [51].

d(xg, x) =

k
> i —x)? )
i=1

The Euclidean distance is suitable for continuous variables.
For datasets with categorical and mixed attributes, hamming
distance (D) as given in equation (3) is preferable.

k
Dy =) xi—xl| 3
i=1

IV. OUR INTEGRATED FRAMEWORK

In this paper, two integrated approaches have been proposed
to handle the missing values in the datasets. The first one is
DT-SVM and the second one is DT-A-kNN. In both cases,
DT has been used to impute the missing values followed by
the classification process. DT-SVM is found to be the better
integrated model in term of accuracy and the DT-A-kNN is
better in term of computational time. A comparative analysis
of both the frameworks is presented in the result section.
The overall approach for integrated frameworks is presented
in FIGURE 3.
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Dataset with missing values

Imputation usingj Imputation using| | Imputation usingJ [mputation using| | Imputation using| ~ | Imputation using
DT Drop Mean Median Mode kNN
Imputed Dataset| [ Imputed Dataset| | Imputed Dataset| | Imputed Dataset| | Imputed Dataset| |Imputed Dataset
SVM SVM SVM SVM SVM SVM

L

»

Classification Performance Comparison of
DT-SVM, Drop-SVM, Mean-SVM, Median-SVM
Mode-SVM, and kNN-SVM

Best Framework

FIGURE 3. Integrated framework for missing value imputation and classification.

A. DT-SVM

An integrated framework for classification has been proposed
which inherently computes the missing values in the pre-
processing step. The hybrid model combines decision tree
with SVM (DT-SVM) for imputation followed by classifica-
tion. The proposed work DT-SVM is a two-phase process,
where the first phase involves the missing value imputation
and the second one is concerned with the classification task.
In the first phase, the decision tree algorithm CART has been
used for missing values imputation and in the second phase,
SVM is used for classification.

1) PHASE I: MISSING VALUE IMPUTATION USING DT

Several approaches have been developed to impute the miss-
ing values which vary based on the type of data (as discussed
in section 3.1) available in the dataset. In this work, the
dataset considered is assumed to be MAR. The missing can be
deducible by learning the pattern of dependencies with other
attributes. The imputation techniques may be classified based
on the patterns of missing values such as simple, complex,
medium, or blended. A dataset is considered to be simple if

69378

every record contains a maximum of one missing value. It is
considered as medium if at least two attributes in a record
are having missing values and the maximum 50% of the
attributes are having missing values. In the complex pattern,
records with at least 50% of the attribute values are missing
and a maximum of 80% of the attributes may have missing
data. In the case of blended pattern, it may have records with
each of the above categories [52], [53]. It has been observed
that missing value models also depend on the distribution of
missing values over the dataset. If each of the attributes is
having an equal number of missing values it is said to be
uniform. However, if the missing values are not uniformly
distributed over the attributes, these are known as the overall
category. In this work, blended and overall categories of
datasets are considered for experimental purposes.

Decision tree algorithms are usually classified based on the
different types of splitting criteria [54]. For example, ID3 uses
Information Gain (IG), C4.5 uses gain ratio (GR) and CART
algorithm uses gini Index (GI), as the splitting criteria. In the
proposed model, CART algorithm has been used for imputing
the missing values. Splitting criteria plays a vital role in
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‘ Dataset with missing value

!

Divide the dataset into two parts

/'/_\;

[Sub-dataset without missing
alues (DS,m)

Sub-dataset having missing
alue (DSy ), i=0

Construct a set of decision

-

h

trees considering all the
categorical attributes (having
missing values in DSm) as the

DS, i=i+1

Select a record R; from the set

i

class labels

Gelect the attribute Ajin record
R;which has missing values

Process the records in

NO

! Numerical iti i
o e Categorical Is A Partition the numerical
SRR * categorical or ¥ values into square root
corresponding to A to :
find ti | g | bJI numerical ? of mjnumber of classes
ind the class labels )

Modify the sub-dataset
(DSwm) by replacing the
numerical attributes values

with the class labels

v

Construct the decision trees
using (DS,m) considering A;
as class label

v

Process the record in

decision tree corresponding
to A to find the class label

Combine DS, and DS, to get
the complete dataset having
imputed missing values

NO YES

FIGURE 4. Missing value imputation using decision tree.

constructing the decision tree in classification and regression
problems. Several splitting criteria like information gain and
gini index are usually used to build the decision tree. Informa-
tion gain is based on the degree of randomness or entropy of
the dataset which is measured through the logarithm function.
The computational complexity of the classification increases
due to the logarithm function used in information gain. In the
proposed model, CART algorithm of decision tree is used
for missing value imputation. CART uses gini-index as the
splitting criterion. The major advantage of the gini-index is
that it is easy to implement and also computationally more
efficient as compared to other splitting criteria. The gini index
results in binary splits and has fewer error rates. Further,
the pruning algorithm in CART uses cost complexity as a
performance measure [1]. The cost complexity is a function
of error rate and number of leaves in the tree. It performs tree
pruning to reduce irrelevant branches, if the cost complexity
of a subtree is smaller. Gini index can be mathematically
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expressed as follows:

GI(D)=1— Xn:PiZ,

i=1

“)

where, P; = %, T; and T are the set of tuples having class i

and the set of tuples in the complete dataset, respectively. The
mathematical expression for GI for a binary split correspond-
ing to attribute a is as follows:

2

GL(D) =)

i=1

1Dl
= G1(D))

5
1Dl ®

where, D; is one part of the dataset and GI(D;) is the gini
index for the partition D;. The reduction in impurity after the
splitting can be expressed as follows:

Glrea(a) = GI(D) — Gl4(D) (6)
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While splitting, all possible partitions for every attributes
are tested. The spits with least impurity i.e., minimum
Gl,eq(a) is considered as the best split. For each attribute,
every feasible splits are considered. The subset with mini-
mum Gl4(a) is selected as the best splitting subset. The
midpoint procedure is employed to find a possible split point
in case of continuous attribute.

The overall picture of missing value imputation is pre-
sented in FIGURE 4. The given dataset (DS) is first parti-
tioned into two parts: Part-1, i.e., DS, consists of all the
records with no missing data and part-I1, i.e., DS, consists
of tuples with missing values. In this step, all the attributes A;
(1 <j < n) having missing values are identified, where n is
the number of attributes having missing values in DS,,. For
each A, a decision tree is constructed using CART algorithm
taking A; as the class attribute for the dataset DS,,,,. If A; is
categorical, then the class labels of the instances are directly
reflected at the leaves of the decision tree. Each records in
DS, with missing attributes A; are then traced through the
paths in the decision tree corresponding to A;. If the attribute
Aj is numerical, each value is mapped into one of the /m;
classes, where m is the domain size for attribute A;.
The missing values in the dataset DS, for A; is imputed
using the constructed decision tree. Likewise, missing value
for all the attributes A; is imputed using the correspond-
ing decision tree. After all the missing values are imputed,
the DS,, and DS,,, are then merged to get the complete
dataset. The flow diagram for the missing value imputation
in decision tree is shown in FIGURE 4. The algorithm for
missing value imputation using decision tree is presented
in Algorithm 1.

2) PHASE II: CLASSIFICATION USING SVM

In the second phase, the imputed dataset has been classified
using SVM. The details of classification approach in the
proposed model is explained below.

Given a dataset D consisting of N training data points
{(x1,y1), (x2, y2), (x3,¥3), ..., (xn, YN )}, where the vector of
input space X; € R? and the output vector ¥; € {£1}, the
linear separating hyperplane classifier can be learned as [55]:

H:WX+b=0 @)

where, W {wy, wo, w3, ..., wy} is the weight vector and b
is the bias value. In addition, this hyperplane is desired to
have the maximum separating margin with respect to the
two classes. The margin is nothing but the distance between
H; and H;. Here the aim is to find the hyperplane H:
WX + b = 0 and two equidistant hyperplanes parallel to it
with the condition that there should not be any data point
between H| and H», and the distance between H| and H; is
maximized.

H1: WX +b=+1, (8)
H2: WX +b=—1. (&)

The points lying on the hyperplanes H; and H; are called
support vectors. Only support vectors participate in the
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Dataset with imputed missing values

)

Divide the dataset into training and testing set

)

Divide the training set into n number of partition

N

Find the centroid of each partition

I

Assign the class of each centroid by considering
the majority class in the corresponding partition

N

Find the similarities between each instance in the
testing set with all the centroids using Euclidean
distance as the similarity measure

¥

Identify the k-nearest neighbors among the
centroids for each instance in the testing set

¥

Find the class labels using majority class among
the selected centroids

I

Evaluate the performance using accuracy.
precision. recall and f-measure

FIGURE 5. Flow diagram for Approximated kNN (A-kNN).

definition of the separating hyperplane, and other examples
can be removed and/or moved around as long as they do not
cross the planes Hy and H» [56]. The margin between H; and
H»> can be computed as: m = H_vzv\l The objective of SVM is
either to maximize m or minimize ||w||. All the points should

satisfy the following constraints: For each vectorX;, either
WXi+b>1, forY =+1 (10)
or
WXi+b<—-1, forY=-—1 (11)

Multiplying Y; on both sides, of the equations (7) and (8), the
combined equation can be written as:

Yi(WX;i+b)>1, VI<i<N. (12)

So, the constrained optimization problem can be written
as:

1
minimize QW) = = | W17,
subject to Yi(WX; +b) > 1, V(X;,Y)eD (13)

By solving the above equation, a pair (W, b) is obtained
for which ||[W]| is the smallest possible. Then class label of
a new data point is predicted using the values of W and b.
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The above equation is a primal problem. It is solved using
Lagrangian multipliers. So, using Lagrangian multipliers
(o1, 2, @3, ..., 0y), the constrained optimization problem
in equation (10) can be formulated as [57]:

m
JW,b,a) = %W.W - Zai (WX +b)— 1} (14)
i=1
where, J(W, b, o) is the Lagrange function. As the dot prod-
uct of a vector with itself is equal to square of its norm, hence,
W.W = |W]3. As there is difficulty in solving the primal
problem, the alternative is formulating the dual problem.
Differentiating J (W, b, o) with respect to W and b and setting
the results equal to zero, the following value is obtained:

m
Wil =) aivix;

i=1
ZaiYi =0 (15)

Expanding equation (11) and substituting values of
equation (12) in it, the dual is obtained:

m m m
1
Ip(W. b, o) = Zai -3 Z ZaianinXi.Xj (16)
i=1 i=1 J:l
where, «; are non-negative. So, the dual problem is:
m m

m
1
maximize Jp(W, b, o) = Z o — 3 Z ZaianinXij;
i=1 i=1 j=1

m
subject to ZaiY,' =0anda >0 a7
i=1

B. APPROXIMATED kNN (A-kNN)

The kNN classifier is found to be simple and effective for
most of the classification problems. However, kNN is known
as a lazy learner as it does not learn a discriminative function
from the training data but memorizes the training dataset
instead. It only stores the training set instead of adjusting any
parameters by making any model which could be useful at
testing phase. To identify the nearest neighbor, it searches
entire training data for each instance in the testing set. It is
expensive in terms of time complexity. In this paper, an effort
has been made to improve the kNN algorithm to reduce the
time complexity. It is named as approximated kNN (A-kNN)
as the class label is predicted based on a set of instances
instead of all the instances of the training set. The flow dia-
gram for the proposed A-kNN is shown in FIGURE 5. Unlike
canonical kNN, A-kNN does not process entire training set.
It processes only small number of instances which are chosen
as representative for the entire training set. In the proposed
approach, the training set is partitioned into several groups
and a centroid is calculated for each group. The centroid acts
as the representative of the corresponding group/partition.
The similarity is measured between each instance in the
testing data with all the centroids instead of all the instances in
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TABLE 2. Characteristics of datasets.

Dataset No of No. of Attribute % of missing
Instances | Attributes | type value
Diabetes 748 8 Numerical | 21.11%
Mammaographics | 961 6 Numerical | 13.63%
Automobiles 205 26 Mixed 22.44%
Dermatology 366 33 Mixed 15.15%

the training set. In this manner, the time complexity is reduced
by a factor of group size (8). The five fold cross validation
have been used for better performance analysis. The proposed
algorithm for A-kNN is presented in Algorithm 2.

Algorithm 1 Decision Tree Based Missing Value Imputation

Require: Dataset having missing values
attributes.
Ensure: Complete dataset with imputed missing values.
1: Imitialization: S; = ¢, i = 0, k=no. of attributes
2: Divide the dataset into two parts; Partl- Sub-dataset
having instances without missing values (DS,,,), Part2-
Sub-dataset having instances with missing values (DS,,);
3: n=No. of rows in DS,
4: for each categorical attributes A; having missing value do
5: DTy, =CreateDecisionTree(DSy, A;)
6: S1 =81 UDTy,
7
8
9

at multiple

: end for

: for j=1tondo

: Select the record r; from DSp,;
10: for i=1to k do

11: if A; is the categorical then

12: Select the decision tree DTy, from ;.

13: Process the record in DTy, to find the class
level(l);

14: MissingValue(A;) = [

15: else if A; is the numerical then

16: m = Range(A;)

17: Partition the numerical values in A; in /m
number of categories;

18: Numerical Value(A;)=Cy: C, €
Categories(A;)

19: DT4,=CreateDecisionTree(DS,,, A;)

20: Process the record r; in DTy, to get the miss-
ing value;

21: end if

22: end for

23: end for

24: Combine the Sub-dataset DS,,,,, with all the records hav-
ing imputed missing values;
25: Return the complete dataset for the classification;

V. NUMERICAL EVALUATION OF INTEGRATED
FRAMEWORK

The proposed framework has been implemented using
python. The experiment has been performed on a system with
an i7 processor and 8 GB RAM. For experimental work,
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Algorithm 2 Approximation Approach for Classification
Using kNN (A-kNN)
Require: Complete dataset with imputed missing values.
Ensure: Classification result along with other performance
parameters.
1: Divide the dataset into training and testing set;
2: Divide the training set into y ( = n/8) no. of partitions,
which is also known as partition factor;
3: Calculate the centroid of each partition;
4: for each instance X in testing set do
Calculate the similarity index (SI) with each centroid
(C) using Euclidean distance as follows:

SI(X,C) = (18)
where r i1s the number of attributes of an instance;
6: Sort all the centroids based on decreasing order of the
similarity index;
7: Select the top k-centroids (k-nearest neighbors) from
the sorted list;
8: Find the majority class label from the selected k-
centroids;
9: Assign that class label to the instance X;
10: end for
11: Evaluate the performance parameters of the testing
dataset.

four real-world datasets are used. They are collected from the
UCI machine learning repository and Kaggle repository [63].
A brief description of the datasets are given here.

A. DESCRIPTION OF THE DATASETS

The following four real-world datasets have been considered
for experimental purposes as these datasets are widely used in
several domains for classification [58] [59]. In these datasets,
there are several attributes containing missing values. Hence,
the process of imputation becomes a challenging task. Some
of these datasets contain mixed types of attributes, i.e., both
numerical and categorical, which makes them more suitable
to validate the performance of the proposed model. The
percentage of missing values in the datasets are listed in
TABLE 2. The detailed description of the datasets are pre-
sented below:

« Diabetes [60]: This dataset is collected from the repos-
itory in kaggle.com, where it is obtained from National
institute of Diabetes and digestive diseases. Several con-
straints were placed to select a few number of instances
from a large pool of data e.g., only female mem-
ber with less than 22 age were selected. This dataset
includes eight diagnostic measurement features which
are used to classify the patient’s condition as diabetes or
non-diabetes.

o Mammaographics [61]: Mammaographics dataset con-
sists of all the information about the biopsy report of
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TABLE 3. Performance results of various hybridized algorithms in four
real-world datasets.

Diabetes

Accuracy | Precision | Recall Fmeasure
Drop-SVM 0.72 0.333 0.5811 0.423381
Mean-SVM 0.759 0.7 0.5422 0.611077
Median-SVM | 0.753 0.692 0.5933 0.63886
Mode-SVM 0.734 0.644 0.5611 0.599699
kNN-SVM 0.821 0.675 0.6733 0.674149
DT-SVM 0.856 0.742 0.789 0.764779
DT-A-kNN 0.835 0.715 0.744 0.729212
DT-kNN 0.831 0.713 0.766 0.73855

Mammaographics

Accuracy | Precision | Recall Fmeasure
Drop-SVM 0.732 0.426 0.5933 0.49592
Mean-SVM 0.743 0.419 0.622 0.500707
Median-SVM | 0.768 0.573 0.6512 0.609602
Mode-SVM 0.753 0.522 0.644 0.576617
kNN-SVM 0.803 0.622 0.7732 0.689407
DT-SVM 0.851 0.672 0.8123 0.735519
DT-A-kNN 0.84 0.663 0.7822 0.717684
DT-kNN 0.838 0.652 0.7833 0.711644

Automobiles

Accuracy | Precision | Recall Fmeasure
Drop-SVM 0.7776 0.446 0.6332 0.523364
Mean-SVM 0.798 0.477 0.66621 | 0.555947
Median-SVM | 0.803 0.512 0.6723 0.581301
Mode-SVM 0.812 0.612 0.6512 0.630992
kNN-SVM 0.822 0.634 0.7321 0.679528
DT-SVM 0.847 0.723 0.8111 0.76452
DT-A-kNN 0.837 0.705 0.7811 0.741102
DT-kNN 0.826 0.708 0.7823 0.743298

Dermatology

Accuracy | Precision | Recall Fmeasure
Drop-SVM 0.716 0.623 0.6123 0.617604
Mean-SVM 0.723 0.643 0.6231 0.632894
Median-SVM | 0.745 0.653 0.6532 0.6531
Mode-SVM 0.727 0.633 0.6345 0.633749
kNN-SVM 0.827 0.673 0.7543 0.711335
DT-SVM 0.863 0.732 0.7987 0.763897
DT-A-kNN 0.834 0.722 0.7612 0.741082
DT-kNN 0.833 0.702 0.7537 0.726932

breast cancer i.e., either malignant or benign. It contains
five features and 961 instances.

« Automobile [62]: This dataset contains the specifica-
tion and characteristics of automobile which includes
the cost of insurance along with the risk rating. It has
26 number of attributes and 205 number of instances.
It has four class labels that indicate the type of
automobile.

o Dermatology [63]: This dataset includes differential
diagnosis of erythemato-squamous disease which is one
of the major problems in the field of dermatology. It con-
tains 33 features out of which, 22 are histo-pathological
features and 12 are the features obtained after the clinical
diagnosis of patient skin. It contains both categorical and
numerical attributes.

B. PERFORMANCE METRICS USED FOR EVALUATION

The performance of the proposed integrated model is vali-
dated through the confusion matrix. The confusion matrix
is an efficient way to represent the outcomes of the
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TABLE 4. Performance results for various hybridized models in term of
standard deviation.

Diabetes

Accuracy | Precision | Recall | Fmeasure
Drop-SVM 0.051 0.073 0.031 0.06
Mean-SVM 0.023 0.033 0.027 0.019
Median-SVM | 0.023 0.04 0.017 0.019
Mode-SVM 0.019 0.071 0.027 0.034
kNN-SVM 0.015 0.037 0.016 | 0.017
DT-SVM 0.002 0.001 0.006 | 0.002
DT-AKNN 0.005 0.002 0.009 | 0.005
DT-kNN 0.004 0.02 0.014 | 0.013

Mammographics

Accuracy | Precision | Recall | Fmeasure
Drop-SVM 0.012 0.013 0.031 0.014
Mean-SVM 0.006 0.011 0.025 0.009
Median-SVM | 0.01 0.014 0.02 0.013
Mode-SVM 0.013 0.017 0.013 0.011
kNN-SVM 0.017 0.008 0.011 0.006
DT-SVM 0.005 0.001 0.008 | 0.002
DT-AKNN 0.006 0.002 0.016 | 0.006
DT-kNN 0.005 0.004 0.009 | 0.003

Automobile

Accuracy | Precision | Recall | Fmeasure
Drop-SVM 0.008 0.016 0.014 | 0.015
Mean-SVM 0.005 0.009 0.01 0.014
Median-SVM | 0.017 0.019 0.014 | 0.015
Mode-SVM 0.011 0.008 0.025 0.011
kNN-SVM 0.013 0.007 0.015 0.006
DT-SVM 0.004 0.005 0.004 | 0.004
DT-AKNN 0.005 0.009 0.008 0.007
DT-kNN 0.006 0.007 0.008 0.012

Dermatology

Accuracy | Precision | Recall | Fmeasure
Drop-SVM 0.011 0.005 0.02 0.011
Mean-SVM 0.01 0.017 0.03 0.01
Median-SVM | 0.02 0.011 0.021 0.014
Mode-SVM 0.01 0.015 0.022 | 0.016
kNN-SVM 0.006 0.007 0.019 | 0.013
DT-SVM 0.004 0.001 0.002 | 0.004
DT-AKNN 0.003 0.002 0.005 0.006
DT-kNN 0.005 0.005 0.012 | 0.006

classification problem. It consists of four parameters as
described below:

o True Positive (TP): It represents the number of instances
which are correctly classified as positive i.e., the
instances belongs to positive class and classified as
positive.

o True Negative (TN): It represents the number of
instances which are correctly classified as negative i.e.,
the instances belongs to negative class and classified as
negative.

« False Positive (FP): It represents the number of instances
which are incorrectly classified as positive i.e., the
instances are actually belongs to negative class but clas-
sified as positive.

o False Negative (FN): It represents the number of
instances which are incorrectly classified as negative
i.e., the instances are actually belongs to positive class
but classified as negative.

To validate the proposed integrated approach, the following
evaluation metrics have been considered. Each evaluation
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parameter has been measured using the parameters of the
confusion matrix.
o Accuracy: The accuracy of the proposed model is com-

puted as follows:
TP + TN
Accuracy = (19)
TP+ FP+ TN + FN

o The precision of the proposed model is computed as:

. P
Precision = —— (20)
TP + FP
o Recall: The recall of the proposed model is calculated
as:
TP
Recall = ———— (21)
TP + FN

o F-Measure: It is defined as the harmonic mean of preci-
sion and recall. Mathematically, it can be defined as:

. 2 * Precision * Recall
Precision = — (22)
Precision + Recall

C. EXPERIMENTAL RESULTS AND DISCUSSIONS

Missing values in the datasets pose a challenging task in
the classification and/or regression for the machine learning
models. Various statistical and machine learning techniques
have been adopted for imputing missing values in the dataset.
It has been observed that imputation using machine learning
techniques like kNN and DT are found to outperform other
statistical techniques. Decision tree is found to have better
performance results as compared to kNN and other statistical
techniques. After the imputation, classification performance
has been measured using various parameters like accuracy,
precision, recall, and F-measure.

The performance of various hybrid approaches for classi-
fication is compared on four real-world datasets as described
in the above section. The performance results of the sev-
eral hybridized approaches are quantified in terms of accu-
racy, precision, recall, and F-measure, which are listed in
TABLE 3. It may be noted that the accuracy of DT-SVM is
nearly 85% in all the datasets, which is better than all other
hybrid models. The best results in the table are highlighted in
bold letters. From TABLE 3, it can also be observed that the
proposed DT-A-kNN has a similar performance to DT-SVM,
which is found to be better as compared to all other models.
Dropping the missing value is not at all a better solution for
handling the missing value problem as it can be observed that
the Drop-SVM model’s performance is not good as compared
to other models in terms of all the parameters. In this model,
the columns which are having missing values are removed
from the dataset, which leads to the loss of some important
features that might be useful in predicting the class labels.
The machine learning models have better performance as
compared to statistical approaches like mean, median, and
mode.

The statistical analysis in terms of standard deviation is
also performed for all hybridized models. The standard devia-
tion measures the degree of divergence from the mean results.
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FIGURE 7. Comparative analysis of kNN and A-kNN in terms of computational time.

The standard deviation of performance results is presented
in TABLE 4. It is calculated by executing each hybridized
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model ten times for each dataset. The best result is highlighted
in bold letter. The low standard deviation indicates a more
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consistent performance. It can be observed from TABLE 4
that the standard deviation of DT-SVM is least among all the
models, which indicates that it has consistent performance in
terms of accuracy, precision, recall, and F-measure.

The comparative analysis in term of accuracy, precision,
recall and fmeasure is shown in FIGURE 6a, 6b, 6¢ and 6d
respectively. From FIGURE 6a, it may be noted that DT-SVM
has better mean-accuracy as compared to other hybridized
algorithms. Among the statistical hybridization, missing
value imputation using median (median-SVM) has accuracy
better as compared to mean, mode and drop approaches. It can
also be observed that all of machine learning approaches
like kNN-SVM, DT-SVM, DT-kNN and DT-A-kNN have
better accuracy as compared to other statistical models. The
hybridized model kNN-SVM has better accuracy as com-
pared to all other statistical approaches. However, its accuracy
for classification is less when decision tree is used for missing
value imputation.

From FIGURE 6b, it can be observed that the mean pre-
cision value of DT-SVM is better as compared to all the
hybridized model. Drop-SVM has the least precision value
among all the hybridized model. DT-A-kNN has second high-
est precision value among all the hybrid models as shown in
FIGURE 6b. Likewise, the performance comparison in terms
of recall and F-measure is shown in FIGURE 6c and 6d,
respectively.

In order to improve the computational time, the canonical
kNN approach is modified for the classification. Hierarchical
partition approach has been used for approximating the kNN
algorithm to improve the computational complexity. The time
complexity has been improved by a factor of y which is also
known as partition factor of the dataset. It can be measured by
dividing the number of instances in training set (n) with the
size of each partition (8). For the sake of simplicity, the value
of B is fixed to be 10 in our paper. The partition factor (y)
varies from dataset to dataset. The execution time between
DT-kNN and DT-A-kNN is compared by varying the k value
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from 3 to 15. The comparative analysis between DT-KNN
and DT-A-kNN for four real-world datasets is shown in
FIGURE 7. It can be observed that DT-A-KNN has less
execution time as compared to DT-kNN for all the datasets.
An extensive comparison of execution time of all the hybrid
algorithms has also been performed as shown in FIGURE 8.
It can be observed that the overall execution time for
DT-A-kNN is better as compared to other hybridized machine
learning models.

D. COMPUTATIONAL COMPLEXITY ANALYSIS

The computational time complexity of the canonical kNN
is found to be O(n * d + n * k), where n is the number of
instances available in the training set, d is the dimension
of each instance. The first part i.e., n * d is required to
calculate the distance of an instance with all the instances
in the training set and the second part is used to return the
k indices corresponding to the k-neighboring instances in
training set. The time complexity of the proposed A-kNN
approach has been reduced by a factor of 8, as the distance
has been measured with the n/8 number of centroids instead
of all the instances in the training set. The number of instances
has been reduced from n to n/B, where 8 is the size of each
partition. The time complexity of A-kNN is observed to be
O((n/B) xd + (n/B) * k).

VI. CONCLUSION AND FUTURE WORK

The execution model for decision tree is simple and elegant.
The tree like structure in decision tree allows the users to
develop complex applications in an effective and simple way.
The popularity of decision tree has been increasing rapidly
over the years in the field of data mining. Missing values
in the dataset pose a challenging task to predict the class
label in accurate manner. In this work, decision tree and KNN
has been used to impute the missing values in the datasets.
It has been compared with some of the widely available sta-
tistical approaches for missing value imputation techniques
like mean, median, mode, and drop. For classification, the
machine learning models SVM and A-kNN have been used.
The canonical kNN algorithm is simple and effective for
classification. However, it is computationally expensive and
therefore also widely known as lazy learner. To improve
the time complexity, the canonical kNN is optimized and
named A-kNN. Through experimental work, it is found
that A-kNN has better computational time for classification.
It can be concluded from the experiments that DT-SVM is
a better hybridized algorithm when performance parameters
like accuracy, precision, and recall are the major concerns.
In some cases, the hybrid model DT-A-KNN could be the
better choice for missing value imputation and classification
when computation time is a major concern.
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