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ABSTRACT The COVID-19 pandemic has adversely affected households’ lives in terms of social and
economic factors across the world. The Malaysian government has devised a number of stimulus packages
to combat the pandemic’s effects. Stimulus packages would be insufficient to alleviate household financial
burdens if they did not target those most affected by lockdowns. As a result, assessing household financial
vigilance in the case of crisis like the COVID-19 pandemic is crucial. This study aimed to develop machine
learning models for predicting and profiling financially vigilant households. The Special Survey on the
Economic Effects of Covid-19 and Individual Round 1 provided secondary data for this study. As a
research methodology, a cross-industry standard process for data mining is followed. Five machine learning
algorithms were used to build predictive models. Among all, Gradient Boosted Tree was identified as the
best predictive model based on F-score measure. The findings showed machine learning approach can
provide a robust model to predict households’ financial vigilances, and this information might be used
to build appropriate and effective economic stimulus packages in the future. Researchers, academics and
policymakers in the field of household finance can use these recommendations to help them leveragemachine
learning.

INDEX TERMS Economic stimulus packages, financial vigilance, low-income households, machine
learning, prediction.

I. INTRODUCTION
The COVID-19 pandemic had triggered a global health crisis
and caused many countries to implement lockdowns that
disrupted economic activities worldwide [1]. Economic lock-
downs will cause an income shock, especially in low income
households [2]. Low income households do not have suffi-
cient excess income to save. Therefore, when they lose their
source of income, they will not be able to pay for their daily
essentials such as food and shelter.

The Malaysian government allocated several economic
stimulus packages to ease the financial burden of low income
households [3]. However, the problem with the government’s
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stimulus packages is its lack of focus to accurately target the
households impacted by the COVID-19 pandemic [4]. The
COVID-19 pandemic had affected low-income households
as well as those in the M40 and T20. Take for instance,
the aviation industry. Many pilots, cabin and ground crew,
were laid off due to travel restrictions and closed borders.
These households were previously not in the B40 category,
but they had lost their source of income. Many households in
the tourism related industry also faced a similar fate. Without
any source of income, it is difficult to be financially vigilant
during these trying times of the pandemic.

The Department of Statistics Malaysia (DOSM) con-
ducted two special surveys to understand how the pan-
demic affected Malaysian households. The first survey was
conducted between 23rd and 31st March 2020 prior to
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implementing the movement control order (MCO) and
received 168,145 responses. The survey consists of the
respondents’ feedback based on their opinions on economics,
employment, and spending patterns. The second survey
was conducted between 10th to 24th April 2020, after the
first MCO, and received 41,386 responses. These two survey
data were made open to the researchers [5] and hence this
study is motivated to extract the insights further.

This paper aimed to apply data analytics and machine
learning techniques on the first survey data to extract insights
that would be helpful to gain a better understanding of
COVID-19 impacts on the financial vigilance of households
in Malaysia. More precisely, this research attempts develop
machine learning models for predicting financially vigilant
households in the face of the covid-19 pandemic. The out-
come from this study would be useful in determining the
impact of pandemic on households, as well as providing
machine learning models to predict households’ financial
vigilance and develop a future economic stimulus package.

II. RESEARCH BACKGROUND
A. ECONOMIC STIMULUS
An economic stimulus is an economic policy tool put in place
by the government to cushion adverse economic effects and
help economic recovery. There are two types of economic
stimulus, namely, monetary stimulus and fiscal stimulus.
Monetary stimulus refers to the nation’s central bank’s pol-
icy tool directed at the domestic interest rate to influence
consumption and investment. For example, an expansionary
monetary policy is implemented during an economic down-
turn to reduce the cost of funds and encourage consumption.

Fiscal stimulus requires an increase in government spend-
ing to bring the economy out of the crisis by providing
incentives and tax rebates. Fiscal stimulus refers to the actions
of governments with lowering the tax rates, increase subsi-
dies and allowances to boost household spending [6]. Most
countries have implemented monetary and fiscal stimulus to
apprehend economic slowdown due to lockdowns during the
COVID-19 pandemic.

B. STIMULUS PACKAGES IN MALAYSIA
Without a source of income, many households would quickly
lose access to essential needs like food or housing [7]. In order
to lessen their financial burden, the Malaysian government
has created a series of stimulus packages. The stimulus pack-
age aims to help households and businesses to sustain eco-
nomic lockdowns [8]. The first stimulus package was aimed
to support the SMEs, tourism and hospitality sectors. It also
focused on promoting high value-added investments in both
the public and private sectors. The first stimulus package con-
sists of loan reschedule for businesses, RM2 billion Special
Relief Facility for SMEs, service tax exemption for hotels
and tourism industry, special allowance to healthworkers, and
electricity bill discount of 15%.

The second stimulus package is named the Prihatin
Rakyat Economic Stimulus Package and implemented on

27th March 2020. This stimulus package was created to sup-
port the M40 and B40 income groups in easing the financial
burden of households and individuals in a direct cash transfer
programme. The third stimulus package was released to sup-
port SMEs and was called the Prihatin SME Economic Stim-
ulus Package. This package was aimed to secure employees
from getting terminated, which otherwise will lead to job loss
and a high unemployment rate [5].

The COVID-19 Pandemic has highlighted the vital role
of digital technology, innovations, and services in allowing
government, companies, and society to work during crises.
In addition to ensuring stability and connectivity, digitalisa-
tion lays the groundwork for a more sustainable and inclu-
sive economic transition. COVID-19 recovery stimulus plans
have been tracked by the World Bank’s Digital Develop-
ment Global Practice worldwide, with a specific emphasis on
possible avenues for integrating digital ICT technology and
digital services as part of COVID recovery efforts [9].

C. DATA ANALYTICS AND MACHINE LEARNING
Most governments in industrialised nations have identified
using and enhancing information and communication tech-
nology to enhance public sector services (e-Government) as
a critical goal [8], [10]. Data analytics is an important part of
extracting hidden knowledge from data gathered from various
sources. It refers to the scientific methods, processes and
machine learning techniques used to extract huge databases.
The approaches analyse data in real-time to find non-linear
correlations and causal effects commonly hidden through-
out datasets [11]. Machine learning is ideally aligned with
the breadth of the next generation of government, Govern-
ment 3.0, which examines all-new options to address any dif-
ficulty confrontingmodern societies by using new technology
for data-driven decision making [12], [13].

Despite a large number of studies on Machine Learning
applications in the literature, the government domain has
received relatively little attention [8]. For example, a study
developed a general profile for users of e-government ser-
vices based on demographic, cognitive, and psychographic
characteristics [14]. The authors had applied popular classifi-
cation techniques such as neural networks, decision trees and
rule induction. Another research employed machine learning
approaches to assist government agencies in dealing with the
arduous task of receiving and categorising customer com-
plaints [15]. Finally, based on Artificial Intelligence (AI)
and Machine Learning (ML) algorithms, a recent study used
available government data to forecast the vulnerability of
specific enterprises to economic catastrophe [16].

Reference [10] applied several data mining algorithms to
create machine learning models that can accurately fore-
cast the e-Government rankings of 192 United Nations
and identify the variables that influence those rankings.
Reference [17] developed a COVID-19 Vulnerability Index
(C19VI) by applying machine learning based on sociode-
mographic COVID-19-specific themes. Based on C19VI
and census data, the authors found that the epidemic has
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disproportionately affected racial minorities and the under-
privileged. Based on previous studies, we can see that
machine learning techniques can be utilized on government
data to extract hidden information that can be helpful in data-
driven decision-making and developing new policies for the
citizens’ well-being [17].

III. RESEARCH METHODOLOGY
This research applied the Cross-Industry Standard Process-
Data Mining (CRISP-DM) to plan and execute the project.
CRISP-DM is the de-facto standard for applying data mining
projects and is an industry-independent process model [18].
This methodology consists of 6 phases; business under-
standing, data understanding, data preparation, modelling,
evaluation and deployment. Fig. 1 illustrates the research
methodology of this study.

FIGURE 1. Research methodology.

A. BUSINESS UNDERSTANDING
The business understanding phase focuses on the project’s
objectives and requirements that they want to achieve in
the project. This phase will also determine the purpose of
the machine learning perspective to achieve the project’s
goals [18]. In this phase, the study’s objective was to extract
insight from the survey data and determine the effect of
COVID-19 on the economy and individuals in Malaysia by
applying machine learning techniques. This research also
attempts to provide a general profile of individuals who are
or are not financially prepared to deal with pandemic-like
situations.

B. DATA UNDERSTANDING
This step requires gathering data from many sources, exam-
ining and characterising it, and ensuring data quality. The
secondary dataset utilised in this study comes from DOSM,
a special survey on the effects of Covid-19 on the econ-
omy and individuals that was collected from March 23rd to

March 31st, 2020. The original survey had three modules
and twenty-one questions, with a total of 168,182 participants
aged 15 and up. However, the dataset obtained from DOSM
consists of 168,145 records/rows and 43 variables/columns.

The original dataset was in the Malay language. For the
study purpose, the whole dataset had been translated into
the English language. After the translation, the rename nodes
redefine and shorten the variable names to be more under-
standable. There are 6,365 rows of missing records found in
the dataset. These 6,365 missing records had been filtered
and separated into the new table for visualisation purposes.
This study used the open-source software KNIME Analytics
Platform to execute the machine learning project.

C. DATA PREPARATION
In this third phase, defining inclusion and exclusion criteria
should be used to choose data. The dataset is noisy with
missing values and related issues, so considerable time is
spent cleaning the dataset before applying descriptive ana-
lytics techniques. This step requires reformatting the dataset,
such as string to number to prepare for algorithms’ use [18].

A new attribute, income category, was derived from the
‘‘Monthly Income’’ attribute, which groups the income into
B40, M40 and T20. B40 income category will be the non-
working respondents, <RM2,500, and RM2500-RM4000
for their monthly income. M40 income category will be
the respondents who earn RM4,001-RM6,000, RM6,001-
RM8,000, and RM8,001-RM9,000 for their monthly income.
Those respondents who earn more than RM9,000 will be
categorised as ‘‘T20’’. Those who did not provide their
monthly income information will be classified as ‘‘NA’’
(Not Applicable/no income information). The income group
will be slightly different from reality due to the limitation
of the dataset. ‘‘NA ’’ income category had been filtered
(56,459 respondents) from the modelling since the monthly
income information is important to the modelling purpose.
Final dataset consists of 105,321 records.

D. MODELING
In this phase, different machine learning algorithms will be
applied to achieve the objectives of the study. Five machine
learning algorithms: Decision tree, Random Forest, Naïve
Bayes, Gradient boosted tree, and Multi-layer perceptron
neural network (MLP) were applied to classify citizens’ who
are/are not financially prepared to cope the Pandemic [8].
When applying each machine learning algorithm, the optimal
model was determined by varying the parameters such as
partitioning ratio of training and testing data, qualitymeasure:
Gini index, information gain and gain ratio.

Gini index also known as Gini coefficient calculate the
degree of likeliness of a variable that is wrongly classified
during the random selection and a difference of Gini coeffi-
cient. It provides binary splitting, either ‘‘success’’ or ‘‘fail’’
outcomes when it comes to categorical values [19].

Gini (P) =

n∑
i=1

pi (1− pi) = 1−
n∑
i=1

(pi)2
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where

P = (p1, p2, . . . pn)

pi = probability of classification on object to a class
Gain ratio also known as uncertainty coefficient standard-

ises attributes’ information gain against degree of uncertainty
(entropy). When the amount of entropy is large, the gain ratio
will be low and vice versa [19].

GainRatio =
InformationGain

Entropy
InformationGain = Entropybeforesplitting

−Entropyaftersplitting

E. EVALUATION
In this phase, various machine learning models developed in
the modelling phase will be evaluated based on the standard
performance metrics accuracy, and f-measures. Finally, the
optimal model of each algorithm will be chosen and the
results will be combined to form a comparison table. This is
to make sure each algorithms’ performance is evaluated and
proceed to the deployment phase.

F. DEPLOYMENT
This is the last phase of CRISP-DM. Technically the best
machine learning model determined from the evaluation
phase will be deployed with the real dataset. This step will
also review whether the models achieved the project’s goals
and requirements [18].

IV. RESULTS AND DISCUSSION
In this section, results obtained from descriptive analytics,
model optimisation and findings will be discussed. First,
it helps to understand the characteristics of each respondent
and the relationship between the variables. As mentioned
previously, 6,365 respondents did not complete their sur-
vey from variable 12, ‘‘Working experience/Total Working
Years.’’ Therefore, the descriptive analytics for the complete
survey (161,780 respondents) is given below.

A. DESCRIPTIVE ANALYTICS
Table 1 presents the demographics of the respondents from
the descriptive analytics for the entire survey, which con-
tains 161,780 records with 41 variables. The majority of the
respondents came from Selangor (27%), followed by Johor
(21%), Kuala Lumpur (9%) and other states. There are 95,158
females (59%) and 66,622 males (41%) respondents’ opin-
ions included in this analysis. Besides, most of the respon-
dents were from the 35 to 44 years old age group (37%)
followed by the age group from 25 to 34 years old (35%),
from 45 to 54 years old (16%) and minor from other age
groups (12%).

Most of the respondents stated that their financial vig-
ilance (savings) was sustainable for their daily expenses
for about 2 to 4 weeks (47,273) and 40,947 respondents
replied that their savings were sufficient to support their daily
expenses for 4 to 8weeks. 37,015 respondents stated that their

TABLE 1. Demography description of the data set.

savings were sufficient in less than two weeks. 77% of the
respondents revealed that their financial vigilance period is
only for less and equal to 8 weeks. 55% (88,895) responded
that they did not prepare financially to cope with the pan-
demic. It also showed that the majority of the respondents
were B40 income group (49%), followed by no information
(35%), M40 (13%) and T20 (3%).
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TABLE 2. Identification of optimal model for decision tree.

Moreover, there were 41,918 respondents (26%) who had
to work from home, 26,899 respondents (17%) not work-
ing, 11,561 respondents (7%) responded that they were still
working but their working hours had decreased and 7,998
respondents (4.9%) had lost their job due to COVID-19
pandemic. Furthermore, 47,173 respondents’ (29%) income
was not affected by the pandemic and 30,903 (19%) had an
income reduction. Besides that, 111,949 respondents (69%)

TABLE 3. Identification of optimal model for random forest.

were ready for Movement Control Order (MCO) and 49,831
respondents (31%) were not ready for MCO.

It also found that COVID-19 had an impact on households’
lifestyles. Before the COVID-19 pandemic, 44,936 respon-
dents often travelled due to their business or job requirements,
but the COVID-19 pandemic had stopped 71,782 respon-
dents from travelling. Some 60,399 respondents travelled for
personal reasons but 65,022 stopped travelling for personal
reasons due to the pandemic. Next, most of the respondents
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TABLE 4. Identification of optimal model for Naïve Bayes.

TABLE 5. Identification of optimal model for gradient boosted tree.

stated that sometimes they would eat at the restau-
rant (65,374) and fast-food restaurant (67,543) before the
COVID-19 pandemic, and most of them become never eat
at the restaurant (102,845) and fast-food restaurant (104,831)
after COVID-19 Pandemic.

For buying in markets or supermarkets or grocery stores,
before COVID-19, most of the respondents said that they
were often buying raw material for cooking and sometimes

TABLE 6. Identification of optimal model for neural network (MLP).

will buy ready-to-eat food products in these places, but
after the COVID-19 pandemic, they will go these places
to buy the items that they needed sometimes only. There-
fore, we can conclude that the people reduce their spending
and change of lifestyles will reduce the business transaction
for the business owners, making their business drop and
employees will lose the job due to the organisation being
closed.
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TABLE 7. Comparison of prediction models.

B. MACHINE LEARNING MODELS
Based on the literature study, the five top performingmachine
learning algorithms were selected to predict financial vig-
ilance of households. They are Decision Tree [20], [21],
Random Forest [22], [23], Naïve Bayes [24], [25], Gradient
Boosted Tree [23], [26], [27] and Neural Network [8], [28],
[29]. In order to determine the optimal model for each of
these algorithms, various parameter tuning was done and the
best settings were identified. Later the optimal model from
each algorithm was compared to identify the best machine
learning model that can be further implemented to predict
the households’ financial vigilance. The target variable is
financial preparedness, which is a yes/no question, with 55%
saying yes and 45% saying no. Performance evaluation met-
rics F-measures and accuracy were calculated for all machine
learning models and the best models were chosen based on
F-score measure as it is the harmonic mean of precision and
recall [26].

1) DECISION TREE MODEL
A decision tree algorithm is a tree-based machine learn-
ing that splits the data by sequence according to the target
decision/variable [8]. Various parameter tuning was done to
identify the optimal decision tree model, which is shown in
Table 2. When 90% of the data is used for training the model
and 10% is used for testing the model with gain ratio as
the quality measure, the decision tree algorithm can predict
households who are financially vigilant and not vigilant with
F-score 0.6324 and 0.7313 respectively.

2) RANDOM FOREST MODEL
The random forest method is a machine learning tech-
nique that combines many decision trees and averages their
output [21]. For example, Table 3 shows that when the type
of partitioning is (90:10) with the information gain ratio
criterion produces the best model.

TABLE 8. General profile of financially vigilant households.
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TABLE 9. General profile of households with lack of financial vigilant. TABLE 9. (Continued.) General profile of households with lack of
financial vigilant.

3) NAÏVE BAYES MODEL
Naïve Bayes algorithm applied Bayes Theorem using con-
ditional probability to execute the prediction outcome [30]
Table 4 shows the various parameter optimization of the
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Naïve Bayes models and (90:10) partitioning is the optimal
settings for this model.

4) GRADIENT BOOSTED TREE MODEL
The gradient boosted tree algorithm is similar to the random
forest technique in that it averages all of the trees’ initial
results [21]. Table 5 shows the result of the gradient boosted
tree algorithm. We found that the (80:20) type of partitioning
was optimal in this model.

5) NEURAL NETWORK (MLP) MODEL
Multilayer Perceptron (MLP) is one of the neural network
algorithms and it composed multiple perceptron to perform
classification output [21]. There are two types of normal-
isation applied in the models: mix-max normalisation and
z-score normalisation. After running all the results, we found
that Z-score normalisation with (90:10) partitioning was opti-
mal for this model. The result shows in Table 6.

Table 7 shows a comparison of optimal models from each
algorithm. Overall, the target variable can be predicted with
higher than 68.96 accuracy by all five machine learning algo-
rithms. However, the gradient boosted tree algorithm is the
best machine learningmodel because it can accurately predict
households that are financially prepared and those that are
not with 75.89 percent accuracy. Random forest is the second
best method, followed by neural network (MLP) and naive
bayes algorithms. Even though the data size is large, with
161,780 rows and 41 variables, all of these models perform
best when 90% of the data is utilised to train the model and
10% to test the model.

Though most machine learning models do not explain the
relationship between the predictors and the target variable,
the decision tree algorithm can do so [31], [32]. Therefore,
even though the decision tree did not provide the best model,
we can examine the decision trees to understand the general
profile of households with and without financial vigilance.
Table 8 and Table 9 provide general profiles of households
who are financially vigilant and those who are not. Rule
support refers to the number of respondents who satisfy the
conditions and rule confidence indicates correctness.

When characterizing and predicting financial status of
households, machine learning models provide a higher over-
all model fit. This finding is supported by the existing study
which recommended that when researchers and policymakers
need to define and/or predict a household’s future financial
status, the machine learning approach can give a solid, effi-
cient, and effective analytic method [28].

V. CONCLUSION
This study explored the COVID-19 survey dataset by leverag-
ing data analytics and machine learning techniques to extract
the insights. CRISP-DM method is followed and to create
prediction models of household financial vigilance in deal-
ing with the pandemic. In addition, five machine learning
techniques were used: Decision Tree, Random Forest, Naive
Bayes, Gradient Boosted Tree, and Multi-Layer Perceptron
Neural Network. The best predictive model was found to be
Gradient Boosted Tree.

The findings showed to what extent the pandemic
has impacted households and provides machine learning
models to identify the financially vigilant households. The
B40 income group consists of 49% of the respondents,
M40 13% and T20 3%. A total of 77% of these respondents
revealed that their financial vigilance period was not more
than eight weeks. Since this survey was conducted during the
first wave of the pandemic, only 17% of the respondents lose
their job.

However, the allocation of economic stimulus should not
be based on the category of the household of B40 income
group, ethnic group and age. The distribution of economic
stimulus should target directly households in need of financial
support based on their current employment status, number
of members per household and location of residence. This
knowledge could be useful to design suitable and effective
economic stimulus packages.
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