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ABSTRACT Driving is a set of behaviors that need high concentration. Sometimes these behaviors are
dominated by other acts such as smoking, eating, drinking, talking, phone calls, adjusting the radio,
or drowsiness. These are also the main causes of current traffic accidents. Therefore, developing applications
to warn drivers in advance is essential. This research introduces a light-weight convolutional neural network
architecture to recognize driver behaviors, helping the warning system to provide accurate information and
to minimize traffic collisions. This network is a combination of feature extraction and classifier modules.
The feature extraction module uses the advantages of the standard convolution layers, depthwise separable
convolution layers, average pooling layers, and proposed adaptive connections to extract the feature maps.
The benefit of the convolution block attention module is deployed in the feature extraction module that
guides the network in learning the salient features. The classifier module is comprised of a global average
pooling and softmax layer to calculate the probability of each class. The overall design optimizes the network
parameters and maintains classification accuracy. The entire network is trained and evaluated on three
benchmark datasets: the State Farm Distracted Driver Detection, the American University in Cairo version 1,
and the American University in Cairo version 2. As a result, the accuracies on overall classes (ten classes)
are 99.95%, 95.57%, and 99.61%, respectively. Also, several video tests with VGA (Video Graphics Array),
HD (High Definition), and FHD (Full High Definition) resolution were conducted, and they can be seen at
https://bit.ly/3GY2iJl.

INDEX TERMS Attention mechanism, convolutional neural network, driver behavior recognizer, driver
warning system.

I. INTRODUCTION
Nowadays, road traffic systems have grown much in terms of
quantity and complexity. Accordingly, the number of acci-
dents also increased gradually. The statistics of the World
Health Organization point out that about 1.35 billion people
die and approximately 50 million road traffic collisions occur
every year [1]. One of the common causes that leads to an
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increase in accidents is driver behavior. The statement above
alsomentioned that if the drivers really focused when driving,
it could reduce the accident rate by four times. According
to a statistic from the National Highway Transportation and
Safety Administration (NHTSA) in the United States (US),
about 2,895 people were killed in distracted driving accidents
in 2019, accounting for 8.7% of all traffic accident deaths in
that year [2]. These reports show that from 2010 to 2019, the
number of deaths and accidents caused by distracted driving
still maintained a quite high rate between 8% and 10%, 14%
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FIGURE 1. The statistics of distracted driving deaths in US within ten
years.

FIGURE 2. The statistics of distracted driving accidents in US within ten
years.

and 16% of all accidents, respectively. The detailed number
of distracted driving deaths and accidents in ten years is
presented in Figure 1 and Figure 2. The scientists focused
on researching the problems, solutions of road traffic acci-
dents, and giving some definitions of distracted driving. The
authors in [2] define distracted driving as driver behaviors
that interrupt the focus from driving including operating cell-
phones (talking, texting), eating, drinking, and adjusting the
entertainment system (radio, stereo). From another definition
in [3], anything that distracts from paying attention to driving
can be considered distracted driving. This work also divides
distracted driving into three groups: visual, manual, and cog-
nitive distraction. Visual distraction focuses on eye status
and head posture analysis. The main devices for measuring
visual distraction are different sensors/cameras mounted on
vehicles or directly attached to the driver’s body to collect
signals, then analyze and process. In manual distraction, the
devices are designed to track the operation of the driver’s
hand or foot activities on the gas and brake pedal. Cognitive
distraction predicts the psychophysiological state of drivers
like heart rate, blood pressure, and body temperature. Based
on the above observations, automakers have integrated ana-
lytical and driver warning devices in modern cars [4]–[6].
However, most are still in the process of testing. On the
other hand, most of these devices have high costs and are

difficult to deploy in old cars. In addition, wearable devices
are disadvantaged by safe driving operations, and the
obtained signals can be affected by a few natural struc-
tures of the human body. With the goal of simplifying the
devices, making them non-invasive for drivers, and saving
costs, this work proposes a solution to recognize driver behav-
iors through a simple convolutional neural network (CNN)
architecture combined with the attention technique. The pro-
posed network takes advantage of the standard convolu-
tion layers, depthwise separable convolution layers, average
pooling layers, and adaptive connections with the convolu-
tion block attention module (CBAM) to extract the feature
maps then learn the outstanding features through the atten-
tion mechanism. Finally, the classifier module applies the
global average pooling (GAP) layer and softmax function to
compute ten probabilities of corresponding driver behaviors
in the datasets. The core contributions of this research are
as follows:

1) A light-weight convolutional neural network for driver
behavior recognition was proposed which supports the driver
warning system. This network consists of feature extraction
and classifier modules. The design applies basic components
in a CNN, with the proposed adaptive connections, and a
convolution block attention module to learn important infor-
mation of feature maps. Besides, it uses a global average
pooling to replace all fully connected layers in common
classification networks. Therefore, it optimizes the network
parameters while maintaining high speed and accuracy. This
design is suitable for implementation on low-cost and low-
computation equipment, including deployment on older vehi-
cles, without any additional installation and redesign costs.
On the other hand, due to the use and process of the image
signals from the camera, it is not invasive to the driver’s
psychology.

2) The proposed network was comprehensively trained,
evaluated, and reported on all three benchmark datasets.
In addition, this work built the application for video testing
on different devices: GPU, CPU, and Jetson Nano.

II. RELATED WORK
This section will present several techniques applied to driver
behavior recognition and their advantages and disadvantages.
These methods are considered based on two respects: tradi-
tional machine learning and CNN-based methodology.

A. TRADITIONAL MACHINE LEARNING METHODOLOGY
The first research focused on detecting cellphone usage dur-
ing driving. Ref. [7] uses the Supervised Descent method,
a Histogram of Oriented Gradients (HOG), and an Adaboost
classifier to realize the actions of using a cellphone with
the accuracy of 93.9%. This study is limited by the cell
phone region extraction from facial landmark technique, illu-
mination, and occlusion conditions. Other studies measure
the relative distance between four components such as the
face, mouth, hands, and cellphone using Hidden CRF [8] and
Support Vector Machines (SVM) [9] to classify cellphone
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FIGURE 3. The proposed driver behaviors classification network. It consists of two main modules: the feature extractor and the classifier.

FIGURE 4. The architecture of the adaptive connections. Adaptive connection v1 (left side) with an
average pooling layer between two convolution layers and adaptive connection v2 (right side) without
an average pooling layer.

use. These approaches can achieve the accuracy of 91.2%
and 91.57% respectively but are still mainly dependent on
the lighting condition of the skin. The work in [10] also
uses the SVM technique to recognize the use of cellphones
in images collected from cameras mounted on the highway
and traffic lights and get the accuracy about 86.19%. This
study is just implemented on a small dataset with 1,500
images and the accuracy is quite low. The authors in [11]
proposed a method using Hidden Markov models and an
Adaboost classifier to classify images that simulate the cell-
phone use obtained from the RGB-D sensors of Kinect
devices. An accuracy for distracted driving is 90% how-
ever the system is built based on many complex modules.
In different approaches, [12] focuses on detecting the move-
ment of the driver’s hand using the Aggregate Channel Fea-
tures (ACF) method with best prediction result is 70.09% of
AP (Average Precision), and classifying multi-actions using
the Contourlet Transform combined with Random Forests
classification [13] by 88% of the highest accuracy in eat-
ing action. In summary, all traditional machine learning

methods are easy to deploy but have low classification
accuracy.

B. CNN-BASED METHODOLOGY
In recent years, convolutional neural networks have been
widely applied in computer vision fields. Studies on human
behavior in general, and driver behavior in particular, have
also taken advantage of convolutional neural networks to
build monitoring and warning applications. The application
areas range from image detection and image segmentation to
image classification. The work in [14] uses a Faster R-CNN
network as a detector to guess the hand movements on the
steering wheel. The results show that this method achieves an
accuracy of 92.4% and 91% respectively for cell phone usage
and hands on the steering wheel cases. Ref. [15] applies the
image segmentation method to localize the steering wheel,
gear lever, and dashboard. After that, they propose a network
architecture to detect the driver’s hand position on previ-
ously segmented regions and achieve 74.3% of accuracy.
This combined method can solve the problem of illumination
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changes but is computationally complex. In the image clas-
sification task, [16] first proposed a dataset for distracted
driving classification called the Southeast dataset with four
classes: smoking or eating, talking on the phone, safe driving,
and operating the gear lever. This dataset is used in the tra-
ditional machine learning methods, and [17] applied several
techniques with convolutional neural networks to classify
these four classes with an overall accuracy of 99.78%. Later,
[18]–[20] proposed extended datasets for driving distraction
with ten classes (the detailed descriptions are shown in the
dataset subsection). Based on these datasets, many studies
have used different CNN network architectures for training
and evaluation. Also, in [19] and [20], the authors propose
an ensemble training method with five different CNN net-
works and result in an accuracy of 94.29% and 93.65%,
respectively. Other typical classification neural networks
such as VGG [21], [22], DenseNet [23], GoogleNet [24]
have also been exploited for driver behaviors classifica-
tion with the accuracy form 95% to over 99%. For the
purpose of reducing network parameters and deploying
low-computation devices, [25], [26] proposed convolutional
neural network architectureswith depthwise separable convo-
lution operation and a residual network to classify ten driver
behaviors. These methods achieve very high accuracy (over
95%) and the small number of network parameters (less than
0.5M parameters). The above studies have high accuracy, but
only focused on recognizing driver behavior with a limited
set of classes (four classes) or only evaluated on individual
datasets with a larger number of classes (ten classes). On the
other hand, several proposed methods are heavyweight and
difficult to apply in real-time systems. As a study on the
strength of standard convolutional and depthwise separable
convolution layers, and Inception and Residual networks, this
work proposes a light-weight driver behavior classification
convolutional neural network. It has just 0.43M parameters
but the network guarantees high accuracy when compared
with many other methods.

III. PROPOSED METHODOLOGY
The proposed network architecture consists of the feature
extractor and classifier modules. The feature extractor mod-
ule is designed based on the stem module, adaptive connec-
tions (AC), and a CBAM to extract the feature maps. At the
final feature map, the classifier module applies a GAP and
a softmax function to calculate the probability of ten driver
behaviors and then classifies them. Figure 3 describes in
detail the proposed architecture.

A. FEATURE EXTRACTOR MODULE
Most of the popular convolutional neural networks can
extract high-level feature maps from raw pixels without
any manual processing steps. Therefore, later tasks such as
image classification, object detection, and image segmenta-
tion will be easily applied and achieve high precision. Mean-
while, traditional machine learning methods rely heavily on

image preprocessing and feature extraction, so the received
precision is unstable. This study focuses to design the feature
extractor based on many novel techniques to obtain the most
effective feature maps. The feature extractor includes four
convolutional blocks (CBs), four ACs, one CBAM, and two
depthwise separable convolution layers. The CBs have two
different architectures. The first architecture is built based on
two standard convolution layers, a batch normalization (BN)
layer, a rectified linear unit (ReLU) activation function, and
an average pooling layer (in CB1, CB3). The other architec-
ture uses a standard convolution layer, a depthwise separable
convolution layer, a BN layer, a ReLU activation function,
and an average pooling layer (in CB2, CB4). The kernel sizes
and number of channels of convolutional blocks vary from
7 × 7 × 16 (CB1), 5 × 5 × 32 (CB2), 3 × 3 × 64 (CB3),
and 3 × 3 × 128 (CB4). Applying the big kernel sizes at
the beginning of the network to enlarge the receptive fields,
helps the feature extractor to accurately capture the basic
object information in the image. However, this work also
increases the computational cost of the network. That is also
the reason to use depthwise separable convolution layers later
to balance the previous computation cost. After going through
four convolution blocks, the 224×224×3 input image will be
reduced by 16 times, generating a 14×14×128 feature map.
This process loses a lot of important information. Therefore
it is necessary to combine the information between the cur-
rent feature map level and the previous feature map levels.
This maintains and enriches the necessary information for
all feature map levels. Inspired by ResNet [27] and Incep-
tion [28] networks, this work proposes adaptive connections
with two different approaches as depicted in Figure 4. Adap-
tive connection version 1 (ACv1) includes a 3 × 3 standard
convolution layer, an average pooling layer, and a 1× 1 stan-
dard convolution layer followed by a BN layer. Adaptive
connection version 2 (ACv2) is almost the same as ACv1
but it does not use the average pooling layer in between the
two standard convolution layers. The adaptive connections
serve as a branch that extracts sub-features from the previous
feature map level and then combines them with the current
feature map through addition. The proposed network uses
four adaptive connections at different levels. Specifically, the
first ACv1 is applied at the output of the second convolution
layer in CB1 and adds the output of CB2. The second one
(ACv2) is applied at the output of the previous addition (Add
1) and adds the output of CB3. A similar process for the
third adaptive connection (ACv1) and the fourth adaptive
connection (ACv2) generate the output of Add 3 and Add 4.
The equations of these connections are shown as follows:

yi = Fi(x)+ F ′i (x), (1)

where x and y are the input and output feature maps,
respectively. i is the adaptive connection version (i = 1 or
i = 2). Fi(x) ∈ RW×H×C is the output feature map of each
convolutional block. F ′i (x) ∈ RW×H×C is the output feature
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FIGURE 5. The structure of the convolution block attention module. It consists of two sub-modules: channel attention and spatial attention.

map of the adaptive connections. For each version:

F ′1(x) = BN (f 1×1(A.Pool(f 3×3(x)))),

F ′2(x) = BN (f 1×1(f 3×3(x))), (2)

in which f 1×1 and f 3×3 are 1×1 and 3×3 standard convolu-
tion layers, respectively. BN is the batch normalization layer.
A.Pool is the average pooling layer.
The 14× 14× 128 feature map size (the output of Add 1)

continues to pass through the CBAM [29]. This module helps
the proposed network to focus on learning the salient infor-
mation extracted from the previous module by the principle
of channel attention and spatial attention. The output from the
BAM is maintained at 14× 14× 128 but the information of
the object to be classified has been enriched to make it easier
to distinguish from the background. The overall architecture
of CBAM is depicted in Figure 5. The CBAM is composed
of two sub-modules, channel attention and spatial attention.
Suppose F ∈ R14×14×128 (output feature map from Add 3
with size 14 × 14 × 128) is the input to the CBAM. It will
sequentially generate channel attention map Mc ∈ R1×1×128

and spatial attention map Ms ∈ R14×14×1. The attention
process is shown as follows:

F ′ = Mc(F)⊗ F,

F ′′ = Ms(F ′)⊗ F ′, (3)

The symbol ⊗ represents the element-wise multiplication
operation. F ′ and F ′′ present the intermediate and output
feature maps, respectively. Mc and Ms are computed by the
following equations:

Mc(F) = σ (MLP(A.Pool(F))+MLP(M .Pool(F))),

Ms(F) = σ (f 7×7(A.Pool(F) ‖M .Pool(F))), (4)

where σ describes the sigmoid function. The ‖ symbol
denotes the concatenation operation. A.Pool, M .Pool, f 7×7,
andMLP are the average pooling layer, themax pooling layer,
a 7×7 standard convolution layer, and amultilayer perceptron
with three hidden layers, respectively.

The last components in the feature extractor are two depth-
wise separable convolution layers with a similar kernel size
of 3 × 3 and 256 and 10 channels, respectively. They act as
transition modules between the feature extractor and classi-
fier, making the network work quickly. Combined with the
output of the fourth adaptive connection, they generate the
final featuremapwith the dimensions of 14×14×10 (number
of channels corresponding to the number of classes to be
classified).

B. CLASSIFIER MODULE
Traditionally, common classification networks have widely
used fully connected layers at the end of the classification
network. However, this technique significantly increases the
network parameters, thus increasing the computational bur-
den on the network and reducing the processing speed when
applied on low computing devices. This study proposes a
method to replace all fully connected layers in the popular
classification networks with only one GAP layer. For this
technique, the spatial features are extracted along each chan-
nel and the 14× 14× 10 feature map from the extractor will
quickly reduce the dimensions to 1× 1× 10, saving a lot of
network parameters. Finally, a softmax function is applied to
calculate the probability of each object class appearing in the
input image.

For simplicity, the categorical cross-entropy loss function
is used to calculate the difference between the predicted value
and the target value during training. It is defined as follows:

Lcls = −
9∑
i=0

p∗i .log(pi), (5)

where i denotes the index of a class in the dataset. p∗i is the
target indicator which takes a value 0 or 1. pi represents the
probability of prediction from the network. log is a natural
logarithm function.

C. VIDEO TESTING SYSTEM
Figure 6 describes the overall video testing system in detail
(Testing stage). The system consists of input, the trained
model, and the output. In which, the input is a set of videos
with different resolutions including VGA, HD, FHD. The
model is trained on the State Farm dataset and the stored
weight file. The output is message text signals on the screen
including prediction class, accuracy, and speed in FPS. This
system can flexibly replace the input with a conventional
camera, and the output can install audio signals to the speaker
to alert the driver. This is the structure of the real-time driver
warning system.

IV. EXPERIMENTS
A. DATASETS
There are three datasets for driver behavior classifica-
tion used in this paper for the training and evaluation
phases: the State Farm Distracted Driver Detection (State
Farm) [18], the American University in Cairo version 1
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FIGURE 6. The overall video testing system.

(AUC version 1) [19], and the American University in Cairo
version 2 (AUC version 2) [20].

1) STATE FARM DATASET
This dataset was downloaded from a contest on the Kaggle
website. It is composed of 22,424 color images which have a
resolution of 640×480 pixels. The images are separated into
ten folders, each of which corresponds to one class, such as:
safe driving (c0), texting - right (c1), talking on the phone -
right (c2), texting - left (c3), talking on the phone - left (c4),
operating the radio (c5), drinking (c6), reaching behind (c7),
hair and makeup (c8), talking to passenger (c9).

2) AUC VERSION 1 DATASET
This dataset contains simulation driving behavior videos of
31 participants from seven countries with 22 males and nine
females. The AUC version 1 dataset was taken by the SUS
ZenPhone rear camera in video format. Then, 17,308 high-
resolution images (1080 × 1920 pixels) were selected and
processed. Following the division of the State Farm dataset,
this dataset also has ten classes with similar labels (with
different wording: Drive Safe, Text Right, Talk Right, Text
Left, Talk Left, Adjust Radio, Drink, Reach Behind, Hair &
Makeup, Talk Passenger) to the State Farm dataset.

3) AUC VERSION 2 DATASET
The AUC version 2 dataset was captured by two types of
cameras, the ASUS ZenFone smartphone rear camera and

the DS325 Sony DepthSense camera on five different brand
cars in video format. The total number of participants is
44 people from seven countries with 15 females and 29males.
These videos were shot under various conditions such as
lighting, driving conditions, and people wearing different
types of clothing. A set of 14,478 images are extracted with
a resolution of 1080× 1920 or 640× 480 pixels. The labels
and corresponding folders of the classes are split like theAUC
version 1 dataset.

B. EXPERIMENTAL SETTING
The proposed network is implemented using the Python pro-
gramming language and the Keras framework. This network
is trained as well as evaluated on a GPU (GeForce GTX
1080Ti). On the other hand, it was also used in a video testing
systemwith VGA (640×480 pixels), HD (1280×720 pixels),
and FHD (1920 × 1080 pixels) resolution videos on another
CPU (Intel Core I7-4770 CPU @ 3.40 GHz, 32GB of RAM)
and one Jetson Nano (Nvidia Maxwell GPU, 4GB of RAM).
The training phase goes through 300 epochs with a batch
size of 16. The Adam optimization method is applied for
the weight update process of the network. The learning rate
strategy is initialized by 10−3 then decreases gradually after
20 epochs with 0.55 times if the accuracy is not improved
from the previous step. Each dataset is divided into a training
set (80%) and an evaluation set (20%). To increase accuracy
and avoid overfitting issues, this experiment uses several data
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TABLE 1. The comparison results with different methods on the State
Farm, AUC version 1, and AUC version 2 datasets. The red colored
numbers represent the best competitors.

augmentation methods such as random brightness, random
zoom, and shift.

C. RESULT ANALYSIS
The proposed network was trained and evaluated on the three
datasets mentioned above and tested on videos with different
devices including a GPU, a CPU, and a Jetson Nano device.
These experiments are reported based on the accuracy and
frames per second (FPS) metric, respectively. As a result,
this network achieved accuracies of 99.95% on the State
Farm dataset, 95.57% on the AUC version 1 dataset, and
99.61% on the AUC version 2 dataset with only 426,785
parameters. In the usual way, the total network parameters are
calculated based on the sum of all weights and biases of the
convolutional and fully connected layers. In order to optimize
network parameters, this paper has replaced four convolution
layers with four depthwise separable convolution layers and
wholly replaced the fully connected layers with a GAP layer.
This dramatically reduces the network parameter but still
ensures the feature extraction and classification accuracy of
the network. The above result shows that, with the State Farm
and AUC version 2, the results are almost absolute because
the images in these datasets are clearly divided into folders
following the class labels. In contrast, with the AUC version
1 dataset, several images lie in between the two behaviors,
creating confusion in the learning process of the network.
For the State Farm dataset, the proposed network outper-
forms the Simple CNN [24] and the Mobile VGG [22]. It is

equivalent to the Light-weight CNN [24] but with nearly 30K
fewer network parameters. For the AUC version 1 dataset,
the proposed network outperforms most other networks and
is only lower than the VGG with Regularization [21], the
GA weighted ensemble [19], and the Majority Voting ensem-
ble [24]. However, the network parameters of the VGG with
Regularization is 325.58 times higher and the GA weighted
ensemble and the Majority Voting ensemble are 279.07 times
higher than proposed method. For the AUC version 2 dataset,
the proposed network is completely outstanding in the pop-
ular classifier networks in [20] with a large difference in
accuracy from 5.32% to 23.48%. Table 1 presents the accu-
racy comparison results of different networks on the three
datasets. Figure 7 shows the qualitative classification results
of proposed network on each dataset.

The three confusion matrices shown in Figure 8, Figure 9,
and Figure 10 demonstrate the classification ability of the
proposed network in each class. In the State Farm and the
AUC version 2 datasets, the prediction rates of the classes are
very uniform, ranging from 98% to 100%. In the AUC version
1 dataset, the prediction rates were mostly between 95% and
97% except for the ‘‘Adjust radio’’, ‘‘Reach behind’’, and
‘‘Hair & makeup’’ labels which were lower and ranged from
92% to 93%. From that observation, it can be seen that the
driver’s behavior is less related to other objects (cellphone,
steering wheel, cup, bottle) and the ability to classify them
is lower than other behaviors. This means the network is
capable of focusing on the relevance of the different objects
to make accurate classification decisions. This statement is
proved with the Grad-cam visualization [30] in Figure 11.

For speed testing, this work also conducted the video test-
ing system with the trained model on VGA, HD, and FHD
resolution videos. The video inputs in this system can be
replaced by a conventional camera with a speaker added for
real-time deployment. However, in terms of driving safety,
this work is only performed on real-time simulation videos.
As shown in Figure 12, the network achieves the highest
speeds of 243.78 FPS, 39.97 FPS, and 14.78 FPS on the
GPU, the CPU, and the Jetson Nano device, respectively.
Figure 12 also shows that when the video resolution changes
from VGA to HD and FHD, the speed also decreases across
all devices. This experiment also demonstrates the impor-
tance of choosing the right camera resolution for the system
when applied in real-time systems. Therefore, it is recom-
mended to use VGA resolution to ensure proper processing
speed and avoid latency. With this result, the network can be
deployed on low-computing devices and embedded systems
to develop warning systems for vehicles.

As analyzed above, for the available image data, the pro-
posed network works very well. However, when experiment-
ing with videos or live-stream videos, sometimes the net-
work showed several disadvantages. These include confusion
between similar behaviors such as safe driving and texting
when the driver’s hand is close to the steering wheel, all-
two-handed and one-handed driving behavior, hair-makeup,
drinking, etc. The illumination conditions are also a factor
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FIGURE 7. The qualitative results on the State Farm, AUC version 1, and AUC version 2 datasets. From top to bottom, the first two rows are for the State
Farm dataset, the next two are for the AUC version 1 dataset, and the last two are for the AUC version 2 dataset.

FIGURE 8. The confusion matrix on the state farm dataset.

that greatly affects the classification accuracy of the network.
With too much light, the ability to distinguish foreground and

FIGURE 9. The confusion matrix on the AUC version 1 dataset.

background features will be reduced. In addition, the camera
angle is also an important factor in determining the accuracy
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FIGURE 10. The confusion matrix on the AUC version 2 dataset.

FIGURE 11. The grad-cam visualization on the AUC version 1 dataset.
In each pair of images, the left one is the original image and the right one
is a grad-cam visualization.

FIGURE 12. The speed of the proposed network with VGA, HD, and FHD
video resolution on State Farm dataset and different devices.

of the network. If placed too far, the background area will
increase making feature extraction difficult. If placed too
close, the resulting image area is not large enough to clearly
distinguish the driver’s behavior. Therefore, it is a challenge

TABLE 2. Ablation study 1 of the proposed network on the AUC version 2
dataset. The red colored number represents the best competitor.

TABLE 3. Ablation study 2 of the proposed network on the AUC version 2
dataset. The red colored number represents the best competitor.

to fine-tune the network and properly combine the above
factors to improve that accuracy.

D. ABLATION STUDY
To evaluate the efficiency of each proposed module in the
network, this experiment carried out several ablation studies.
In ablation study 1, the stem module is first trained indepen-
dently. Then, the stem, adaptive connection, and CBAMmod-
ules are combined one by one, and the results are compared
with the stem module and the entire selection. The results
in Table 2 show us that when only using the stem module,
the accuracy is only 98.58% but the number of network
parameters is only 217,484. The combination of the stem and
CBAMmodules increases the number of network parameters,
and the accuracy is quite small. Combining the stem and
adaptive connection modules nearly doubled the number of
network parameters but increased accuracy by only 0.1%.
Accordingly, when combining all three modules, the net-
work achieves an accuracy of 99.61% with only 426,785
parameters. This experiment shows that the combination of
the adaptive connections and CBAM significantly increases
the accuracy. These are the core factors of the proposed
network for achieving the best results. In another experiment
for ablation study 2, the network architecture was trained and
evaluated with different attention algorithms. Specifically,
the network replaces the CBAM with a bottleneck attention
module (BAM) [31] and an squeeze-and-excitation (SE) [32]
respectively, and then compares the results. The obtained
results are described in Table 3. Therefore, when replacing
the CBAM with an SE, the number of network parameters
is at least 426,687 and the accuracy is only 99.50%. When
replacing the CBAM with a BAM, the accuracy increased by
0.5% and the number of network parameters also increased
by 87 when compared with the previous result with an
SE. Finally, the network using the CBAM. The number
of network parameters only increased by 11 parameters as
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compared to the BAM but reached the highest accuracy of
99.61%. This is the reason this paper chose the CBAM as
the main attention algorithm to improve the classification
accuracy for the proposed network.

V. CONCLUSION
This paper introduces a driver behavior recognizer based on
a light-weight convolutional neural network and attention
mechanism. This architecture exploits the advantages of stan-
dard convolution, depthwise separable convolution operation,
and proposed adaptive connections to extract feature maps.
Then, the network uses the CBAM attention mechanism to
make the network focus on learning the most salient features.
Finally, the classifier is applied to recognize ten driver behav-
iors. This work applied several techniques for reducing the
number of network parameters and increasing the accuracy.
The proposed network used all three benchmarks to train,
evaluate, and report the results in the accuracy metric. On the
other hand, it was also tested on different resolution videos
with good processing speeds. In the future, this approach
continues to develop based on a two-stage driver behavior
warning system. The proposed network will be integrated
into this system as the second stage after the driver body
detection stage. By extracting the driver body positions first
and then classifying it is possible to greatly increase the
behaviors classification accuracy, especially with the real-
time applications.
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