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ABSTRACT In recent years, the demand for new applications using various Internet of Things (IoT)
devices has led to an increase in the number of devices connected to wireless networks. However, owing
to the limitation of available frequency resources for IoT devices, the degradation of the communication
quality caused by channel congestion is a practical problem in developing IoT technology. Many IoT devices
have hardware and software limitations that prevent centralized channel allocation, and congestion is even
more severe in massive IoT networks without a central controller. Therefore, developing a distributed and
sophisticated channel selection algorithm is necessary. In previous studies, the channel selection of each IoT
device was modeled as a multi-armed bandit (MAB) problem, and a wireless channel selection method based
on the MAB algorithm, which is a simple reinforcement learning, was proposed. In particular, it has been
shown that the MAB algorithm of tug-of-war (TOW) dynamics can efficiently select channels with much
lower computational complexity and power compared with other reinforcement learning-based channel-
selection methods. This paper proposes a distributed channel selection method based on TOW dynamics in
fully decentralized networks. We evaluate the effectiveness of the proposed method and other distributed
channel-selection methods on the communication success rate in massive IoT networks by experiments and
simulations. The results show that the proposed method improves the communication success rate more than
other distributed channel selection methods even in a dense and dynamic network environment.

INDEX TERMS Channel selection, low power consumption, massive [oT system, reinforcement learning.

I. INTRODUCTION
In recent years, Internet of Things (IoT) technology has
become commonplace in a variety of fields such as smart
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cities [1], medicine [2], and agriculture [3]. The number of
IoT devices in the world is predicted to reach approximately
35 billion by 2022, with continued growth expected there-
after [4]. In an IoT network consisting of a large number of
devices, even if the volume of data obtained from an individ-
ual device is low, new services are expected to acquire large
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volumes of data in real-time using this extensive distribution
of devices [5], [6].

Conversely, in an environment where there is a high density
of IoT devices, network congestion and changes in topology
and components due to the movement of devices are likely
to become a problem, which may significantly degrade the
quality of communication [7]. Therefore, a major challenge
is guaranteeing high-quality communication amongst IoT
devices under limited frequency resources. A potential solu-
tion to this problem is the application of multi-channel wire-
less communication technology, which allows each device to
select or assign a channel with a low connection load in the
same wavelength band [8], [9]. In multi-channel communica-
tion, each IoT device selects a channel with the least possible
connection load from the multiple available channels, thereby
enabling efficient and stable communication even in an envi-
ronment with a high density of IoT devices.

A centralized channel allocation system has been pro-
posed as a method of allocating the radio channel to be
used by each device in a multi-channel system [10], [11].
This system can achieve a high communication success rate
by controlling transmission and reception timing throughout
the network. However, it is necessary to implement com-
plex algorithms to ensure that all devices in the network are
precisely time-synchronized and communicate according to
scheduling rules. This feature requires devices with large
storage capacity and high computing power. Yet, many loT
devices are intended to collect various data types with low
power consumption and small storage capacity. Therefore,
each IoT device needs to perform channel selection asyn-
chronously and in a distributed system. Also, the conventional
distributed channel selection method is not suitable for IoT
devices, which are low power devices, because each channel
state needs to be sensed at a certain time interval [12]-[14].
In [15] and [16], a distributed method was proposed in which
each device selects a channel and other parameters based on
deep learning. In these methods, various state information at
each time step can be obtained from the external environment,
and learning proceeds based on deep learning, which includes
complex processing to achieve high performance. However,
as highlighted earlier, most IoT devices have low power con-
sumption and small storage capacity, which makes it difficult
to acquire the various state information of the surroundings
and implement complex algorithms. Therefore, a learning
method with a reduced learning cost is required.

In [17] and [18], channel assignment to each device was
modeled as a multi-armed bandit (MAB) problem [20], and a
channel access method was proposed. The MAB problem is a
decision-making problem in which a player selects a machine
to obtain the maximum reward in the presence of multiple
machines. Several algorithms have been proposed to solve the
MAB problem, including the e-greedy [21], upper confidence
bounds (UCB) [22], [23], and tug-of-war (TOW) dynamics.
In particular, TOW dynamics, proposed in [24]-[27], has
already been demonstrated to achieve higher performance
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than other MAB algorithms, despite the simple quadrature
learning rule.

In [28]-[31], TOW dynamics-based channel selection
algorithms were implemented in devices and evaluated for
their effectiveness in various environments, such as cogni-
tive radio systems, wireless LANs (WLAN), and IoT net-
works. Furthermore, in [30] and [31], it was shown that
by introducing two types of forgetting factors into TOW
dynamics, the algorithm can dynamically and smoothly fol-
low the changes in the communication environment. How-
ever, these studies focused on uplink communications in
centralized IoT systems, where each device selects one of
the common access points and cannot support fully decen-
tralized wireless networks where the environment is more
dynamic. In decentralized wireless networks, it is necessary
to select a common channel with other devices simultane-
ously. However, selecting the same channel among commu-
nicating devices is challenging without exchanging channel
state information: i.e., a novel distributed channel selection
method is needed to solve this problem.

Motivated by the aforementioned technical background,
this paper proposes a distributed channel selection method
based on TOW dynamics with forgetting factors for decen-
tralized IoT networks. Therefore, our goal is to improve
the success rate of communication in such environments by
using a channel-selection algorithm based on reinforcement
learning in each device. The distinctive contributions of this
study are as follows:

« In this work, we propose a distributed channel-selection
algorithm based on TOW dynamics with forgetting fac-
tors and show that it can achieve high communication
success rates even in fully decentralized networks.

« We implement the proposed algorithm on an IoT device
(Lazurite Pi Gateway [32]), and conduct experiments
to show that the proposed channel selection algorithm
based on TOW dynamics can function in the real world.
The experimental results show that the proposed algo-
rithm improves the communication success rate com-
pared to the e-greedy algorithm and random frequency
hopping.

o Furthermore, to evaluate the performance of the pro-
posed algorithm in a large-scale fully decentralized net-
work environment, we conduct simulation experiments
using Network Simulator 3 (NS3) and real data of
vehicles. We show that the proposed algorithm avoids
congestion and improves communication success rate
even in a high-density network environment where the
channel state changes in various scenarios.

The remainder of this paper is organized as follows.
Section II introduces the conventional distributed channel-
selection algorithm. In Section III, we present the decentral-
ized IoT system model used in this study. Section IV presents
the proposed method in this paper. Further, Section V details
how the model is implemented in low-power devices and
evaluates the implemented IoT devices through experiments.

67871



IEEE Access

D. Yamamoto et al.: Performance Evaluation of Reinforcement Learning

TABLE 1. Acronyms and abbreviations.
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IoT internet of things

MAB multi-armed bandit

UCB upper confidence bounds
TOW tug-of-war

ACK acknowledgement packet
RANDOM random frequency hopping
AFH adaptive frequency hopping
FSR frame success rate
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FIGURE 1. Interference when WLAN and Bluetooth are operating
simultaneously.

After a simulation-based evaluation for a channel-selection
problem in massive IoT environments is provided in
Section VI, we present a different simulation-based eval-
uation using real data of vehicle location information in
Section VII. Finally, Section VIII concludes the paper and
discusses future issues.

Note that acronyms and abbreviations are summarized in
Table 1.

Il. RELATED WORKS
This section introduces related works on distributed channel
selection methods for IoT devices.

A. ADAPTIVE FREQUENCY HOPPING

With the evolution of wireless protocols and access
technologies in the unlicensed Industrial, Scientific and Med-
ical (ISM) band, various devices are competing for the com-
mon spectrum, and interference is increasing [19]. Bluetooth
is a short-range wireless technology in the 2.4 GHz ISM band,
which has channel selection with pseudo-random frequency
hopping to reduce interference with other wireless devices.
Adaptive frequency hopping (AFH) detects static sources
of interference, further improving immunity to interference.
Fig. 1 shows the interference when WLAN and Bluetooth
are operating simultaneously. AFH evaluates each channel’s
received signal strength indication (RSSI) and packet error
rate (PER) to identify channels that interfere with other
devices. By removing them from the list of available chan-
nels, AFH can adapt to a dynamic environment.

Conversely, AFH is designed to identify and exclude static
sources of interference. Therefore, if there is a high density
of frequency hopping devices, interference occurs as usual.
Further, AFH needs to sweep all channels to update the list
of available channels at a certain time interval. This means
that the network overall consumes extra energy.
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FIGURE 2. Framework of deep learning approach.

B. DEEP LEARNING APPROACH

To adapt to a large-scale dynamic environment, a distributed
resource allocation method based on deep learning has been
proposed [15], [16]. Fig. 2 shows the framework of deep
learning, which consists of interactions between agents and
the environment. Each agent retrieves various information
and updates it based on policies to select actions that satisfy
a lot of quality-of-service (QoS) requirements.

Conversely, some IoT devices cannot acquire a lot of infor-
mation due to location limitations. Also, low power consump-
tion and small storage capacity devices are difficult to execute
complex algorithms.

C. MAB ALGORITHM APPROACH

The MAB (Multi-Armed Bandit) problem [20] determines
the optimal strategy to earn maximum rewards by playing
multiple machines with unknown reward probabilities in
limited times. It is a statistical model that balances explo-
ration and exploitation to solve recurring decision problems.
There are several algorithms for solving MAB problems, such
as the e-greedy [21] and upper confidence bounds (UCB)
[22], [23]. In addition to the conventional methods, TOW
dynamics [24]-[27] is a very simple and low calculation
algorithm, yet it has been shown to perform as well as
UCBI1-tuned [24].

In [30] and [31], the channel selection problem for each IoT
device is modeled as a MAB problem, where the available
channel k € K is the machine and the ACKnowledge-
ment (ACK) frame received upon successful communication
is the reward. The details of each algorithm are shown below.

1) e-GREEDY [21]

e-greedy is a method in which the trade-off between exploita-
tion and exploration is determined by the parameter €. It is an
algorithm that utilizes the machine with the highest reward
probability obtained from past experience with probability
1 — € while randomly selecting another machine with prob-
ability € to search. The machine k* to be selected at each
time step is represented by the following equation, using the
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reward probability py:
rk(1)
pr(1) = ; (1)
ni(t)
arg max pg(?), with probability 1 — €.
=] k=i~k ()

a random action, with probability €.

where k € (1,2,...,K). n; is the accumulated count of
selections of machine k, and ry is the accumulated count of
rewards of machine k until time 7.

2) UPPER CONFIDENCE BOUNDS [22], [23]

UCBI is an algorithm that makes decisions based on the
UCB value, which is a combination of the reward probability
of each machine and the uncertainty of its evaluation. The
machine k* to be selected at each time is expressed by the

following equation:
2logN
£ ) 3)

k(1)

k* = argmax | pr(¢) +
k=1~K

where N is the total number of trials on all machines.

Furthermore, UCB1-tuned has been proposed as a higher
performance algorithm than UCB 1, although there is no theo-
retical guarantee. UCB1-tuned is an algorithm that considers
the variance in addition to the reward probability; the follow-
ing equation expresses this algorithm:

2log N
Vilm) = pii + | ot )
ng(t)
logN . [1 V()
_nk([) min Z, k(N ) .

&)

where i is the variance of the acquired reward at
machine k.

k*

argmax | pr(¥) +
k=1~K

3) TOW DYNAMICS [24]-[27]

The TOW algorithm based on TOW dynamics is a rein-
forcement learning algorithm inspired by the behavior of
amoebas [24]-[27]. Whereas other MAB algorithms update
the reward probability of each machine in each trial, TOW
dynamics update the estimates of all machines simultane-
ously based on the volume conservation law. TOW dynamics
is a learning policy based on the reward estimate Oy, which
is expressed as follows,

Ok(t) = Okt — 1) + AQk(2), (6)
+ 1 if the ACK received,
AQ (1) = . . @)
— o if not the ACK received.
Y = Pistt) + P2nd(t)> 8)
14
= 9
w=5 ©)

where p1g and ponpg represent the top two reward probabilities
among all machines and are calculated by (1). w is obtained
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mathematically using these two reward probabilities as the
optimal weighting parameters.

Decision making with TOW dynamics is performed based
on the height of the fluid interface X; of each machine
expressed as follows, using QO in (10). In addition, the
machine that will be selected in the subsequent trial will be
the machine for which X is the largest.

1 K
Xe0) = Okt = 1) = o= D Qe = 1)+ 0sex(0),
T krk
(10)
k* = arg max Xy (), (11)

k=1~K

where osc is an autonomous oscillation for each slot machine
according to (12). There are many possibilities for adding
oscillations. For simplicity, we used A = 0.5 for all machines
in this study.

+

X X (12)

2wt 2k — Dm
oscy(t) = Acos (— —) .
4) TOW DYNAMICS WITH FORGETTING FACTOR [30], [31]
In [30] and [31], it is proposed to introduce forgetting factors
into TOW dynamics. It has shown that the introduction of
forgetting factors leads to accurate and adaptive decisions to
select the appropriate channel even when the environment
changes. Thus, the success frame ratio of the network is
improved [30].

MAB algorithm-based distributed channel selection
method can be implemented in hardware and software limited
IoT devices, and it can improve the communication suc-
cess rate and provide fair channel connection opportunities
[30], [31]. However, these studies focused on uplink com-
munication in a centralized IoT system, where each device
selects one of the shared access points. Therefore, it is
necessary to evaluate them in a more dynamic environment.

Ill. SYSTEM MODEL

We focus on fully decentralized networks composed of
mobile IoT devices, which are expected to lead to the devel-
opment of various applications; such as emergency networks,
ITS applications [34] and a new trend in the IoT, namely the
Internet of Wearable Things (IoWT) [35]. This paper assumes
a distributed massive IoT system consisting of M IoT devices
in an area S, as shown in Fig. 3. In this system, each device
can select and use one of the multiple channels k = {1...3}
that do not interfere with each other at each time. It is possible
to send and receive data by sharing a common channel among
several devices. The communication flow involves building
a fully decentralized network among devices. Each device
selects one of the available channels and sends and receives
data from devices using the common channel.

Fig. 4 shows the three conditions under which communi-
cation quality can be degraded in a massive decentralized
IoT system. The first condition is whether devices use the
same channel. The communication between devices succeeds
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FIGURE 4. Conditions for successful communications.

if they use the same channel; otherwise, it fails. The second
condition is whether network congestion occurs. In a situation
where IoT devices are densely deployed, communication
failures will frequently occur due to the concentration of
connections. The third condition is whether the connection
between devices disconnects due to user movement. In addi-
tion, as the channel state changes and devices move, the avail-
able channels for communication and neighboring nodes may
change over time. To avoid these conditions, it is necessary to
have a channel selection method that can respond quickly to
the dynamically changing environment and maintain a high
communication success rate for each device.

IV. PROPOSED METHOD

In this paper, we propose a distributed channel selection
method based on TOW dynamics for fully decentralized
networks. As described in Section III-A, in fully decentral-
ized networks, the conditions for successful communication
change depending on the surrounding environment, so a novel
distributed channel selection method is needed. Therefore,
based on [30], [31], we propose a distributed channel selec-
tion method by introducing two forgetting factors into the
TOW dynamics, which can respond to dynamic changes
in the surrounding environment, such as fully decentralized
networks. Each forgetting factor is described as follows:
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The first forgetting factor o (O<a<1) is used to control the
influence of past experience. Then, the reward estimate Qx
in (6) is rewritten as follows:

Or(t) = aQr(t — 1)+ AQk (1), (13)

The forgetting factor o controls the scale of past estimates to
deal with sudden changes in the communication environment
with fewer trials.

The second forgetting factor, 8 (0<f<1) is used to control
the communication success rate. It is proposed that py and ny
be updated as follows: as the number of trials increases, the
impact of success or failure on the communication success
rate decreases.

14 Bri(t — 1) if k = k™ and the ACK received,

O = - 1)

otherwise.
(14)

1 —_ *k
ne(t) = 14+ Bm(t —1) ifk _.k , (15)
Bn(t —1) otherwise.

Fig. 5 shows the impacts of introducing forgetting factors
when there is a dynamic change in the preliminary experi-
ment. The selection of parameters faces a trade-off between a
large parameter that makes it difficult to follow changes and
a small parameter that does not enable sufficient learning.
In this paper, based on the results of various preliminary
experiments, we select forgetting factors that work best in the
1 ~ 0.9 for both factors.

Fig. 6 shows the updated policy of the channel selection
method based on TOW dynamics. By appropriately setting
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FIGURE 8. loT device.

TABLE 2. Implementation parameters.

Parameters [ Value
Frequency band 920 MHz
Number of Lazurite Pi GateWay 5 fixed, 2 on the bicycle
Transmission interval of Lazurite Pi Gate- s
Way

Number of Lazurite920J (load devices) 14
Transmission interval of Lazurite920J (load 0ls
devices) T
Transmission power of each device 1 mW
Number of channels K 3
Speed of the bicycle 5 ms
Length of one lap L 300 m

the aforementioned two types of forgetting factors, the IoT
device updates X; of each channel using (10) and selects
the channel, k* = arg maxcx Xi(¢) in the subsequent trial.
It has been shown that the system can dynamically and
smoothly follow dynamic changes. In this paper, we clarify
the performance of TOW dynamics with forgetting factors in
decentralized IoT networks.

V. EXPERIMENTATION

A. IMPLEMENTATION

As a prototype mobile IoT device, we implemented the pro-
posed algorithm in a device equipped with Lazurite. This
wireless module uses the 920 MHz frequency band and Rasp-
berry Pi. Lazurite is equipped with an IEEE 802.15.4g/4e
radio-compatible transceiver (AM11DP-STO1) supporting a
50-kbps data rate in the 920-MHz band and an ultra-low-
power 16-bit microcontroller (ML620Q504H) with 64 KB
ROM. We also used the Lazurite 920 J [32] as the load device,
using the same frequency band. The prototype of the mobile
IoT device and the load device is shown in Fig. 7 and Fig. 8,
respectively.

B. PERFORMANCE EVALUATION
This section presents the performance evaluation results of
the channel selection algorithm based on TOW dynamics on
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IoT devices. Figs. 9 and 10 show the experimental setups.
In Fig. 9, five IoT devices are placed and fixed on a road
with a circumference of about 300 meters; the other two
devices are carried on bicycles. In Fig. 10, in addition to
these devices, several devices serve as loads. As a prerequi-
site, we ensured that the IoT devices on the road placed at
each location were fixed at a distance where communication
between devices was not possible. Furthermore, we ensured
that while one IoT device on a bicycle was communicating
with a fixed IoT device, the other fixed IoT devices were at
a distance where communication between devices was not
possible.

We evaluated the number of packets received by a chan-
nel between devices on the road during one lap L of a red
IoT device mounted on a bicycle. The experimental param-
eters are listed in Table 2. We compare the performance
of the TOW dynamics-based channel-selection algorithm
with other typical MAB algorithms introduced in Section II.
The experiments were conducted using the following four
methods: (i) Random frequency hopping (RANDOM),
(i1) € -greedy, (iii) TOW w/o « and B, and (iv) TOW w/
o and B. The specifics of each experimental setup are as
follows: Experiment 1 evaluates the channel selection for
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FIGURE 12. Average number of received packets in setup 2.

the mobility of devices in the IoT network. In addition,
in Experiment 2, we prepared some load devices to increase
the connection load to the channel and set them to change
the channel where the connected load is increased when the
bicycle dose a half lap. Therefore, Experiment 2 evaluated the
mobility of the device and the variation of the communication
environment.

Fig. 11 shows that the channel-selection algorithm based
on TOW dynamics with or without the forgetting factors has
more packets received than the other methods. We assume
that TOW dynamics can proceed with learning using esti-
mates for all channels, whereas the other methods proceed
only with estimates for the channels used in each trial.
Therefore, TOW dynamics can receive more packets than
the other methods with more efficient learning. The methods
based on TOW dynamics, including the forgetting factors,
demonstrated better results. In a situation where the commu-
nication environment changes over time due to the movement
of devices, the inclusion of forgetting factors allows the sys-
tem to select an appropriate channel each time.

Fig. 12 shows that the number of arrived packets by each
method was reduced compared to the result in Fig. 11, which
indicates that it is more difficult to select a communicable
channel when the devices are mobile, and the communication

67876

TABLE 3. Simulation parameters.

Parameters Value
Frequency band 2.4 GHz
Modulation format 0-QPSK
Path loss model Log distance propagation
Propagation delay model Constant speed propagation
Fading model Rayleigh fading
. Constant position (scinario 1, 2

Mobility model Randorrll) walk 2d( (senario 3) )
Transmission power 1 mW
Communication range 100 m
MAC Protocol CSMA/CA
Frame size 100 byte
Number of channels K 3
Number of IoT devices M 100
Number of load devices 64 (8 x8grid)
Transmission interval of IoT

. 0.2s
devices
Transmission interval of load

. 0.01s
devices
Simulation area S Square of 500 m per side (0.25 km?)
Simulation time 10 min
e-greedy parameter e 0.1

environment is dynamic. Among them, it was observed that
the channel selection algorithm based on TOW dynamics had
more arrived packets than the other methods. In particular, the
results of TOW dynamics, including the forgetting factors, are
similar to those in Fig. 11, which indicates that the method
can learn efficiently even when the mobility of the device or
the channel state changes.

Vi. COMPUTER SIMULATION

This section performs simulations to evaluate the results on
a larger scale. The performance of the channel selection
algorithm based on TOW dynamics is compared with that of
other methods under three evaluation scenarios: (A) devices
are present in high density, (B) load devices are mixed, and
(C) devices are moving. The implementation experiments
were conducted using the following six methods: (i) Random
frequency hopping (RANDOM), (ii) Adaptive Frequency
Hopping (AFH), (iii) € -greedy, (iv) UCB1-tuned, (v) TOW
w/o o and B, (vi) TOW w/ « and 8. This simulation assumes
that each IoT device selects a channel based on the reinforce-
ment learning algorithm and sends and receives data only
from devices that select the same channel. The evaluation
index is defined as the frame success rate (FSR) of commu-
nication in the entire network, as shown in (16).

M K i
iz =17

M K .9
2z 2=

where M is the number of devices, K is the number of
available channels, and r]’ is the number of counts receiving

FSR = (16)

reward (ACK) when node i uses channel j, and n! is the
number of counts node i attempts to send using channel j.
In this simulation, the LR-WPAN model in Network Simu-
lator 3 (NS3) [33] was used as a network simulator. Each
device is randomly placed in the area and transmits data at a
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FIGURE 13. FSR in scenario 1.
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FIGURE 14. FSR at each time step in scenario 1.

certain transmission interval. The simulation parameters are
presented in Table 3.

A. SCENARIO 1: DEVICES ARE PRESENT IN HIGH DENSITY
In a situation where IoT devices are densely distributed, the
concentration of connections on a particular channel may
reduce the communication success rate of the entire network.
Therefore, each device must select a channel with a low
communication load in such a situation. Fig. 13 shows the
FSR of each method and Fig. 14 shows the FSR at each time.
Moreover, the forgetting factors o and 8 in TOW dynamics
are set to 0.98 and 0.98, respectively.

Fig. 13 shows that the channel selection methods based on
the MAB algorithm provide better FSR than RANDOM or
AFH. The AFH, a conventional distributed channel selection
method, can exclude static sources of interference such as
WLAN:S. Still, it is not expected to work effectively where
hopping devices are densely deployed. In addition, the AFH
updates the list of available channels at each preset interval,
which results in extra sensing. Conversely, the channel selec-
tion methods based on the MAB algorithm provide better
FSR even in such a situation because it does not require extra
sensing. Fig. 14 shows that the channel selection methods
based on TOW dynamics with or without forgetting factors
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(Number of channels: 3).

achieve a higher FSR with fewer trials than the other methods.
Also, the channel selection in a distributed system based
on the MAB algorithm requires each device to learn the
state of each channel and it takes time for the learning to
proceed. Conversely, TOW dynamics is a unique algorithm
that updates based on the estimates of all channels in each
trial; hence, it can achieve a higher FSR with fewer training
cycles than other methods.

Fig. 15 shows the results of FSR by the number of devices
belonging to the network for each method. The channel selec-
tion method based on TOW dynamics offers a better FSR
for each device density than the other methods. When the
number of devices belonging to a network is small, frequency
resources are not a problem; however, it is necessary to
select a channel and communicate on a common channel
with surrounding devices. In this case, the channel selection
method based on TOW dynamics can proceed with learning
more efficiently than other methods; it is considered that a
higher FSR is obtained by selecting a common channel with
the surroundings in fewer trials. Conversely, as the number of
devices belonging to the network increases, a single channel
often faces congestion owing to simultaneous channel access
by multiple devices. Therefore, it is necessary to select a
vacant channel that can communicate among the available
channels. In this case, the channel selection method based
on TOW dynamics can select a vacant channel that can be
communicated within a few trials; hence, we assume that it
has a higher FSR than the other methods.

B. SCENARIO 2: LOAD DEVICES ARE MIXED

When there are other wireless communication devices (load
devices) using the same frequency band in the neighborhood,
the communication success rate of the used channel may
decrease due to the communication load increase. Therefore,
in such a situation, it is necessary to immediately detect a
change in the status of the used channel and reselect another
channel with a lower load if the communication load is high.
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In this simulation scenario, in addition to the 100 IoT
devices, 64 load devices were placed in an 8x8 grid.
Further, the communication area was assumed to be uni-
formly loaded. As the channels used by load devices interfere
with the channels used between IoT devices, it is assumed
that congestion will frequently occur if the same channels
are selected simultaneously. Twenty seconds after the start
of the simulation, the load devices selected a certain channel,
and one of the channels was assumed to be loaded at each
time. In the first half of the simulation, the loaded channel
changed stochastically according to the transition probability,
as shown in Fig. 16 to assess if it can respond to the changing
channel state. In the second half, the loaded channel changes
periodically to assess if it can respond quickly to channel
changes even after some simulation time has passed. The FSR
results of each method in this environment, where the channel
state changes over time, are shown in Fig. 17. Furthermore,
this scenario sets the forgetting factors « and g in TOW
dynamics to 0.95 and 0.98, respectively.

Fig. 17 shows that the TOW dynamics with forgetting
factors based channel-selection method has the highest FSR
compared to the other methods when the highly loaded chan-
nels are mixed. For the results shown in Fig. 17, we show
the change in the highly loaded channel over time for one

67878

w
[}
]
]

FSR
s o =
22

Highly Loaded Channel No.
o
.
H
.

100 200 300 400 500 600

Time [s] 300 400 500 600
Time [s]

Number of Selected Channel

(a) Highly Loaded Channel at each.

(b) AFH.

FSR

Number of Selected Channel

200 300 400
Time [s] 200 300 400 500 600
Time [s]

(d) UCBI1-tuned.
o WWWWWW

- chamnk
= chanel2

80 channel:3

(c) e-greedy.

FSR
FSR

8

Y

IS
S

14

=
2
£
g
£
[}
=
2
g
K
b}
A
o
S
5
2
£
5
z

Number of Selected Channel

o

100 200 300 400 500 600 0 100 200 300 400 500 600
Time [s] Time [s]

(e) TOW w/o (f) TOW w/

FIGURE 18. Highly loaded channel, the number of selected channels, and
the FSR in each method at each time step in one simulation.

simulation and the difference in the performance of each
method in Fig. 18.

Fig. 18 shows that as the load on a particular channel
is increased, the number of devices selecting that chan-
nel is decreased, and the number of selected channels that
are capable of sufficient communication is increased. The
TOW dynamics with forgetting factors based channel selec-
tion method can follow the change of channel state even
after the number of trials increases. In contrast, other MAB
algorithm-based methods cannot do so well. This is because
the typical MAB algorithm selects a channel based on past
reward acquisition status. Conversely, TOW dynamics with
forgetting factors partially forget the past reward acquisition
and select a channel based on the current reward acquisition
status. Therefore, even if the state of the channel changes
after an increase in the number of trials, the channel can be
changed to one that provides sufficient reward with fewer
trials. Therefore, the channel selection method based on TOW
dynamics with forgetting factors can achieve higher FSR than
other MAB-based channel-selection methods, as shown in
Fig. 17.

Also, Fig. 17 shows that the channel selection method
based on the MAB algorithm has a higher FSR than AFH,
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FIGURE 19. Scenario3. FSR for each method when the devices are moving.

a conventional channel selection method that does not rely on
reinforcement learning. Fig. 18 shows that AFH can respond
to changes in channel states; however, compared to MAB-
based channel-selection methods, the number of devices that
select channels with increased load is higher. This is due to
the need to update the list of available channels at each preset
interval. As aresult, extra sensing occurs and the FSR is lower
than MAB-based channel-selection methods.

C. SCENARIO 3: DEVICES ARE MOVING

In decentralized wireless networks, the network topology
changes as the IoT devices move, and the surrounding envi-
ronment is different after the change, which may reduce the
communication success rate in the previously used channel.
Therefore, each IoT device needs to select an appropriate
channel according to the changes in the network topology.

In this subsection, each IoT device is assumed to move in
a random direction within a 500 m square. In addition, the
forgetting factors of the TOW dynamics were simulated with
several parameters, and the situation with the highest FSR
was measured and labeled as TOW w/ proper. Fig. 19 shows
the FSR of each method.

Fig. 19 shows that the FSR of the TOW-based channel
selection method with forgetting factors is the highest at each
speed. This is because as the device moves and the topology
changes, the method forgets the past reward acquisition status
and can learn more efficiently. We can confirm that the forget-
ting factor & changes from 0.98 to 0.95 when the highest FSR
is recorded at the speed of 4 ~ 6 m/s for each device. From
this result, as the time taken to change the topology differs
depending on the speed at which the device moves, it can
be said that more dominant forgetting factors are required
when the device moves faster. The results show that a channel
selection algorithm based on TOW dynamics with forgetting
factors can effectively function in decentralized mobile IoT
networks, where the network environment is highly variable.

VIl. MASSIVE REAL SIMULATION

In this section, we perform simulations to evaluate the per-
formance of the channel selection methods in each algorithm
using the actual taxi mobility data in Tokyo, Japan, from
January 2018 to April 2018 [36]. This dataset periodically
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FIGURE 21. FSR in real simulation.

records the GPS positions of taxis with an interval of 30 sec-
onds. We evaluate the performance of distributed channel
selection based on each method by using the mobility data
of 300 taxis around Tokyo Station (1kmx1lkm) as shown
Fig. 20. We also use the simulation parameters shown in
Table 3 and use the FSR for the entire network as the eval-
uation index. The FSR results of each method are shown in
Fig. 21. Furthermore, the forgetting factors « and g in TOW
dynamics are set to 0.95 and 0.98, respectively.

Fig. 21 shows that the channel selection method based
on TOW dynamics with forgetting factors has the highest
FSR compared to the other methods in a massive-scale real
environment. Therefore, we conclude that the channel selec-
tion method based on TOW dynamics, including forgetting
factors, works well in the real environment of decentralized
networks.

VIil. CONCLUSION

Owing to the increase in the number of IoT devices belong-
ing to wireless networks and the limitation of frequency
resources, the degradation of the communication quality
caused by channel congestion is one of the most pressing
problems faced by developers of IoT technology. Consid-
ering the hardware and software complexity limitations of
IoT devices in fully decentralized networks, a sophisticated
distributed channel selection algorithm is vital. The MAB

67879



IEEE Access

D. Yamamoto et al.: Performance Evaluation of Reinforcement Learning

algorithm for solving the MAB problem involves simple rein-
forcement learning, and it can be applied to channel selection
algorithms.

Motivated by these backgrounds, this paper proposed a
distributed channel selection method based on TOW dynam-
ics, a simple and efficient MAB algorithm for decentralized
IoT networks. Through implementation and experiments,
we demonstrated the effectiveness of the proposed method
in an actual wireless environment. In addition, we conducted
simulation evaluations in a massive wireless environment.
The experimental and simulation results showed that the
communication quality could be improved by introducing
forgetting factors into the TOW dynamics when IoT devices
are densely deployed and the available channels change due
to channel states and device movement. The proposed method
shows higher accuracy in all scenarios than other methods,
and the accuracy degradation is reduced even in more com-
plex environments. In future work, we will explore how to
set the optimal parameters by considering communication
frequency and changes in the surrounding environment, such
as the mobility of devices. In addition, we will extend the
algorithm to more complicated systems, such as multi-hop
networks.
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