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ABSTRACT Machine learning has been applied in healthcare domain for the development of smart devices
to improve the life of the elderly persons in the society. Taking care of elderly person in the society is a
critical issue that need automation. To proffer solution, many researchers developed deep learning algorithms
smart devices for detecting elderly behavior to improve the elderly healthcare. Despite the progress made
in the applications of deep learning algorithms in elderly healthcare systems, to the best of the author’s
knowledge no comprehensive recent development has been published on this interesting research area
especially focusing on deep learning. In this paper, we presented a comprehensive recent development
on the advances, methods and real world applications on developing smart devices for detecting elderly
behavior for use in smart home, smart clinic, smart hospital and smart elderly nursing home for elderly
person’s healthcare. Theories of the deep learning algorithms, recent development recorded as regard to the
applicability of deep learning in elderly healthcare systems and case studies were discussed. A taxonomy
based on the data extracted from the applicability of deep learning algorithms in elderly healthcare systems is
created to ease pointing out areas that need more attention. The article shows that the deep learning algorithm
that received tremendous attention from researchers is convolutional neural network architecture and its
variants. To help in future development of the research area, we highlighted the challenges associated to the
applicability of deep learning algorithms in elderly healthcare system and pointed out new point of view
for future research. The research community can use our review as a benchmark for proposing novel deep
learning algorithms based smart devices to detect elderly behavior for elderly healthcare systems. Industries
and organizations can use the paper as a guide in selecting machine learning based smart device for detecting
elderly behavior for elderly healthcare support.

INDEX TERMS Machine learning, deep learning algorithms, convolutional neural network, elderly person
behaviour, VGG, Internet of Things, smart nursing home.

I. INTRODUCTION
The population of the elderly people in the society has
increased because of the advancement in medicals as a result
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of technology. It is expected that by the year 2050, 20% of
the world population will be elderly people [1]. Virtually all
the countries in the world are experiencing surge of the pro-
portion of the elderly person. Therefore, to ensure progress in
development, it is imperative to get ready for economic and
social implications related to the elderly persons [2]. Declined
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cognitive and memory abilities typically experience by the
elderly person makes them frequently experience discomfort
in daily live activities. As such, providing medical support
and enhance welfare for the elderly person through the devel-
opment of innovative and pervasive smart technologies is
sacrosanct [3]. The applications of wireless sensor network
prompted smart homes, smart healthcare, smart environment
monitoring, and smart homeland security. The interconnec-
tion of wireless sensor networks and internet protocol pro-
duce the internet of things (IoT) that makes it possible for the
connection of everyday life object to the internet [4] for easy
monitoring in real time and ubiquitously.

Different wireless sensor networks were developed for
providing support to the elderly person such as smart homes
for elderly person and active assisted living devices that can
help prevent accident, physical problem, mental problem and
social problem that are typically experience by the elderly
person [5]. Cutting edge technologies such as the IoT and
deep learning algorithms brought revolution in the monitor-
ing of medical situations of the elderly person [6]. This makes
a lot of researchers to develop smart devices for detecting
elderly behavior based on deep learning algorithm for the
monitoring of elderly person behavior with the aim of pro-
viding healthcare support and better welfare. For example,
smart device for the detection of elderly person fall, depressed
disorder, body gesture, facial gesture and hand gesture.

Review on elderly healthcare based on machine learning
were published in the literature, for example, [7] present
review on the applications of shallow machine learning
algorithms for the prognosis of dementia in elderly peo-
ple. The review mainly focused on shallow machine learn-
ing algorithms such as support vector machine, decision
tree, Bayesian network, artificial neural network, etc. [8]
conducted a review on elderly healthcare system based
on shallow machine learning algorithms. The paper review
the machine learning technique for detecting chronic ail-
ment in elderly person. The paper discusses the weakness
and strength of the machine learning techniques. However,
the previously published reviews focus mainly on shallow
machine learning algorithms in the domain of dementia and
chronic ailment for elderly persons.

To the best of the author’s knowledge, no comprehen-
sive literature review has been conducted on the detection
of elderly behaviours based on deep learning algorithms to
support elderly person healthcare despite the fact that the
research area is fast developing.

In this paper, we propose to conduct a comprehensive
review on the adoption of deep learning algorithms in the
detection of elderly behaviours to provide healthcare support
to the elderly people in the society.

The summary of the contributions in the paper is provided
as follows:

o The fundamental flow for the deep learning algorithms
in enhancing the detection of elderly behaviour to
provide improve health services to the elderly per-
son is presented, the review classified the literature
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into different primary architecture of the deep learning
algorithms: convolutional neural network (CNN) (and
its variants like the GoogleNet, AlexNet, YOLO, and
VGG), long short term memory (LSTM), and hybrid
deep learning architecture.

« A taxonomy on the deep learning algorithms adopted for
the development of smart devices to provide healthcare
support to the elderly persons in the society is created.

o The pattern of research conducted in developing health-
care supportive technology for the elderly persons based
on deep learning is depicted showing significant interest
being generated recently from both the academia and the
industries.

e A new taxonomy of the elderly persons behavior is
created based on the data extracted from different lit-
erature: abnormal behavior, falls, facial, hand gesture
recognition and depressed disorder.

o It is found from the review that CNN and its variant
were the heavily adopted deep learning architecture for
developing smart devices to provide healthcare support
to the elderly person in smart environment.

« Real world applicability of the deep learning in the
development of smart devices to support healthcare of
the elderly persons were outlined.

o The open research challenges militating against real-
izing the full potential of deep learning algorithms in
developing smart devices to support healthcare of the
elderly persons were discussed. Possible research direc-
tion to resolve the open challenges were outlined to
provide opportunity in promoting research in the area of
adopting deep learning algorithms for healthcare support
to the elderly person.

Other section of the paper is structured as outlined: Section II,
present the methodology for the review. Section III, tech-
nical background of deep learning algorithms is presented.
Section IV, smart environment and its application is pro-
vided. Section V, present the detection of the elderly person
behaviour in smart environment. Section VI, advances made
in the adoption of deep learning to develop smart devices for
the elderly healthcare is presented. Section VII, present the
performance metrics used by different projects. Section VIII,
present discussion on learning paradigm. Section IX, presents
different smart devices develop based on deep learning.
Section X, present datasets. Section XI, shows the case stud-
ies for machine learning based smart devices. Section XII,
presented discussion about the research area. Section XIII,
presented challenges and future work before Section XIV
present the conclusions.

Il. METHODOLOGY

In this section, we discussed the detail procedure used to con-
duct the literature review to ensure that sufficient literature
on the applications of deep learning algorithms to develop
smart device for supporting elderly healthcare is covered.
The section covers keywords formulation, search strategies,
academic search engines and abstract databases, inclusion
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Criteria for selection

Total number of papers from academic
databases

282767 Exclusion Duplicate

Stage 1

198145

Stage 3

Stage2 | Title 352 Abstract & Conclusion

Stage 4
23 Content 39

FIGURE 1. Flow diagram of the exclusion/inclusion process.

and exclusion criteria and data extraction strategies. The
article used Weidt, F., & Silva, R. (2016) as guide to develop
the methodology. The flow diagram of the methodology is
depicted in Figure 1.

A. KEYWORDS FORMULATION

In line with the objective of the research as indicated in
the introduction, several keywords were created based on
the smart devices for supporting elderly person healthcare
and different deep learning algorithms. The keywords were
formulated to extract relevant literature within the scope of
the study from the academic search engines and abstract
databases. After considering several broad keywords, later,
the keywords were narrowed down to the following: ‘““‘convo-
lutional neural network & elderly smart clinic,” “‘Fall detec-
tion &ResNet,” “Augmented reality & elderly healthcare,”
“deep learning & fall detection device’ and “‘deep recurrent
neural network & fall detection” among others were formu-
lated for used in the academic search engines and abstract
databases.

B. ACADEMIC SEARCH ENGINE AND ABSTRACT
DATABASES

The keywords formulated in the previous section were used
for retrieving articles from the academic search engine
and abstract databases. The paper targeted strictly peer
review article in reputable venues such as journals, con-
ferences proceedings, edited book, etc indexed in credible
academic search engine and abstract databases including
DBLP computer science, ACM digital library, Sciencedirect,
Springerlink, Eicompendix, IEEE Xplore, Web of Science
and Scopus. The article that were found to match the key-
words were scanned through the references for extracting
relevant papers. The search in the academic search engines
and abstract databases was conducted in two phases: The
first phase of the search was conducted between the period
of October 10, 2021 to October 20, 2021 and the second
phase of the search was conducted between November 13 to
November 29, 2021. This period is chosen to have complete
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papers for each year up to 2021. We continue searching in the
academic search engines and abstract databases repeatedly
until we couldn’t get any new results, as a result of that,
we stopped the searching because we couldn’t get any new
result. Finally, during the revision period we conducted a
quick search if new result will be found but no new result
is found. The search result obtained from the different aca-
demic databases are as follows: DBLP computer science =
18, ACM digital library = 272,637, Sciencedirect = 4234,
Springerlink = 5312, Fi-Compendix = 31, IEEEXplore =
132, Web of Science = 172 and Scopus = 231. Totaling
282,767 papers from all the academic databases.

C. INCLUSION AND EXCLUSION CRITERIA

Inclusion and exclusion criteria were benchmark to extract
only the relevant literature that fulfilled the criteria. The arti-
cles were screened for relevancy and irrelevancy based on the
title, abstract, conclusions and content of the article extracted
from the academic search engines and abstract databases. The
exclusion and inclusion criteria used for the article selection
are outlined as follows: for any article to be included it must
have fulfilled the following criteria — The mainly focus on the
articles that applied any deep learning architecture to develop
smart device for supporting elderly healthcare. So any that
described it, is included for the review. Articles published
in peer review journal, conference proceedings and edited
book. In terms of medium of communication, only articles
written in English language were included. On the other hand,
articles excluded are those that falls in the following category:
articles that described smart device for supporting elderly
healthcare in smart environment develop based on differ-
ent technology not deep learning. The articles published in
the form of abstract, editorials, commentary, keynote speech
and textbook were excluded. Articles that adopted statistical
or conventional machine learning algorithm for developing
smart device to support elderly healthcare were excluded.

D. ELIGIBILITY

For article to be eligible for selection, it must describe
empirical application of any deep learning architecture in
developing smart device for elderly healthcare support. The
articles retrieved from the academic search engine and
abstract databases were subjected to set of criteria for deter-
mining the article eligible for selection. The articles from
the search results of the academic search engine and abstract
databases was returned. It was later reduced after eliminating
significant number of the article based on titles and duplicate.
The screening continues at the second stage with the rejection
of articles based on abstract and conclusions.

E. DATA EXTRACTION

We extracted data of the empirical studies that reported deep
learning based smart device for elderly healthcare. Table was
used for the tabulation of the extracted data. It gives an
opportunity to easily identify more redundant and duplicate
articles for elimination. Two reviewers independent from the
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FIGURE 2. Taxonomy for the deep learning algorithm used to develop
smart device to support elderly person healthcare.

research were invited to assess the data together with the
objective of the study. After the comments from the indepen-
dent reviewers were received, it was observed that the two
comments agreed that the data is in conformity with the study
objective. As such, no disparity from the comments of the two
different independent reviewers.

ill. THEORETICAL BACKGROUND OF DEEP LEARNING
ALGORITHMS

This section discusses the operations of different deep learn-
ing architectures that were found to be used in developing
smart devices for use in smart environment to support elderly
person healthcare. We only considered the deep learning
architecture relevant to the study only. Other architectures
of the deep learning were not considered because of scope.
Figure 2 is a taxonomy created based on the deep learning
architectures extracted from the papers that adopted the deep
learning for developing the smart devices.

A. CONVOLUTIONAL NEURAL NETWORK

The CNN consists of 3-dimensional units, namely the height,
width and depth. As the height and the width corresponds to
the black and white colours, the depth corresponds to the red,
green and blue colours (RGB) from which the image input
is being passed to the CNN layers. The term convolution
refers to a way of coiling or twisting the pixel values (grey
scale) of the input image together with the corresponding
filter (also called kernel) values as per defined window with
respect to specify stride values [9]. The CNN is found to be
the most widely known deep learning algorithm [10]-[15],
and has the ability to figure out relevant features without any
form of human intervention [16]. The CNN is used to solve
problems in the areas of computer vision [17], speech pro-
cessing [18], facial recognition [19] and bioinformatics [20].
The entire operational processes of the CNN are made up of
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six components/layers, namely; the image input, convolution,
activation, pooling, fully connected and output.

According to [21], for a given input image a, with a
resultant height, width and depth of b x b x c respectively,
where the height and width are the same, while depth ¢ =
3(RGB). There is also a kernel (filters) known as d which has
3 dimensions (e x e x f), e is smaller than b while f is either
smaller than or equals to c¢. The kernels are the foundation
of all local interconnections with similar parameters such as
the bias and weight, b? and w?, in order to obtain d feature
maps g? associated with the size (b — e — 1) are convolved
with input. How the convolution layer does the dot product
between the inputs and weights is shown in Eqn. (1):

g'=r (w' xa+a) (1)

The activation function that is mostly used for the CNN is
the ReLU which transforms the whole values of outputs to
positive values with less computational load compared with
other activation functions such as the tanh, sigmoid, etc. The
ReLU function is shown in Eqn. (2):

f(a)ReLU = max(0, a) )

1) THE VGG ARCHITECTURE

The VGGNet is a variant of the CNN architecture proposed
in [22]. Usually, the VGG model takes in 244*244 images
as inputs which corresponds to the RGB pixels values with
a margin from O to 255, the measure referring to the mean
value in respect to the images is determined by calculating
the differences associated with total training datasets for the
total available ImageNet. The layer that houses the weight of
the VGG network model intercepts the pre-processed images
which then transmit them to orderly arranged layers of con-
volution. There are 3*3 filters for the VGGNet with similar
task as that of convolution layer with a dimension 7 x 7.
The VGGNet is composed of the following basic features
of layers; 19 for weight, 16 representing convolution, 3 as
fully connected while 5 for poling. Each variant of VGGNet
there found to be 2 fully connected layers, where each and
every one consists of 4096 different medium and then subse-
quently another fully connected layer with a softmax handing
the classification problems. In the architectural perception
of the VGGNets, it is viewed. There are immediate two
convolution layers, where each is made up of 3*3 filters
and then composed of 64 filters which is an equivalents of
244*244*64 total volume similar to the convolutions that
leads to the 3*3 filters and 1 stride. The subsequent layer
is found to be pooling layer usually with a 2*2 dimension
for the max-pool followed with a stride of 2, this downsizes
the 244*244*64 volume to 112*112*64 in respect to the
available height and width. Subsequently, two convolutional
layers consisting of 128 numbers of filters which makes the
latest dimensional result to further reduce to 112*112*128,
when pooling layer comes in, the volume further reduces
to 56*56*128. Two additional layers of convolution having
256 where each has 256 filters and then the size is further
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reduced to 28*28*256. Then, there are two stacks consisting
of 3 convolutional layers with a variation in between by a
max-pool layer. Lastly, the fully connected layer flattens the
equivalent volume of 7*7*512 carrying 4096 different media
channels with a 1000 classes obtained from the actions of the
softmax function.

2) THE ALEXNET ARCHITECTURE

The AlexNet is a variant of the CNN that is well recognized
[10], it performance in terms of image recognition as well
as classification attaining high level of achievements. [10]
proposes the AlexNet which actually enhanced the worka-
bility of the CNN in terms of learning rate with additional
depth with additional optimized parameter techniques. The
AlexNet utilizes dropout regularization and ReLU [23] acti-
vation function as convergence rate enhancer [24] with a
depth of 8, error rate of 16.4, input size of 277 x 277 x 3 using
ImageNet datasets.

3) THE GOOGLENET ARCHITECTURE

GoogleNet was introduced by [25], it is usually used in
the area of image classification as well as object detection.
GoogleNet originated from what is known as the inception
network. As a CNN with 27 layer structure, the model is used
to handle many other tasks with 9 inception modules.

B. LONG SHORT TERM MEMORY

The LSTM is a variant of recurrent neural network that
has the ability to learn and determine time series predic-
tions, this capability involves in solving dynamic and difficult
problems [26]. The LSTM is a complex area of deep learn-
ing that actually addresses the limitations of the RNNs [27]
such as oscillating weights, vanishing gradient problems and
exploding [28]. In LSTM there exist what is called a cell
which serves as a memory that remembers information over
time, there are a number of gates that facilitates the overall
operational activities of the LSTM as well, these are the input,
output and the forget gates [26]. The input gate allows the
movement of data inputs to the cell, the forget gate controls
the information flow in terms of which segment of the data
should be retained or neglected. The output gate generates
the required output result after program execution.

The sequence output 4, is obtained based on Eqn. (3):

he =f Wi—1hi—1 + bi—1) 3)

C. HYBRID DEEL LEARNING ALGORITHMS

The hybridization of models in the application of deep
learning is typically practice to achieve robust, reliable and
efficient result when compared with a single model approach.
The hybridization process can involve two or more models
coming together to either complement the weakness available
in another through optimization or evaluate and transform
certain processing stages for data input and further processing
in or by the subsequent models. Hybridizing deep learning
could be in different tracks like hybridizing two or more
different architecture of the deep learning or hybridizing
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the deep learning architecture with a shallow traditional
algorithm.

For example, [29] hybridized RestNet-50 and support
vector machine (SVM), [30] hybridized CNN-LSTM and
auto/encoder-CNN-LSTM, [31] hybridized CNN-LSTM,
[29] hybridized CNN and SVM, [32] hybridized VGG-16
and LSTM, [33] hybridized CNN and deep reinforce-
ment learning (CNN-DQN), [34] hybridized ANN, CNN
and LSTM (ANN-CNN-LSTM), [35] proposed hybrid of
MLP-auto-encoder called dense auto-encoder (DAE) and
hybrid of CNN-auto-encoder known as convolutional auto-
encoder (CAE)) algorithms. In examples provided in the
previous paragraph, each constituent algorithm in the model
play’s particular role and the rest handles different roles to
work cooperatively to generate the required result. In [36],
hybridization of genetic algorithm and dynamic time warping
(GA-DTW) is proposed to optimize the operation of DTW.
Thus, making it an instance where optimization is achieved
through the hybrid system. It is found that the hybridized
intelligent systems performance better than the constituent
algorithms.

IV. ADVANTAGES AND DISADVANTAGES OF DEEP
LEARNING

The deep learning algorithms doesn’t require extra step and
separate technique for feature extraction. The deep learning
algorithms have successfully eliminated the extra efforts and
the use of different separate technique to perform feature
extraction in view of the fact that deep learning performed the
feature extraction automatically. Therefore, the computing
resources, feature extraction techniques such as PCA and
human efforts typically required in processing data before
feeding into typical machine learning algorithms were elimi-
nated. The deep learning learnt complex function because of
it is ability to learn features at different abstraction level. The
present reality of data is massive generation and collection
of datasets from different sources, the commonly generated
data includes images, audios and videos. The deep learn-
ing has the ability to process very large amount of datasets
as it is the present reality, thus, making the deep learning
algorithms highly relevant in today’s world because of the
advancement of technology that makes it possible to generate
and collect very large amount of datasets. The performance
of the deep learning algorithm increases as the amount of
data increases because the deep learning algorithm require
very large amount of data to perform well. The ability of the
deep learning to process large number of features makes it
suitable for processing unstructured data. For example, filters
embedded at different layers of the CNN architecture serves
as feature extractors. However, the deep learning architecture
has the following limitations: The performance of the deep
learning suffered in a situation where the sample size of the
data is small. The deep learning requires high computing
resources to run. The training of the deep learning architec-
ture takes long period of time to converge and millions of
parameters requires tuning.
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V. SMART ENVIRONMENT FOR SUPPORTING ELDERLY
PERSON HEALTHCARE

Smart environment is created using [oT to provide medical
support to the elderly person. The IoT is a system of inter-
connected/interrelated computing devices that have the abil-
ity to communicate and share information or data with one
another over a network without any human intervention [37].
Therefore, IoT involved physical objects that have the ability
to connect to the internet, hence, any computing device within
the IoT environment is referred to as smart or intelligent
device. For examples of the applications of IoT involve smart
home, smart hospital, smart elderly nursing home, smart
clinic, internet of medical things (IoMT), etc. Smart home
is simply an intelligent home or residence. A smart home is
a systematic connection of internet connected devices (elec-
trical and services) which gives room for remote monitoring
/surveillance and management of home activities [38]. Imag-
ine switching lights/bulbs at home remotely using mobile
phone, even closing our doors and windows while we are far
away from our homes, these are the beauty of smart home.
Smart elderly nursing home: A special building or room
designated purposely for the elderly care is called nursing
home. When smart devices are involved in the nursing home
to help care givers in taken care of the elderly people usually
involving cloud computing, artificial intelligence, and digital
health [39] is referred to as the smart elderly nursing home.
Smart Hospital: In hospital environment, smart devices are
incorporated and integrated to help in efficient and effective
service delivery to patients. These devices help in early detec-
tion of situation of patients prior to their occurrence in order
to prevent or mitigate against any further worsening health
conditions and also help manage the inflow and outflow
of patients in the hospital [40]. The internet of medical
things (IoMT) is also referred to as the healthcare internet
of things. The IoMT provides a direct internet connection
and interaction between medical devices and application with
the healthcare information technology devices usually sen-
sors to promote the activities of medical services for the
better [41]. Other than the smart environment, it is found in
the study that computer vision play’s vital role in supporting
elderly healthcare. The computer vision enables computers
or smart devices to observe visual inputs in the form of digital
images (pictures) or videos and then take necessary actions
or simply provide recommendation based on the information
derived from the visual inputs. Computer vision is applied
in classification, segmentation and object recognition [42].
Table 1 presents the different smart environment used by
different project in developing smart device based on deep
learning to support elderly person healthcare.

VI. DETECTING ELDERLY PERSON BEHAVIOUR BASED
ON DEEP LEARNING ARCHITECTURES

A lot of system has been developed for the monitoring of
the behavior of the elderly person at smart home, smart
clinics, smart hospital and smart elderly nursing home. The
focus of our review is on the development of system that
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FIGURE 3. Taxonomy of the elderly person behavior detection based on
deep learning based smart device.

detects the behavior of the elderly person based on deep
learning algorithms (refer to section 2). It is found that deep
learning algorithms are making inroad in the development
of the assistive technology for providing healthcare for the
elderly person. In the papers that were analyzed about the
detection of the behavior of the elderly person using deep
learning algorithms, we found that the dominant cases are
on the detection of abnormal behavior, falling, hand gesture,
body gesture, facial recognition, and depressed disorder. It is
from the monitoring of the activities of the elderly person
that data are collected and analyze to help provide better
insight on the best way to provide healthcare to the elderly
person as well as improve the quality of the smart device or
the algorithm applied for the data analytic. In turn, provide
medical support and improve the quality of life for the welfare
of the elderly persons in the society. In view of the evidence
in the literature, computer vision is playing a significant role
in providing healthcare to the elderly person in the society.
We analyze literature and extracted the attributes related to
each of the elderly behavior to create a taxonomy shown in
Figure 3.

A. ABNORMAL BEHAVIOR

The dependent of elderly persons makes them to be suscepti-
ble to different degree of problems that typically prompt them
to perform daily activities inaccurately. To ensure that the
elderly person perform accurate daily activities, it is of utmost
important to detect the elderly person abnormal behavior to
ensure safety and welfare. The abnormal behavior of the
elderly person can be detected by matching the typical daily
activities and the daily activities to detect nonconformity with
the typical daily activities. By doing so, abnormal behavior
can be detected. The abnormal behavior can be leaving the
door of fridge open, prolong leaving of oven on, open main
door and leave it, leaving the light of bathroom on, leaving TV
on, and leaving wardrobe open [30]. Deep learning algorithm
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TABLE 1. The summary of the technology used for creating the smart environment/task from different projects.

Reference Technology Smart environment/task
[43] Security and privacy Privacy protection
[44] IoT Sensor network
[29] Computer vision Hang gesture recognition
[3] IoT Projection augmented reality
[45] Decision support Depressed disorder prediction
[30] ToT Smart home
[6] IoT IoMT
[31] IoT Smart home and hospital
[46] IoT Smart home
[47] Computer vision Dynamic Motion

and Shape Variations for Elderly Fall Detection

[48] Computer vision Medical (satisfaction) security system
[49] ToT Smart home
[36] ToT Smart home
[50] IoT Smart nursing home
[29] Computer vision Hand gesture classification
[51] IoT Smart home
[32] ToT Smart home
[33] IoT Smart hospital
[34] IoT Smart home
[35] IoT Smart home
[52] Computer vision Object/person recognition/identification
[53] IoT Home/Nursing home and hospital
[54] IoT Nursing home
[55] Computer vision Fall detection and alarm system

can be used to detect the abnormal behavior of elderly person
based on the attributes previously listed.

B. FALLS

Elderly fall is found be the leading cause of fatal and none
fatal injuries among the elderly persons. It is estimated that
27,000 elderly persons died, 2.8 million were treated in emer-
gency and 800,000 were hospitalized as a result of falling.
Study found that in 2014, 28.7% elderly falls, 7 million
injuries from 29 million falls were recorded. The conven-
tional means of reducing the number of falls includes gait
and balance assessment, strength and balance exercises and
medication review [56]. Recently, deep learning algorithms
were applied to develop smart device for detecting elderly
falls as shown in Tables 1 some examples of falls posi-
tions are as follows: Forward laying, front knees, sideward
laying and back sitting-chair [30]. Immediate response to
falls by administering treatment increases the chances of fast
recovery [43].

C. HAND GESTURE

The recognition of the hand gesture by computer can provide
realistic natural human — computer interaction by permitting
individual to point or rotate computer model by simple hand
gesture. The hand gesture is useful in the control of appliances
in the house. The hand gesture could be dynamic or static
[57]. The elderly person can use the hand gesture recognition
system built based on deep learning algorithm to make a
request. For example, the elderly people with limbs disabili-
ties can use the hand gesture recognition system to commu-
nicate with family members and caregivers to request water,
meal, medication, seeking help, and going to toilet [29].
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D. FACIAL RECOGNITION

The ability of elderly person to recognize faces deteriorated
because they find it difficult to quickly recognize people. The
error that typically arise in elderly people when identifying
people can result in omitting the benefits of visiting and
delivery services for the welfare of the elderly people in the
society. It also has the disadvantage for a possible easy home
inversion to commit crime by unknown people. Therefore,
this makes it necessary for the application of deep learning
to aid in accurate facial recognition system to be used by the
elderly person to recognize people faces. The facial recog-
nition algorithm takes care of facial occlusion and rotational
angles [3].

E. DEPRESSED DISORDER

The depressed disorder is believed to be one of the main
health challenges facing elderly persons in the society. As a
result of that, an effective predictive model is required to
predict the possibility of the depressed disorder in an elderly
person to provide a quick intervention for averting the
depressed disorder if predicted correctly. The attributes for
the depressed disorder are found to be as follows: enjoyed
life, restless sleep, felt depressed, was happy, felt sad, could
not get going, everything was an effort, and felt lonely [45].

F. BODY GESTURE

Body gesture is one of the significant form of communication
that is none verbal. The body gesture includes the movement
of different part of the body for communication that allow
person to communicate feelings, thought and emotions in a
variety of ways. Happy and angry face is well known all over
the world [58].Body recognition system can be developed
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FIGURE 4. Taxonomy for deep learning algorithm detecting the behavior
of the elderly person.

based on deep learning algorithm for the detection of elderly
person body gesture to show the behavior of the elderly
person based on the body gesture.

VIl. ADOPTING DEEP LEARNING FOR DEVELOPING
SMART DEVICE FOR ELDERLY HEALTHCARE

Figure 4 shows the taxonomy of the deep learning algo-
rithms and the task associated to the behavior of the elderly
person. The hybrid deep learning algorithms and the CNN
were heavily relied upon for the detection of elderly person
behavior. Detail discussion about the adoption of the deep
learning algorithm to develop smart device to provide medical
healthcare to the elderly person is provided as follows:

A. APPLICATION OF CONVOLUTIONAL NEURAL
NETWORK FOR DEVELOPING SMART DEVICE FOR
ELDERLY HEALTHCARE

The CNN has being found to be used by different project
to develop smart device for providing healthcare support
to the elderly person in smart environment, for exam-
ple, [44] developed activity recognition system based on
CNN to improve accuracy of detecting the activities of
the elderly persons. The CNN based activity recognition
system analyses the signals collected from distributed sen-
sor networks embedded in the clinics in hospital. The pro-
pose CNN based activity recognition system was able to
detect the daily activities of the elderly person in hospital
or a nursing home that is considered as falling cases. The
CNN based activity recognition system performs better than
12 classical approaches such as activity windowing (AW),
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fixed sample windowing (FSW), time weighted windowing
(TWW), mutual information windowing (MI1), etc. [46] pro-
posed CNN based angel assistance system (AAS) to improve
the fall detection accuracy performance of the AAS for the
elderly by minimizing the false positive alerts. The CNN
model achieved 98% accuracy with more or less of 17%
reduction in the false positive alerts compared to the con-
ventional AAS [51] proposed CNN for multi-domain activity
classification in elderly healthcare. The CNN extracts pattern
features and classifies based on six different possible activ-
ities. The result shows that the CNN achieved 91% accu-
racy. When compared with SVM, the CNN outperforms the
SVM in achieving higher accuracy with increased delay in
task completion whereas the SVM achieved lesser accuracy
with a faster task completion. [59] proposed CNN for Al-
enabled elderly care robot. The CNN based robot assists the
elderly person in object identification/recognition. It reveals
the identity of object via voice activation and then notifying
the elderly person. The CNN model achieved performance
accuracy of 95%.

B. CONVOLUTIONAL NEURAL NETWORK VARIANTS FOR
ELDERLY HEALTHCARE

[43] developed GoogleNet based radar sensor for the mon-
itoring of elderly person movement. The GoogleNet based
radar sensor can detect the fall of an elderly person with high
accuracy. The proposed GoogleNet performance is compared
with the classical algorithms. The GoogleNet based radar
sensor accuracy in detecting the elderly fall is found to be
better than the AlexNet and VGG-19. [3] propose YOLO
based projection-augmented reality for providing auxiliary
functions and ensuring the safety of the elderly person. The
YOLO based projection-augmented reality is bidirectional
instead of the classical unidirectional projection-augmented
reality. The propose projection-augmented reality is exper-
imented for pose estimation, face recognition, and object
detection, precisions were found to be high. It is found that
the projection-augmented reality elderly healthcare system
can support the elderly person than the traditional systems.
Table 2 presents the summary of the CNN in monitoring
elderly person in smart environment.

[47] developed a fall detection system based on VGG-16
net for the elderly. The VGG-16 net used the dynamic motion
and shape to determine the fall detection. The result indicated
that the VGG-16 net achieved better sensitivity and speci-
ficity compare to the hand crafted features based methods
(HCFBM), state of the art approaches (SAA), the optical
flow and RGB streams (OFRS) as well as the UR fall detec-
tion (SAURFD). [48] proposed a VGG-net for the predic-
tion of elderly medical satisfaction. The VGG-net achieved
a reasonable accuracy with respect to tangibility, reliabil-
ity, responsiveness, assurance and empathy. The accuracy
of the VGG-net model was enhanced through optimization.
[49] proposed AlexNet for fall detection of elderly person.
The AlexNet model achieved acceptable performance level
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TABLE 2. Summary of the applications of cnn and its variants in developing smart device to support the elderly person healthcare.

References DL proposed Algorithm/s Smart environment Task Result/contribution
compared with

[43] GoogleNet AlexNet and VGG- Movement Detecting elderly The GoogleNetis able to detect the fall of
19. fall the elderly with an accuracy of over 99%

better than the AlexNet, and VGG-19.

[44] CNN AW, FSW,TWW Hospital and nursing Recognition of The CNN is found to improve the
andMI1 home falls accuracy of the conventional activity

recognition system.

[3] YOLO Unidirectional Residential home and Face recognition YOLO based projection-augmented
projection nursing home reality can support the elderly person
augmented reality better than the traditional augmented

systems

[46] CNN Angel Assistance Residential home Reduction of fall CNN based AAS achieved 98% accuracy
System positive alerts

[47] VGG-16 net HCFBM, SAA, Residential home Fall detection VGG-16 net performed better than the
OFRS and SAURFD HCFBM, SAA, OFRS and SAURFD

[48] VGG-net Optimized VGG-net ~ Hospital Medical VGG-net achieved an accuracy of (80-

satisfaction 90)% in terms of tangibility, reliability,
responsiveness, assurance, empathy

[49] AlexNet Not available Residential home Fall detection AlexNet achieved good accuracy,

specificity, sensitivity, GM and AES in
fall detection

[51] CNN SVM Residential home Multi-domain The CNN outperforms the SVM only on

activity training accuracy with 91% classification
classification accuracy.

[59] CNN Not available Hospital Health care The CNN achieved 95% accuracy in

enhancing the elderly healthcare

[55] ShuffleNet-v2 and NSNet-S, NSNet-M Residential Home Fall detection and NSNet-S, NSNet-M and NSNet-F detect

ResNet-18 and NSNet-F alert system fall of the elderly but performed less

compared with the ShuffleNet-v2 and
ResNet-18

in terms of accuracy, specific, sensitivity, detection time
per frame/average evaluation of solution (DTPF/AES) and
geometric mean (GM) without any model comparison for per-
formance evaluation. [55] applied NSNet-S (slow), NSNet-M
(medium) and NSNet-F (fast) for elderly fall detection and
alert system at residential home. The models operate based
on computer vision system using both real and synthetic
data for the training and detection of the elderly falls. The
result obtained showed that ShuffleNet-v2 and ResNet-18
outperformed those of the NSNet-S, NSNet-M and NSNet-F.

C. LONG SHORT TERM MEMORY FOR DEVELOPING
HEALTHCARE SMART DEVICE FOR THE ELDERLY

The LSTM is found to be used by researchers to develop
smart device for monitoring elderly person healthcare. For
example, [45] applied a multi-tasking learning for deep
LSTM to predict the depressed disorder in elderly people.
The data for the study were collected from 20,000 elderly
people in US for the period of 20 years. The multi-task LSTM
is applied to predict the depress disorder. It is found that
the multi-task LSTM can capture temporal and high order
interactions within the risk factors. The performance of the
multi-task LSTM is compared with SVM, MLP, DBN, single
LSTM, and multi-task LSTM without auxiliary. Multi-task
LSTM with auxiliary is found to be better in predicting
depressed disorder in elderly person. Table 3 present the
summary of the LSTM project in monitoring elderly person
healthcare.
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VIII. UNITS

A. THE HYBRID DEEP LEARNING FRAMEWORK FOR
DEVELOPING SMART DEVICE TO DETECT ELDERLY
BEHAVIOURFOR ELDERLY HEALTHCARE

This section discusses the hybridization of deep learning
algorithm to develop smart devices for monitoring elderly
healthcare. For example, [29] developed a hand gesture
recognition based on RestNet-50 and support vector machine
(SVM). The ResNet-50 is used for the extraction of features
while the SVM perform the classification task. The propose
hand gesture system is for the elderly person with problem of
voice or deaf-mute with difficulties in communication. The
hand gesture of the elderly can indicate request for water,
going to toilet, seeking for help, medication, and meal. The
propose hand gesture recognition system was not compared
with the classical hand gesture system, as such, it is difficult to
measure it is effectiveness. In [30], investigation for the effec-
tiveness of CNN, LSTM, CNN-LSTM, and autoencoder-
CNN-LSTM in predicting abnormal behaviour of elderly
people in smart home was conducted. The experiment is per-
formed on two different datasets namely, simulated activities
of daily living (SIMADL) collected by OpenSHS, and Mobi-
Act a public dataset for elderly people abnormal behaviour in
smart home. It is found that the CNN-LSTM performs better
in predicting abnormal behaviour using SIMADL dataset
while autoencoder-CNN-LSTM performs better on MobiAct
dataset. The effectiveness of the algorithm depends on the
datasets used.
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TABLE 3. Summary of the application of long short term memory in developing smart device.

References DL proposed Algorithms Smart Task Result/contribution
compared with environment
[45] Multi-task LSTM with SVM, MLP, DBN, Residential home, depressed Multi-task LSTM with auxiliary is found
auxiliary single LSTM, and and elderly home  disorder to be better in predicting depressed

multi-task ~ LSTM
without auxiliary

disorder.

[31] hybridized CNN-LSTM for a mobile enabled fall
detection (MEFD) framework to enhance the accuracy of
fall detection for the elderly in homes and hospital. Mobi-
Act public datasets were used to train the CNN-LSTM
offline whereas real life Smartphone-sensor-enabled datasets
were used to detect elderly fall online. The CNN-LSTM
model achieved better accuracy compared with the LSTM
which is a constituent of CNN-LSTM. [36] hybridized
genetic algorithm and dynamic time warping (GA-DTW)
for video call, whereas separate fast region based CNN
(Faster R-CNN) (ResNet) handles indoor object detection
and automatic health data collection for a remote health care
system based on moving robot for the elderly in a smart home.
As the DTW finds the best path to reflect the relationship
between reference template and speech, the GA-DTW finds
the best matching path. The result obtained shows that the
GA-DTW and R-CNN achieved a better accuracy compared
to the DTW/Schuldt/Dollar/Niebles/Jhuang and R-CNN/Fast
R-CNN.

[50] hybridized deep and shallow algorithms for the detec-
tion of postural control in young and elderly adults. The
deep algorithms (VGG-16, VGG-19, AlexNet, ResNet-50,
and DenseNet-201) were used to extract image features while
the shallow algorithms (logistic regression (LR), SVM and
naive Bayesian (NB)) perform the classification. The result
shows that the hybrid of the VGG-16 and SVM achieved the
best performance followed by the VGG-19 and SVM. In [29]
hybridized CNN and SVM for the elderly based health care
system. The CNN does the image features extraction while
the SVM does the hand gesture classification. The result
obtained shows that the CNN-SVM achieved a recognition
rate of 96.62 %. [32] hybridized VGG-16 and LSTM for
elderly fall detection. The VGG-16 does the feature extraction
while the LSTM does the feature classification. The result
shows that the VGG-16-LSTM model achieved 0.916 recalls
mean. Table 4 present the summary of hybrid deep learning
algorithms application.

[33] hybridized CNN and deep reinforcement learning
(CNN-DQN) for fall risks reduction for the elderly. The CNN
analyses the elderly fall risks using preparatory data regarding
past incidents and accidents whereas the DQN which oper-
ates similar to Q-learning algorithm controls mobile robot
according to result of the fall risks analysis to reduce slip
induced fall for the elderly. The result obtained showed that
the CNN-DQN based agent surpasses the rule based agent.
[34] hybridized ANN, CNN and LSTM (ANN-CNN-LSTM)
for walking behaviour detection for possible health problems
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prevention in the elderly. As LSTM handles recurrence and
learning of dependencies not only in short but also long
term, the CNN uses the pooling layer for image map extrac-
tion and then the ANN does the detection of the walking
behaviour, the result obtained shows that the has the potential
to actually detect walking behaviour and prevent potential
health problems in the elderly. [35] proposed deep learn-
ing algorithms (CNN, multi-layer perceptron (MLP), hybrid
of MLP-auto-encoder called dense auto-encoder (DAE) and
hybrid of CNN-auto-encoder known as convolutional auto-
encoder (CAE)) algorithms for light weight neural network
elderly fall detection. The CNN does the feature/image
extraction whereas the CAE and DAE do the fall detection
by condensing input signals into representation of falls. The
result obtained shows that the CNN alone supersedes the
conventional methods: SVM, decision tree (DT), k-nearest
neighbour (KNN) and extreme gradient boosting method
(XGB); other light weight neural networks: MLP, (DAE)
and (CAE) and base line models: [72], [73] and [74].

B. OTHER DEEP LEARNING ARCHITECTURES

Some of the deep learning architectures falls in this class
because no similar common category. For example, [6]
proposes deep learning based IoMT framework for the
monitoring of elderly patient through cardiac images. The
deep learning based framework cardiac image processing for
elderly patient outperform the constant transmission power
control. [53] proposes deep neural network (DNN) for the
identification and analysis of fall situation for the elderly. The
DNN detects and analyse fall situation for possible preven-
tion. The result shows that the DNN model performs better
than the traditional resultant acceleration (TRA). [54] pro-
poses deep learning model based on [75] for motion detection
system in order to prevent fall accidents by the elderly. the
result obtained shows that the proposed model achieved an
accuracy of 99%. The summary is presented in Table 5.

IX. EVALUATION METRICS FOR MEASURING
PERFORMANCE OF DEEP LEARNING BASED SMART
DEVICE FOR ELDERLY HEALTHCARE

It is critical to measure the performance of the deep learning
based smart device develop for supporting the healthcare of
the elderly person. Performance metrics are used to mea-
sure the degree of effectiveness or efficiency of a smart
device or algorithm/model. Depending on what type of the
performance metric is used, it provides information on the
performance of the models/algorithms or methods. It shows
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TABLE 4. Hybrid deep learning algorithms in developing smart devices for the elderly person healthcare support.

References

DL proposed

Algorithms compared with

Smart
environment

Task

Result/contribution

[29]

(30]

[31]

[36]

[50]

[29]

(32]

(33]

(34]

(35]

ResNet-50 + SVM

CNN+LSTM &
Autoencoder
+CNN+LSTM

CNN-LSTM

GA-DTW, Faster R-
CNN

Hybrid VGG-16, VGG-
19, AlexNet, ResNet-
50, DenseNet-201 and
LR, SVM and NB

CNN-SVM

CNN-LSTM

CNN-DQN

ANN-CNN-LSTM

CNN, MLP, CAE and
DAE

Not compared

CNN& LSTM

LSTM

DTW, Schuldt, Dollar,
Niebles, Jhuang, R-CNN
and Fast R-CNN

Hybrid VGG-16, VGG-19,
AlexNet, ResNet-50,
DenseNet-201 and LR,
SVM NB, [61], [62], [63],
[64] and [65]

Not compared

Not compared

Rule-based agent

[66], [67], [68], [69], [70],
(71]

SVM, DT, KNN, XGB,
[72], [73] and [74]

Residential
home

Residential
home

Residential
home, hospital,
caregiver
Residential
home

Nursing home

Residential
home

Residential
home
Hospital

Smart home

Smart home

Hand gesture
recognition

Abnormal
behaviour

Fall detection

Remote health care
system

Detection of
postural control

Classification of
five different hand
gestures

Fall detection

Fall risk reduction

Walking behaviour
detection

Fall detection

The propose hand gesture
recognition system to
identified the elderly
persons hand gesture for
different request.

It is found that the CNN-
LSTM performs better in
predicting abnormal
behaviour on SIMADL
dataset while autoencoder-
CNN-LSTM performs better
on MobiAct data.

The CNN-LSTM achieved
better accuracy compared
with the LSTM[60]

The GA-DTW outperformed
DTW, Schuldt, Dollar,
Niebles, Jhuang ; Faster R-
CNN out performed R-CNN
and Fast R-CNN

The hybrid of VGG-16 and
SVM achieved the best
performance then followed
by hybrid VGG-19-SVM

The hybrid CNN-SVM
achieved recognition rate of
96.62

The CNN-LSTM achieved
0.916 mean recalls.

The DRL is applicable to
not only fall prevention, but
also to other factors
influencing fall

and other cases of accidents
The ANN-CNN-LSTM
model achieved accuracy of
84% and receiving operating
characteristics of (ROC)
96% and has the potential to
prevent health problems in
the elderly

The CNN is the best model
with an accuracy of 99.9%
and makes fall to be easily
detected

TABLE 5. Other deep learning architecture used in developing smart devices for the elderly.

References DL proposed Algorithms Smart Task Result/contribution
compared with environment
[6] Deep learning constant Hospital Cardiac image The deep learning based framework cardiac
transmission power processing image processing for elderly patient
control outperform the constant transmission power
control.

[53] DNN TRA Home/Nursing Elderly fall identification =~ The DNN achieved higher performance
home and and analysis compared with the TRA in fall identification
hospital and analysis

[54] Deep learning Not available Nursing home Motion detection and fall ~ The proposed method achieved 99%

accidents prevention accuracy in motion detection and fall

accidents prevention

basic information to the major performance metrics used by
different researchers (Eqns. 4 — 12).

the advantage or weakness of a propose method/algorithm to
the already established methods. Table 6 presents different
performance metrics used in evaluating the performance of
different deep learning based smart device for supporting
elderly healthcare service. Different performance metrics are
used by different project, justification for chosen the metrics
are hardly provided in the project. We will only provide

A. ACCURACY

is the extent to which a particular measurement or calculated
value is in conformity with the actual one or suits a defined
standard. Accuracy is how close experimental values is to the
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TABLE 6. Performance metrics used for evaluating the deep learning based smart device.

Reference A P C m R _W S SP___ AES GM___PPV___ NPV KV ROC TP _FN_ TN __FP__FPR__ FDR FNR __ MCC
[43] N X X X X X X X X X X X X X X X X X X X X X
[29] N X X X X X X X X X X X X X X X X X X X X X
[3] X vy X X X X X X X X X X X X X X X X X X X X
145] X X v ¥ X X X X X X X X X X X X X X X X X X
[30] v N X x Vv X X X X X X X X X X X X X X X X X
131] \ B NN X X X X X X X X X X X X X X X X
[46] v X X X X X X X X X X X X X X X X X X X X X
[47] X X X X x x A \" X X X X X X X X X X X X X X
[48] \ X X X X X X X X X X X X X X X X X X X X X
[49] N X X X X X v N v X X X X X X X X X X X X
[36] N X X X X X X X X X X X X X X X X X X X X X
[50] v X X X X X \' N X X V N \/ X X X X X X X X X
[29] \ X X X X X X X X X X X X X X X X X X X X X
[51] v X X X X X X X X X X X X X X X X X X X X X
[32] X X X X Vv X X X X X X X X X X X X X X X X X
[33] X X X X X X X x A X X X X X X X X X X X X X
[34] N N X x v v X v X X X N X N X X X X X X X X
[35] N X X X X X A v X X X X X X N \ v v X X X X
[59] v vooX X X A v‘ N X X X N X X V N N v V V v N
[53] X X X X X X X x A X X X X X X X X X X X X X
[54] N v X X J X X X X X X X X X X X X X X X X X
[55] N X X X X X X X X X X X X X X X X X X X X X

A = accuracy, P = Precision,

C = C-statistic , M = mean absolute error, R=Recall, W = Weighted average F1 score, S = Sensitivity, SP = Specificity, Average evaluation of solution = AES,

Geometric mean = GM, Positive predicted value = PPV, Negative predicted value = NPV, Kappa value = KV, Receiver operation characteristics = ROC, True positive = TP, False_negative =
FN, True_negative = TN, False positive = FP, False positive rate = FPR, False_discovery_rate = FDR, False_negative rate = FNR, Mathews correlation coefficient = MCC

true value. The accuracy is given as function of error rate

Accuracy = 100% — Error_rate “4)
where
Error_rate
(observed_value — actual_value)
= x 100
actual_value
Also accuracy can be expressed as:
True_positive + True_negative
Accuracy = = _fes (@)

Positive 4+ Negative
True_nagative
Specificity = 8 —— ()
True_nagative + False_positive

Positive predicted value (PPV) in respect to false discovery
rate (FDR)

(N

Negative predictive value and false positive rate can be
obtained as shown in Eqn. (8):

FP

TP
PPV = — =1—FDR
PP

FPR= — =1—-1RN ®)
N
False_nagative_rate is given by Eqn. (9):
. False_nagative
False_nagative_rate = ———————
Positive
= 1 — True_positive_rate
precision (p) = x £ AVD ®

We may equally consider precision using the explanation
from the recall section;

) TP 5
V4 = = —
precison selected _elements 8

(10)

Receiver operation characteristics (ROC): ROC it is a repre-
sentation that shows how variations do occur between enti-
ties. It is associated with the chance for occurrence of event
say, p[S < s|N] = Fy(s) which translates as, the mark
obtained by a non-regular student is the same or less to
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the defined score. Therefore, there exists a false alarm rate
which represents the partition of the non-regular students total
population, which eventually falls in the wrong assumption
upon the application of standard rule given by parameter s.
ROC equation, can be represented as:

ROC = FpFy'u ue0l (11)
Weighted average F1 score (F1-score)
2PPV x TPR 2TP
F1 — score = = (12)
PPV +TPR  2TP+ FP+FN
Sensitivity

. TP
sensitivity = 7= 1 — FNR
TP

sensitivily = TP—|——H\]

X. LEARNING PARADIGM FOR TRAINING THE DEEP
LEARNING TO DEVELOP THE SMART DEVICE

Learning is the ability to acquire knowledge, idea or con-
cept through study, training, being taught or experience. The
machine learning paradigms are ways through which deep
learning algorithms learn from experience or training and
predict or determine future result or outcome. The training
process is usually accompanied by a range or number of
datasets. The different types of machine learning used in
training deep learning algorithm to develop smart devices
for supporting elderly healthcare in smart environment are as
follows: Supervised learning: it involves learning a function
with an input-output relationship in the form of input-output
pairs. Each pair consist an input object called a vector and
output value known as the supervisory signal [76]. Unsuper-
vised learning: is a machine learning approach where the
model does not have any pre-assigned labels or scores for
the training data. For the unsupervised, the model or machine
will just determine a natural occurring behaviour with respect
to the training dataset, for instance clustering so that dataset
are grouped based on certain classes meeting a particular
criteria or characteristics [76]. Semi-supervised learning:

69813



IEEE Access

M. Almutairi et al.: Detecting Elderly Behaviors Based on Deep Learning for Healthcare

TABLE 7. Machine learning approaches used in different projects.

Reinforcement
learning

Supervised Learning Unsupervised

learning

Multitask learning

Federated
learning

Transfer
learning

Semi-supervised

[43]

[44]

[29]

(3]

(30]

(6]

[47]

Hassan et al., 2019)
[46]
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combines both a little part of supervised learning and that
of unsupervised learning. This means that some datasets are
labelled while others are unlabelled, by so, an algorithm
might be able to achieve a reasonably higher accuracy than
just ordinarily using it on supervised or unsupervised learn-
ing [77]. Federated learning: is also referred to as col-
laborative learning, it is a machine learning approach that
enables training of algorithms across multiple decentralized
edge devices or servers holding local data samples without
exchanging them by maintaining critical concerns such as
data privacy, data security, data access rights and so on.
Reinforcement learning as a machine learning approach
involves the use an agent to learn from the environment by
perceiving and interpreting it and take the necessary actions
by trial and error. This usually accompanied by a reward for
the desired behaviours while punishment for the undesired
behaviours [78]. Multitasking learning: Multitask learning
can be referred to as parallel learning that enables the learning
of more than one task at a time. Normally, the components
learned in one task helps in the learning process of another
task [79], [80]. Transfer learning: it is learning approach
that involves the acquisition of knowledge or experience by
solving a particular problem and then apply the acquired
knowledge or experience in solving a different but related
problem [81]. Table 7 presents the learning approaches used
in different studies to develop deep learning based smart
device for healthcare support to the elderly person as found
in the literature.

XI. DEEP LEARNING BASED SMART DEVICES

A smart device is an electronic device that can be connected
to other devices or networks through different wireless tech-
nologies (4/5G, wifi, NFC, ZigBee, Bluetooth and so on)
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that enables it to operate in an automatic and interactive
manner [82]. Different smart devices were developed based
on deep learning algorithm by different project to improve
the performance of the baseline smart devices. Subsequently,
deployed to support the healthcare of the elderly person in
smart environment. Table 8 presents smart devices developed
based on deep learning algorithms extracted from the papers
analyzed in this review.

XIl. DATASETS
Data play’s critical role in machine learning research. Thus,
this section is dedicated to discuss the category of data
required in developing smart devices based on deep learn-
ing algorithms for supporting elderly healthcare. Different
approaches of collecting different type of data exist in the
literature. The focus of this paper is on the data collected
for the purpose of developing smart device based on deep
learning algorithms. Table 9 presents different method used
for data collection, category of data and equipment/devices
used for experiment in different projects that developed smart
device based on deep learning to support elderly person
healthcare. There are different categories of the datasets: Real
world data are dataset collected from the implementation
of a real world system. The data obtained can be said to be
operational data because they are generated as the system
works or operate during actual implementation.
Benchmark data are performance standards data or soft-
ware metric [83] aims to compare different tools to identify
the level of performance of technologies or model. Synthetic
(simulation) data are collected from the mimicking of the real
world scenario/instance to predict or determine future situa-
tion [84]. Real world data has advantage over the benchmark
and synthetic datasets because it captured the real dynamics
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TABLE 8. The deep learning based smart device for the elderly person healthcare.

Reference Technology/smart device

[43] Radar sensor

[44] Wearable sensor

[29] Hand gesture recognition system

[3] Projection augmented reality

[30] Behaviour monitoring systems

[6] IoMT

[31] Smartphone based accelerometer sensor

[46] Angel assistance system

[47] Fall detection system

[48] Not applicable

[49] Fall detection system

[36] Remote health care system

[50] Detection of postural control system

[29] Hand gesture classification system

[51] Multi-domain activity classification

[32] Fall detection system

[33] Accelerometer/Radio sensor/stereo camera and laser
range finder

[34] Accelerator, temperature and pressure sensors

[35] Accelerometer sensor

[59] Smart hospital

[53] Wearable (pocket) device using accelerometer sensor

[54] Sensor panel and controller

[55] Sensor

TABLE 9. The datasets collection method used by different projects.

References Method Device/equipment/source Category
[43] Experiment CW radar sensor, a signal generator Tektronixto Real world
generate the trigger pulse and Tektronix
[44] Real time Published studies Real world
[29] Experiment Hand gesture recognition system Real world
[3] Experiment Projection augmented reality Real world
[45] Quantitative Questionnaire Real world
[30] Simulation and experiment OpenSHS, and MobiAct Synthetic and real
world
[6] Experiment NICTA published [85] Real world
[31] Experiment MobiAct and Public Real world
[46] Experiment Fall video recognition Real world
[47] Experiment Video surveillance and depth maps/wireless Real world
accelerometer
[48] Quantitative Questionnaire Real world
[49] Experiment Video surveillance environment Real world
[36] Experiment Remote health care system Real world
[50] Experiment Kinect device Real world
[29] Experiment Microsoft kinect sensor Real world
[51] Experiment Frequency-Modulated Continuous Real world
Wave (FMCW) radar
[32] Experiment RGB videos (ImageNet and UCF-101) Real world
[33] Experiment Caltech 101 Real world
[34] Experiment Footwear (Smart insole) Real world
[35] Experiment SisFall datasets (smart watch) [86] Real world
[59] Experiment ImageNet datasets [52] Real world
[53] Experiment Wearable device using Bluetooth low energy signal Real world
[54] Experiment Sensor panel and controller Real world
[55] Experiment Sensor Real and synthetic

in the real world environment. However, it is expensive, time
consuming and tedious to collect the real world data because
it involved the use of real equipment/devices to collect the
data from a population in the real world. It requires expen-
sive data engineering compared to the benchmark/synthetic
datasets. On the other hand, benchmark and synthetic data
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has advantage over the real world data in terms of easy collec-
tion, less expensive as it doesn’t require physical equipment
for experiment and it is not time consuming and tedious to
collect. Different device/equipment and collection method
were used in different project to collect the data for the
project.
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TABLE 10. The real world applications of the machine learning based smart devices for the elderly healthcare.

Reference Case study Location Description User

[87] Human pose Toyohashi The human pose detection system is developed using  Elderly persons
estimate for care University of deep learning algorithms with twin camera in elderly
robots Technology care robot. It is a robot that detect accident or falls.
Smarter safer Not clear The platform is equipped with wireless sensor Elderly persons

Koopman et al. (2020)

[88]

[89]

[90]

homes platform

Multi-resident
activity
recognition system

Smart home for
elderly based on
continuous
Unobtrusive
Monitoring
Smart wearable
biometric tracker

Brisbane, Australia

Yangtze River Delta
Agglomerations,
China

USA

technology for capturing data of the elderly person
without the requiring the elderly person to wear any
device. The pattern of interest is captured through
unsupervised learning based on clustering.

The system is for monitoring activities of multiple
number of people in a living house. It is developed using
deep learning for analysing ambient sensor data and
voice recording.

It is developed for monitoring the behavior of the elderly
person in a smart home. The data collected are analysed
using intelligent algorithms.

It checks the inconsistency in the elderly biometric data
and detect hard fall. It sounds an alert if it detects hard
fall. The device is developed based on machine learning
by Apple and Fitbit.

Elderly person and
any individual
living in the house

Elderly person,
members of the
family members
and healthcare
worker

Elderly persons,
geriatric patients,
and large
demography

XIIl. REAL WORLD APPLICATIONS

For readers to appreciate the bridge between theory and prac-
tice in developing smart device based on machine learning
to support elderly person healthcare, case studies are pre-
sented in this section. Real world application is the imple-
mentation of basic research outcome to solve a problem in
the society focusing on a particular area, person, group or
situation.Table 10 present the real world applications of smart
devices develop based on machine learning to support the
elderly person healthcare in a smart environment.

XIV. GENERAL DISCUSSION OF THE RESEARCH AREA
The literature review conducted has shown that the adop-
tion of deep learning algorithms to develop smart device
for supporting healthcare of the elderly persons is feasible.
It is not just a theoretical idea, but it bridges theory and
practice. Many case studies were outlined in the paper for
the reader to appreciate the workability of the deep learn-
ing based smart device in providing medical support to the
elderly persons in the society. The deep learning architec-
tures that were found to be adopted for developing smart
devices to support elderly healthcare are as follows: CNN,
ALextNet, GoogleNet, YOLO, VGG, LSTM, and Hybrid
deep learning algorithms. Some of the papers used CNN
without clearly specifying the variant of the CNN adopted
while other projects present the architectural variant of the
CNN adopted. The technical theoretical background of the
deep learning algorithms adopted by different projects were
discussed to give the reader basic knowledge of the algorithm
operations especially the novice reader willing to start work
in this research area.

Proffering solution to elderly healthcare support prompted
the development of smart devices to monitor the activities
of the elderly person to ease the provision of medical sup-
port. Deep learning algorithms have been applied for solving
machine learning problems in healthcare services provided
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to the elderly person. A lot of tasks such as the detection
of elderly fall, facial recognition, depression, hand gesture,
and etc. used deep learning algorithms for accomplishing the
tasks. It is found from the literature review that the research
community mainly focus on the detection of the elderly per-
son fall. Most of the research project work on the detection
of elderly person falls. Likely is because falling is common
among elderly persons, and it has the risk of causing other
health related complications such as fracturing part of the
body.

Publication trend shows that publication of research con-
ducted on the adoption of deep learning algorithms to develop
smart device for supporting elderly person healthcare start
appearing in 2017 with 3 papers. The publication keeps on
increasing with 2020 having the highest number of publica-
tions, already 2021 has some number of publications but the
year is still running, so conclusion cannot be made about the
number of publications in 2021. This trend signifies increas-
ing interest in the adoption of deep learning for intersection
with smart devices to support elderly person healthcare.

Many deep learning algorithms were adopted by different
groups of researchers to develop smart device for support-
ing the elderly person healthcare. It is clear that researchers
heavily depend on CNN and its variant for developing
smart devices that can support elderly person healthcare. For
instance, VGG, AlextNet and GoogleNet are core variant of
the CNN that received tremendous attention from the research
community. It is not surprising that the CNN take the centre
stage of the works in developing smart device for supporting
elderly person healthcare because computer vision is the
main area of the research. In computer vision, images form
the major segment of the data to be processed and CNN
is well known for it is excellent performance in processing
images compared to other class of algorithms. Hybrid of
deep learning algorithm for developing smart devices for the
elderly person healthcare received an unprecedented attention
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from the research community. The reviews indicated that the
deep learning algorithms have been used in different ways
to develop smart device for supporting the elderly health-
care. The deep learning was applied as a feature extractor,
as classifier and end-to-end learning algorithm in developing
the smart devices. The hybridization of the deep learning is
found be in two major categories: hybridizing two or more
deep learning architecture, for example, hybridizing CNN
and DQN. Secondly, hybridizing deep learning architecture
and shallow algorithm, for example, hybridizing CNN and
SVM. 1It is found that the hybrid deep learning algorithms
always performs better than the constituent algorithms in
terms of performance effectiveness of the smart device.

In the case of learning paradigm, most of the research
adopted supervised learning because of the nature of the
research that require both input and output data for modeling
the deep learning algorithm to develop smart device for sup-
porting elderly person healthcare. From the view point of data
collection, mostly researchers used experimental data col-
lected from real world scenario. The performance of the smart
device developed based on real world experimental data is
likely to be more effective in real world than the smart device
developed based on benchmark/synthetic datasets. This is
because the experimental data capture the dynamics of the
real world characteristics unlike the benchmark/synthetic that
it has been clean and lacks current real world dynamics. It is
better to develop a deep learning based smart device for sup-
porting the elderly person healthcare using the real world data
because it has the characteristics of the dynamics of real world
situation, therefore, when deployed in the real world it has
high chances of succeeding to perform its function in the real
world environment as expected. Unlike the benchmark and
synthetic datasets that lacks the dynamics of the real world
scenario compared to the real world data. When benchmark or
synthetic data is used to develop smart device based on deep
learning algorithm to support the elderly healthcare, it is not
necessary that the smart device can work as expected in the
real world environment because of the dynamics in the real
world activities.

The application of the IoT in supporting elderly person
healthcare is well established in the research area. The deep
learning based smart devices develop by researchers for pro-
viding healthcare support to the elderly person are embedded
in the smart environment for proper monitoring of the elderly
person behavior. The elderly persons are mostly monitored
in smart home, smart clinic, smart hospital, and smart elderly
nursing home. It is clear that the smart devices require smart
environment to effectively function to provide medical sup-
port to the elderly persons.

It is critical to evaluate the effectiveness and efficiency
of the smart device developed based on deep learning to
ascertain the smart device performance. It is noted from the
literature that different research used different performance
evaluation metrics to measure the performance of the algo-
rithms. However, researchers mostly relied on accuracy as the
performance measure whereas others used other performance
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metric such as precision, mean absolute error, recall, F1 score,
sensitivity, specificity, positive predicted value, negative pre-
dicted value, true positive, false negative, etc.

We believe that this review paper will motivate a lot of
researchers in the future to embark on practical deep learn-
ing research to develop fully intelligent smart device for
supporting elderly person healthcare in smart environment.
Despite the achievement recorded by the deep learning algo-
rithms in developing smart devices for supporting elderly
person healthcare, there are still open challenges hindering
the development of the research area. In the next section,
we will discuss the challenges of the current methodology
and suggest new perspective for solving the challenges in the
future.

XV. OPEN RESEARCH CHALLENGES AND FUTURE
DIRECTION

Despite the fact that the deep learning algorithms have been
successfully applied in developing smart devices for support-
ing the elderly person healthcare, there are still challenges
that need to be resolved to further improve the healthcare
of the elderly persons. In this section, the challenges and
possible future direction are discussed to give researchers
alternative ways of solving the challenges.

It has been found from the review that most researchers
focus on detecting the behaviour of the elderly persons via
deep learning based smart device in indoor scenario such
as smart home, smart nursing home, smart clinic, and smart
hospitals. This definitely pose a challenge on the understand-
ing of the behaviour of the elderly persons in the outdoor
scenario because the behaviour of the elderly person in the
outdoor is not fully understood, as such, providing healthcare
support in the outdoor is extremely difficult. We suggest that
researchers in the future should put into consideration the
behaviour of the elderly person in the outdoor scenario. This
is because the analysis of the user behaviour in outdoor can
give the full understanding of the elderly person healthcare
[30]. Therefore, for effective and efficient smart device for
supporting the elderly person healthcare, the future deep
learning based smart device for the elderly persons should
be developed based on data from both indoor and outdoor
scenarios to provide effective healthcare support to the elderly
person in the society, thereby, ensuring safety in both indoor
and outdoor.

Many deep learning based smart devices were developed
for the detection of elderly person behaviour such as falls
detection, facial expression detection, gesture detection, etc.
There is difficulty for the smart device to accurately dif-
ferentiate between the unintentional behaviour and inten-
tional behaviour. The smart device is mixing intentional and
unintentional behaviours of the elderly person. For example,
an elderly person may decide to laydown intentionally on
the floor of the house, in such a case, the smart device may
misclassify that behaviour as falling down on the floor. This
is reducing the effectiveness of the smart device and may
turn out to be nuisance for the elderly person. In the future,
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we propose researchers to develop deep learning based smart
device for the elderly person by gathering sufficient data
on intentional behaviour related to falls, facial expression,
depressed disorder, etc. This could improve the effectiveness
of the smart device in accurate classification of the elderly
person behaviour.

Itis evident that computer vision is playing a critical role in
developing deep learning based smart device for supporting
the elderly person healthcare. In computer vision, image
processing is a core component. Altering the background
of images may likely prompt poor performance of the deep
learning algorithm when modelling. [49] argued that the lim-
itation in image processing is that, altering the background
video images like shadow and movable objects may leads to
performance degradation of a model. We suggest researchers
in the future to avoid data engineering that will degrade the
performance of deep learning algorithm.

In the papers published on developing deep learning based
smart devices for improving elderly person’s healthcare, the
state-of-the-art accuracies achieved by different deep learning
architecture are presented in Table 11, for uniformity, we con-
sider only projects that used accuracy as performance metric.
The type of the deep learning architecture used in each of the
study can be seen in Tables 2 — 5. It is clearly indicated that
there is room for improvement as none of the study achieved
100% accuracy. The percentage improvement required by
each of the study is provided in Table 11. How to achieve
100% accuracy remain an open challenge. Researchers can
consider different deep learning architecture or modification
to investigate the same problem to find out if the accuracy
will be improved or achieved 100%.

It has been observed from the performance metrics analysis
as shown in Section 6 that different studies used different per-
formance evaluation criteria depending on the study. Similar
findings were reported in mobile phone authentication system
[91], [92]. This signified that this research domain lacks uni-
form performance metrics in evaluating the efficacy of deep
learning based smart device. As this is a healthcare domain,
it is imperative to have a uniform performance evaluation
metrics as healthcare is universal in nature. As such, universal
evaluation metrics for the deep learning based smart device
for supporting elderly person healthcare should be proposed
by researchers in the future to avoid inconsistency in passing
judgement on the performance of deep learning based smart
device for elderly person healthcare.

Performing context-aware operations based on the
behaviour of the elderly person and its environment is
extremely difficult when using single camera. Single camera
has no capability for the context aware operations because
it has the limitation of gathering images within the house
and the environment. To deviate from this limitation of single
camera, it is suggested that in the future, multiple cameras
should be mounted for accurate capturing of the context
aware for the elderly person in both inside the house and
the environment [3]. We suggest the development of deep
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TABLE 11. State-of-the-art accuracies achieved by different deep
learning based smart device for providing healthcare support to the
elderly person.

Reference Accuracy % Status
achieved remaining
[43] 99.90% 00.1% Need
improvement
[29] 96.92% 03.08% Need
improvement
[30] 98% 02% Need
improvement
[31] 97% 03% Need
improvement
[46] 98% 02% Need
improvement
[48] 88% 12% Need
improvement
[49] 99.98% 0.02% Need
improvement
[36] 97.14% 02.86% Need
improvement
[50] 97% 03% Need
improvement
[29] 96.92% 03.08% Need
improvement
[51] 97.20% 02.8% Need
improvement
[34] 84% 16% Need
improvement
[35] 99.94% 00.06 Need
improvement
[59] 95% 05% Need
improvement
[54] 95% 05% Need
improvement
[55] 87% 13% Need
improvement

learning based context-ware smart device for the elderly
person to provide effective healthcare support.

The functions of home appliances are becoming com-
plicated as technology improves likewise operating the
appliances becomes complex. As a result of that, those appli-
ances can be difficult for the elderly person to operate at
home. In addition, physical operation of the appliances by
the elderly person can be difficult and worrying. For example,
opening or closing doors and windows [3]. We suggest that
adaptive deep learning based smart device should be devel-
oped for the purpose of controlling the home appliances of
the elderly person without requiring the elderly person to
physically operate the appliance or use remote control.

XVI. CONCLUSION

In this paper, we intend to present comprehensive review
on the adoption of deep learning algorithms to develop
smart devices for supporting the elderly healthcare. The
paper presents review from both technical and applications
perspective for deep learning in developing smart devices
for elderly healthcare support. New taxonomies were cre-
ated, case studies, synthesis and analysis were presented.
The paper shows bridging the landscape of research for the
intersection between smart environment and deep learning
in developing smart device for supporting elderly healthcare
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in smart home, smart elderly nursing home, smart clinic
and smart hospital. Present challenges and future research
directions that can help more practical works in the future
were outlined and discussed.

REFERENCES

[1]
[2]
[3]

[4]

[5]

[6]

[71

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

G. McNicoll, “World population ageing 1950-2050,” Population Develop.
Rev., vol. 28, no. 4, pp. 814-816, 2002.

United Nations, Department of Economic and Social Affairs/Population
Division, U. DESA, World Population Ageing, New York, NY, USA, 2015.
Y.J. Park, H.Ro, N. K. Lee, and T.-D. Han, “Deep-cARe: Projection-based
home care augmented reality system with deep learning for elderly,” Appl.
Sci., vol. 9, no. 18, p. 3897, Sep. 2019.

Z. Zinonos and V. Vassiliou, “Inter-mobility support in controlled
6LoWPAN networks,” in Proc. IEEE Globecom Workshops, Dec. 2010,
pp. 1718-1723.

P. Rashidi and A. Mihailidis, “A survey on ambient-assisted living tools
for older adults,” IEEE J. Biomed. Health Informat., vol. 17, no. 3,
pp- 579-590, May 2013.

T. Zhang, A. H. Sodhro, Z. Luo, N. Zahid, M. W. Nawaz,
S. Pirbhulal, and M. Muzammal, “A joint deep learning and internet
of medical things driven framework for elderly patients,” IEEE Access,
vol. 8, pp. 7582275832, 2020.

A. L. Dallora, S. Eivazzadeh, E. Mendes, J. Berglund, and P. Anderberg,
“Machine learning and microsimulation techniques on the prognosis of
dementia: A systematic literature review,” PLoS ONE, vol. 12, no. 6,
Jun. 2017, Art. no. e0179804.

R.L.PriyaandS. V. Jinny, “Elderly healthcare system for chronic ailments
using machine learning techniques—A review,” Iraqi J. Sci., vol. 2021,
pp. 3138-3151, Sep. 2021.

C. C. Aggarwal, Neural Networks and Deep Learning. Cham, Switzerland:
Springer, 2018.

A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet classification
with deep convolutional neural networks,” Commun. ACM, vol. 60, no. 6,
pp- 84-90, May 2017.

D.-X. Zhou, “Universality of deep convolutional neural networks,” Appl.
Comput. Harmon. A., vol. 48, no. 2, pp. 787-794, 2020.

S.-Y. Jhong, P.-Y. Tseng, N. Siriphockpirom, C.-H. Hsia, M.-S. Huang,
K.-L. Hua, and Y.-Y. Chen, ““An automated biometric identification system
using CNN-based palm vein recognition,” in Proc. Int. Conf. Adv. Robot.
Intell. Syst. (ARIS), Aug. 2020, pp. 1-6.

A. Al-Azzawi, A. Ouadou, H. Max, Y. Duan, J. J. Tanner, and J. Cheng,
“DeepCryoPicker: Fully automated deep neural network for single protein
particle picking in cryo-EM,” BMC Bioinf., vol. 21, no. 1, pp. 1-38,
Dec. 2020.

T. Wang, C. Lu, M. Yang, F. Hong, and C. Liu, “A hybrid method
for heartbeat classification via convolutional neural networks, multilayer
perceptrons and focal loss,” PeerJ Comput. Sci., vol. 6, p. €324, Nov. 2020.
G. Li, M. Zhang, J. Li, F. Lv, and G. Tong, “Efficient densely connected
convolutional neural networks,” Pattern Recognit., vol. 109, Jan. 2021,
Art. no. 107610.

J. Gu, Z. Wang, J. Kuen, L. Ma, A. Shahroudy, B. Shuai, T. Liu, X. Wang,
G. Wang, J. Cai, and T. Chen, “Recent advances in convolutional neural
networks,” Pattern Recognit., vol. 77, pp. 354-377, May 2018.

W. Fang, P. E. D. Love, H. Luo, and L. Ding, “Computer vision for
behaviour-based safety in construction: A review and future directions,”
Adv. Eng. Informat., vol. 43, Jan. 2020, Art. no. 100980.

D. Palaz, M. Magimai-Doss, and R. Collobert, “End-to-end acoustic
modeling using convolutional neural networks for HMM-based automatic
speech recognition,” Speech Commun., vol. 108, pp. 15-32, Apr. 2019.
H.-C. Li, Z.-Y. Deng, and H.-H. Chiang, “Lightweight and resource-
constrained learning network for face recognition with performance opti-
mization,” Sensors, vol. 20, no. 21, p. 6114, Oct. 2020.

B.-W. Zhao, L. Hu, Z.-H. You, L. Wang, and X.-R. Su, “HINGRL:
Predicting drug—disease associations with graph representation learning
on heterogeneous information networks,” Briefings Bioinf., vol. 23, no. 1,
Jan. 2022.

L. Alzubaidi, J. Zhang, A. J. Humaidi, A. Al-Dujaili, Y. Duan,
O. Al-Shamma, J. Santamaria, M. A. Fadhel, M. Al-Amidie, and L. Farhan,
“Review of deep learning: Concepts, CNN architectures, challenges, appli-
cations, future directions,” J. Big Data, vol. 8, no. 1, pp. 1-74, Dec. 2021.

VOLUME 10, 2022

(22]
(23]

(24]

[25]

(26]

(27]

(28]

(29]

(30]

(31]

(32]

(33]

(34]

(35]

(36]

(371

(38]

(391

[40]

(41]

[42]

[43]

(44]

K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” 2014, arXiv:1409.1556.

B. Xu, N. Wang, T. Chen, and M. Li, “Empirical evaluation of rectified
activations in convolutional network,” 2015, arXiv:1505.00853.

S. Hochreiter, “The vanishing gradient problem during learning recurrent
neural nets and problem solutions,” Int. J. Uncertainty, Fuzziness Knowl.-
Based Syst., vol. 6, no. 2, pp. 107-116, Apr. 1998.

O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma, Z. Huang,
A. Karpathy, A. Khosla, M. Bernstein, and A. C. Berg, “ImageNet large
scale visual recognition challenge,” Int. J. Comput. Vis., vol. 115, no. 3,
pp. 211-252, Dec. 2015.

G. Rebala, A. Ravi, and S. Churiwala, An Introduction to Machine Learn-
ing. Cham, Switzerland: Springer, 2019.

A. V. Joshi, Machine Learning and Artificial Intelligence. Cham,
Switzerland: Springer, 2019.

S. Hochreiter and J. Schmidhuber, “Long short-term memory,” Neural
Comput., vol. 9, no. 8, pp. 1735-1780, 1997.

M. Oudah and A.J. Al-Naji Chahl, “Computer vision for elderly care based
on deep learning CNN and SVM,” in Proc. IOP Conf. Mater. Sci. Eng.,
2021, pp. 1-12.

M. Zerkouk and B. Chikhaoui, ‘‘Spatio-temporal abnormal behavior pre-
diction in elderly persons using deep learning models,” Sensors, vol. 20,
no. 8, p. 2359, Apr. 2020.

M. M. Hassan, A. Gumaei, G. Aloi, G. Fortino, and M. Zhou,
“A smartphone-enabled fall detection framework for elderly people in con-
nected home healthcare,” IEEE Netw., vol. 33, no. 6, pp. 58—63, Nov. 2019.
D. Berardini, S. Moccia, L. Migliorelli, I. Pacifici, P. di Massimo,
M. Paolanti, and E. Frontoni, “‘Fall detection for elderly-people monitoring
using learned features and recurrent neural networks,” Experim. Results,
vol. 1, pp. 1-9, 2020, doi: 10.1017/exp.2020.3.

T. Namba and Y. Yamada, “Fall risk reduction for the elderly by using
mobile robots based on deep reinforcement learning,” J. Robot. Netw. Artif.
Life, vol. 4, no. 4, pp. 265-269, 2018.

R. Aznar-Gimeno, G. Labata-Lezaun, A. Adell-Lamora,
D. Abadia-Gallego, R. del-Hoyo-Alonso, and C. Gonzilez-Muiloz,
“Deep learning for walking behaviour detection in elderly people using
smart footwear,” Entropy, vol. 23, no. 6, p. 777, Jun. 2021.

G. Wang, Q. Li, L. Wang, Y. Zhang, and Z. Liu, “Elderly fall detection with
an accelerometer using lightweight neural networks,” Electronics, vol. 8,
no. 11, p. 1354, Nov. 2019.

B. Zhou, K. Wu, P. Lv, J. Wang, G. Chen, B. Ji, and S. Liu, “A new
remote health-care system based on moving robot intended for the elderly
at home,” J. Healthcare Eng., vol. 2018, pp. 1-11, Feb. 2018.

O. Kaiwartya, A. H. Abdullah, Y. Cao, A. Altameem, M. Prasad,
C.-T. Lin, and X. Liu, “Internet of vehicles: Motivation, layered architec-
ture, network model, challenges, and future aspects,” IEEE Access, vol. 4,
pp. 5356-5373, 2016.

A.T. Khan, S. Li, and X. Cao, “Control framework for cooperative robots
in smart home using bio-inspired neural network,” Measurement, vol. 167,
Jan. 2021, Art. no. 108253.

Y. Zhao, S.-G. Sazlina, F. Z. Rokhani, J. Su, and B.-H. Chew, “The expec-
tations and acceptability of a smart nursing home model among Chinese
elderly people: A mixed methods study protocol,” PLoS ONE, vol. 16,
no. 8, Aug. 2021, Art. no. e0255865.

K. H. Abdulkareem, M. A. Mohammed, A. Salim, M. Arif, O. Geman,
D. Gupta, and A. Khanna, “Realizing an effective COVID-19 diagnosis
system based on machine learning and IoT in smart hospital environment,”
IEEE Internet Things J., vol. 8, no. 21, pp. 15919-15928, Nov. 2021.

B. A. Y. Alqaralleh, T. Vaiyapuri, V. S. Parvathy, D. Gupta, A. Khanna, and
K. Shankar, “Blockchain-assisted secure image transmission and diagno-
sis model on internet of medical things environment,” Pers. Ubiquitous
Comput., vol. 2021, pp. 1-11, Feb. 2021.

P. Vanneste, J. Oramas, T. Verelst, T. Tuytelaars, A. Raes, F. Depaepe,
and W. Van den Noortgate, “Computer vision and human behaviour,
emotion and cognition detection: A use case on Student engagement,”
Mathematics, vol. 9, no. 3, p. 287, Feb. 2021.

E. L. Chuma, L. L. B. Roger, G. G. de Oliveira, Y. Iano, and D. Pajuelo,
“Internet of Things (IoT) privacy—protected, fall-detection system for the
elderly using the radar sensors and deep learning,” in Proc. IEEE Int. Smart
Cities Conf. (ISC), Sep. 2020, pp. 1-4.

1. Mishkhal, “Deep learning with network of wearable sensors for prevent-
ing the risk of falls for older people,” in Proc. IOP Conf. Mater. Sci. Eng.,
2020, pp. 1-12.

69819


http://dx.doi.org/10.1017/exp.2020.3

IEEE Access

M. Almutairi et al.: Detecting Elderly Behaviors Based on Deep Learning for Healthcare

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

Z.Xu, Q. Zhang, W. Li, M. Li, and P. S. F. Yip, “Individualized prediction
of depressive disorder in the elderly: A multitask deep learning approach,”
Int. J. Med. Informat., vol. 132, Dec. 2019, Art. no. 103973.

A. El Kaid, K. Baina, and J. Baina, “Reduce false positive alerts for elderly
person fall video-detection algorithm by convolutional neural network
model,” Proc. Comput. Sci., vol. 148, pp. 2-11, Jan. 2019.

C. Khraief, F. Benzarti, and H. Amiri, ‘“Convolutional neural network
based on dynamic motion and shape variations for elderly fall detection,”
Int. J. Mach. Learn. Comput., vol. 9, no. 6, pp. 814-820, Dec. 2019.

J. Gao, J. Song, and L. Han, “Research on analysis and prediction of elderly
medical satisfaction based on convolutional neural network,” J. Phys.,
Conf., vol. 1944, no. 1, Jun. 2021, Art. no. 012013.

X. Li, T. Pang, W. Liu, and T. Wang, “Fall detection for elderly person
care using convolutional neural networks,” in Proc. 10th Int. Congr. Image
Signal Process., Biomed. Eng. Informat. (CISP-BMEI), Oct. 2017, pp. 1-6.
P. Lee, T.-B. Chen, C.-Y. Wang, S.-Y. Hsu, and C.-H. Liu, “Detection
of postural control in young and elderly adults using deep and machine
learning methods with Joint—Node plots,” Sensors, vol. 21, no. 9, p. 3212,
May 2021.

S.Li, M. Jia, J. L. Kernec, S. Yang, F. Fioranelli, and O. Romain, “Elderly
care: Using deep learning for multi-domain activity classification,” in
Proc. Int. Conf. U.K.-China Emerg. Technol. (UCET), Aug. 2020, pp. 1-4.
J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “ImageNet:
A large-scale hierarchical image database,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., Jun. 2009, pp. 248-255.

C.-T. Chu, H.-K. Chiang, C.-H. Chang, J.-X. Liao, and T.-J. Chang,
“The packet neural network identify and analysis elders fall situation,”
in Proc. 6th Int. Symp. Next Gener. Electron. (ISNE), May 2017, pp. 1-4.
M. Kawakami, S. Toba, K. Fukuda, S. Hori, Y. Abe, and K. Ozaki,
“Application of deep learning to develop a safety confirmation system
for the elderly in a nursing home,” J. Robot. Mechatronics, vol. 29, no. 2,
pp. 338-345, Apr. 2017.

C. Pramerdorfer, R. Planinc, and M. Kampel, “Effective deep-learning-
based depth data analysis on low-power hardware for supporting elderly
care,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. Workshops
(CVPRW), Jun. 2020, pp. 394-395.

G. Bergen, M. R. Stevens, and E. R. Burns, “Falls and fall injuries among
adults aged> 65 years—United States, 2014, Morbidity Mortality Weekly
Rep., vol. 65, no. 37, pp. 993-998, 2016.

W. T. Freeman and C. D. Weissman, ““Television control by hand gestures,”
in Proc. Int. Workshop Autom. Face Gesture Recognit., 1995, pp. 179-183.
F. Noroozi, C. A. Corneanu, D. Kaminska, T. Sapinski, S. Escalera, and
G. Anbarjafari, “Survey on emotional body gesture recognition,” IEEE
Trans. Affect. Comput., vol. 12, no. 2, pp. 505-523, Apr. 2021.

I. Noreen, A. Akbar, and U. Siddiqui, “Al-enabled elderly care robot,”
J. Inf. Commun. Technol. Robotic Appl., vol. 2020, pp. 22-29, Dec. 2020.
D. Ajerla, S. Mahfuz, and F. Zulkernine, ““A real-time patient monitor-
ing framework for fall detection,” Wireless Commun. Mobile Comput.,
vol. 2019, pp. 1-13, Sep. 2019.

G. Di Lazzaro, M. Ricci, M. Al-Wardat, T. Schirinzi, S. Scalise,
F. Giannini, N. B. Mercuri, G. Saggio, and A. Pisani, ‘“Technology-based
objective measures detect subclinical axial signs in untreated, de novo
Parkinson’s disease,” J. Parkinson’s Disease, vol. 10, no. 1, pp. 113-122,
Jan. 2020.

Y. Zhou, R. Romijnders, C. Hansen, J. V. Campen, W. Maetzler,
T. Hortobédgyi, and C. J. C. Lamoth, “The detection of age groups by
dynamic gait outcomes using machine learning approaches,” Sci. Rep.,
vol. 10, no. 1, pp. 1-12, Dec. 2020.

T. Bao, B. N. Klatt, S. L. Whitney, K. H. Sienko, and J. Wiens, “Auto-
matically evaluating balance: A machine learning approach,” IEEE Trans.
Neural Syst. Rehabil. Eng., vol. 27, no. 2, pp. 179-186, Feb. 2019.

J. Niu, Y. Zheng, H. Liu, X. Chen, and L. Ran, “Stumbling prediction
based on plantar pressure distribution,” Work, vol. 64, no. 4, pp. 705-712,
Dec. 2019.

N. Roongbenjawan and A. Siriphorn, “Accuracy of modified 30-s chair-
stand test for predicting falls in older adults,” Ann. Phys. Rehabil. Med.,
vol. 63, no. 4, pp. 309-315, Jul. 2020.

R. De Pinho André, P. H. F. S. Diniz, and H. Fuks, “Bottom-up investi-
gation: Human activity recognition based on feet movement and posture
information,” in Proc. 4th Int. Workshop Sensor-based Activity Recognit.
Interact., Sep. 2017, pp. 1-6.

C. M. el Achkar, C. Lenoble-Hoskovec, A. Paraschiv-Ionescu, K. Major,
C. Biila, and K. Aminian, “Instrumented shoes for activity classification
in the elderly,” Gait Posture, vol. 44, pp. 12-17, Feb. 2016.

69820

(68]

[69]

[70]

(71]

[72]

(73]

(74]

[75]

[76]

(77

(78]

[79]

(80]

(81]

(82]

(83]

(84]

(85]

(86]

(87]

(88]

(89]

M. Zitouni, “Design of a smart sole with advanced fall detection algo-
rithm,” J. Sensor Technol., vol. 9, no. 4, p. 71, 2019.

L. Montanini, A. Del Campo, D. Perla, S. Spinsante, and E. Gambi,
“A footwear-based methodology for fall detection,” IEEE Sensors J.,
vol. 18, no. 3, pp. 1233-1242, Feb. 2018.

J. Light and S. M. C. Chowdhury, “Optimizing pressure sensor array
data for a smart-shoe fall monitoring system,” in Proc. IEEE SENSORS,
Nov. 2015, pp. 1-4.

S. Y. Sim, H. S. Jeon, G. S. Chung, S. K. Kim, S. J. Kwon, W. K. Lee,
and K. S. Park, “Fall detection algorithm for the elderly using acceleration
sensors on the shoes,” in Proc. Annu. Int. Conf. IEEE Eng. Med. Biol. Soc.,
Aug. 2011, pp. 4935-4938.

J. He, Z. Zhang, X. Wang, and S. Yang, “A low power fall sensing technol-
ogy based on FD-CNN,” IEEE Sensors J., vol. 19, no. 13, pp. 5110-5118,
Jul. 2019.

G. Santos, P. Endo, K. Monteiro, E. Rocha, I. Silva, and T. Lynn,
“Accelerometer-based human fall detection using convolutional neural
networks,” Sensors, vol. 19, no. 7, p. 1644, Apr. 2019.

E. Casilari and R. F. Lora-Rivera Garcia-Lagos, ““A wearable fall detection
system using deep learning,” in Proc. Int. Conf. Ind., Eng. Appl. Appl.
Intell. Syst. Cham, Switzerland: Springer, 2019, pp. 445-456.

S. Tokui, “Chainer: A next-generation open source framework for deep
learning,” in Proc. Workshop Mach. Learn. Syst. (LearningSys) 29th Annu.
Conf. Neural Inf. Process. Syst., 2015, pp. 1-6.

K. R. Storrs, B. L. Anderson, and R. W. Fleming, ‘““‘Unsupervised learning
predicts human perception and misperception of gloss,” Nature Hum.
Behav., vol. 10, pp. 1-16, Oct. 2021.

X. Zhu and A. B. Goldberg, “Introduction to semi-supervised learning,”
Synth. Lect. Artif. Intell. Mach. Learn., vol. 3, no. 1, pp. 1-130, 2009.

L. U. Khan, W. Saad, Z. Han, E. Hossain, and C. S. Hong, “Federated
learning for Internet of Things: Recent advances, taxonomy, and open
challenges,” IEEE Commun. Surveys Tuts., vol. 23, no. 3, pp. 1759-1799,
Jun. 2021.

R. Caruana, “Multitask learning,” Mach. Learn., vol. 28, pp.41-75,
Dec. 1997.

R. Ke, A. Bugeau, N. Papadakis, M. Kirkland, P. Schuetz, and
C.-B. Schonlieb, “Multi-task deep learning for image segmentation using
recursive approximation tasks,” IEEE Trans. Image Process., vol. 30,
pp. 3555-3567, 2021.

H. S. Maghdid, “Diagnosing COVID-19 pneumonia from X-ray and CT
images using deep learning and transfer learning algorithms,” in Multi-
modal Image Exploitation and Learning. Cardiff, U.K.: SPIE, 2021.

J. Foreman, A. T. Salim, A. Praveen, D. Fonseka, D. S. W. Ting,
M. Guang He, R. R. A. Bourne, J. Crowston, T. Y. Wong, and M. Dirani,
“Association between digital smart device use and myopia: A system-
atic review and meta-analysis,” Lancet Digit. Health, vol. 3, no. 12,
pp. €806—e818, Dec. 2021.

T. L. Alves, C. Ypma, and J. Visser, “Deriving metric thresholds from
benchmark data,” in Proc. IEEE Int. Conf. Softw. Maintenance, Sep. 2010,
pp. 1-10.

J. M. Abowd and L. Vilhuber, “How protective are synthetic data?” in
Proc. Int. Conf. Privacy Stat. Databases. Cham, Switzerland: Springer,
2008, pp. 239-246.

A. H. Sodhro, M. S. Obaidat, A. Gurtov, N. Zahid, S. Pirbhulal, L. Wang,
and K.-F. Hsiao, “Towards wearable sensing enabled healthcare frame-
work for elderly patients,” in Proc. ICC - IEEE Int. Conf. Commun. (ICC),
Jun. 2020, pp. 1-6.

T. Mauldin, M. Canby, V. Metsis, A. Ngu, and C. Rivera, “SmartFall:
A smartwatch-based fall detection system using deep learning,” Sensors,
vol. 18, no. 10, p. 3363, Oct. 2018.

K. K. Bhardwaj and S. D. K. Banyal Sharma, ““Artificial intelligence based
diagnostics, therapeutics and applications in biomedical engineering and
bioinformatics,” in Internet of Things in Biomedical Engineerin. Amster-
dam, The Netherlands: Elsevier, 2019, pp. 161-187.

S. N. Tran, Q. Zhang, V. Smallbon, and M. Karunanithi, ““Multi-resident
activity monitoring in smart homes: A case study,” in Proc. IEEE Int. Conf.
Pervasive Comput. Commun. Workshops (PerCom Workshops), Mar. 2018,
pp. 698-703.

J. Yu, “A pilot study on a smart home for elders based on continuous in-
home unobtrusive monitoring technology,” Health Environ. Res. Des. J.,
vol. 12, no. 3, pp. 206-219, 2019.

VOLUME 10, 2022



M. Almutairi et al.: Detecting Elderly Behaviors Based on Deep Learning for Healthcare

IEEE Access

[90] S. Sanyal. (2018). How is Al Revolutionizing Elderly Care. Forbes.
Tarihinde. (Feb. 8, 2019). [Online]. Available: https://www. forbes.
com/sites/shourjyasanyal/2018/10/31/how-is-ai-revolutionizing-elderly-
care

[91] T. M. Ibrahim, S. M. Abdulhamid, A. A. Alarood, H. Chiroma,
M. A. Al-garadi, N. Rana, A. N. Muhammad, A. Abubakar, K. Haruna,
and L. A. Gabralla, “Recent advances in mobile touch screen security
authentication methods: A systematic literature review,” Comput. Secur.,
vol. 85, pp. 1-24, Aug. 2019.

[92] W. Meng, D. S. Wong, S. Furnell, and J. Zhou, “Surveying the develop-
ment of biometric user authentication on mobile phones,” IEEE Commun.
Surveys Tuts., vol. 17, no. 3, pp. 1268-1293, 3rd Quart., 2015.

MUBARAK ALMUTAIRI received the B.Sc.
degree in systems engineering from the King Fahd
University of Petroleum and Minerals, Dhahran,
Saudi Arabia, in 1997, the M.Sc. degree in indus-
trial and systems engineering from the University
of Florida, Gainesville, FL, USA, in 2003, and the
Ph.D. degree in systems design engineering from
the University of Waterloo, Waterloo, Canada,
in 2007. From 1997 to 2000, he was an Industrial
Engineer with Saudi Aramco (Saudi Arabia Oil
Company). He is currently the Dean of Hafr Al-Batin Community College,
University of Hafr Al Batin (UHB), Hafr Al Batin, Saudi Arabia. He is
also an Assistant Professor with the Department of Computer Science and
Engineering, UHB. He has edited two books and published 19 journal
articles, conference papers, and book chapters. He was a recipient of three
research grants in the field of ITC. His research interests include decision
analysis, expert systems, risk assessment, information security, fuzzy logic,
deep learning, and mobile government application. He is a Senior Member
of IIE, USA; ASNT, USA; ASEE, USA; and SCE, Saudi Arabia. He served
as a member of the KFUPM Board, from 2011 to 2015. He has been serving
as a member of the UOHB Board, since 2015. He was a recipient of the
Distinguished Teaching Award from the University of Waterloo, in 2007.

LUBNA A. GABRALLA received the B.Sc. and
M.Sc. degrees in computer science from the Uni-
versity of Khartoum, Khartoum, Sudan, and the
Ph.D. degree in computer science from the Sudan
University of Science and Technology, Khartoum.
She is currently an Assistant Professor with the
Department of Computer Science and Informa-
tion Technology, Princess Nourah Bint Abdul-
rahman University, Saudi Arabia. Her current
. research interests include artificial neural net-
works, machine learning, and data mining. She became a Senior Fellow
(SFHEA), in 2021.

VOLUME 10, 2022

SAIDU ABUBAKAR received the B.Tech. and
M.Sc. degrees in computer science. He is currently
pursuing the Ph.D. degree in computer science
with Abubakar Tafawa Balewa University, Bauchi,
Nigeria. His research interest includes artificial
intelligence/machine learning.

HARUNA CHIROMA received the B.Tech.
degree in computer science and artificial intelli-
gence from Abubakar Tafawa Balewa University,
Bauchi, Nigeria, the M.Sc. degree in computer
science and artificial intelligence from Bayero
University Kano, and the Ph.D. degree in com-
puter science and artificial intelligence from the
University of Malaya. He is currently an Assistant
Professor at the College of Computer Science

“¢ and Engineering, University of Hafr Al Batin,
Saudi Arabia. Also, as a teacher he has a special interest in technology
enhanced learning. He has published over 120 academic articles relevant to
his research interest in different venues, including IST WoS/Scopus indexed
journals such as but not limited to Artificial Intelligence Review (Springer),
Neural Network World, Neural Computing and Applications (Springer),
Journal of Ambient Intelligence and Humanized Computing (Springer), The
Journal of Supercomputing (Springer), Applied Soft Computing (Elsevier),
and Intelligent Automation and Soft Computing (Taylor & Francis). He has
been an external examiner for M.Sc. and Ph.D. for universities. He is
supervising 15 M.Sc. students and three Ph.D students. He graduated seven
M.Sc. and two Ph.D. students at Abubakar Tafawa Balewa University. His
research interests include machine learning, neural networks with emphasis
on deep learning, nature inspired algorithms and their applications in Internet
of Vehicles, self-driving vehicles, big data analytics, emerging cloud com-
puting architecture, natural language processing, computer vision, and the
IoT. He is an Associate Editor of IEEE Acckss, Q1, Impact Factor 4.09,
(ISI WoS/Scopus Indexed), and Telecommunication, Computing, Electron-
ics and Control Journal (TELKOMNIKA) (Scopus Indexed), an Editorial
Board Member of Recent advances in Computer Science and Commu-
nications (Scopus Indexed), a Guest Editor of Mathematical Problems
in Engineering (ISI/Scopus indexed) and BioMed Research International
(ISI/Scopus indexed), and an editor of three edited books published by
Springer Berlin Heidelberg. He is an Invited Reviewer for over 30 ISI
‘WoS indexed journals, such as Applied Soft Computing (Elsevier), Artificial
Intelligence Review (Springer), Knowledge-Based System (Elsevier), Inter-
national Journal of Bio-Inspired Computation (Inderscience), and Neural
Computing and Applications (Springer). He has served in different capacities
in more than 30 international conferences, workshops, and symposiums.
He was invited by QS world universities ranking to evaluate research strength
of universities in computer science, in 2017, 2018, and 2019.

69821



