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ABSTRACT Digital Twins represent a powerful tool for transforming production and logistics towards
Industry 4.0. They mirror physical assets in the digital world, enriching them with additional capabilities
and features such as decision-making or lifecycle management. Due to the diverse possibilities associated
with the Digital Twin, their design and implementation are also wide-ranging. This paper aims to contribute
to the formalization and standardization of the description of Digital Twins. It presents a method for
evaluating them through their lifecycle, from design to operation. The paper is based on an overview of
their potential functionalities and properties with ranked stages of development. This method allows for an
application-specific evaluation of Digital Twins and describes how they can be improved to suit the appli-
cation better. The maturity model development follows the procedure for developing maturity models for IT
management. Relevant capabilities and features were identified with a systematic literature review following
the PRISMA guidelines. The results of this review were ranked and categorized and constitute the core of the
maturity model, which was validated on five use-cases from different domains in production and logistics.
The maturity model assesses Digita Twins in seven categories (context, data, computing capabilities, model,
integration, control, human-machine interface) with 31 ranked characteristics. It evaluates existing solutions
for potential improvements for a given application or the transfer to a new use-case. The resulting method
and a supplementary web service present a generalized model for the evaluation of Digital Twins. Based on
a description of a potential application, this is the first step towards a systematic evaluation, improving the
structured development of such applications.

INDEX TERMS Digital twin, maturity model, characteristics, dimensions, literature review, use cases,
product development, systematization, digital twin application.

ACRONYMS
DT Digital Twin
MM Maturity Model
UC Use Case

I. INTRODUCTION
Digital transformation is one of the major challenges of our
time [1]. Companies and other organizations are searching
for new ways to improve their processes using information
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technology [2]. In production and logistics, relevant concepts
include the Internet of Things, Industrial Internet, Indus-
try 4.0, and finally, the concept of Digital Twin (DT). Apart
from the definition of DTs itself, the question of DT devel-
opment and use is of rising importance [3]. This article deals
with the assessment of DTs by use of a maturity model (MM)
approach in order to show technological options for DT devel-
opments in relation to individual premises. Thereby, we focus
on the area of production and logistics. It remains unclear
to many planners and operators of production and logistics
systems, how a DT can be used in their business and how
a DT should/could be like. This article is not a guideline
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for the creation of DTs but helps to set the technological
DT option in relation to individual premises of planners and
operators. It should help to distinguish between good and bad
DTs, respectively, efficient and not efficient DTs. MMs have
been around for almost 25 years and help to assess processes
as well as organisations and other systems. The idea of this
article is to use/develop such aMM in order to support short-,
middle- and long-term strategies of DT development.

A MM is an instrument that assesses specific domains
against a norm [4]. It helps to identify technological or orga-
nizational potentials to improve desired outcomes. A MM
also enables comparisons with other companies or business
units [5]. In general, we determine that the DT development
and use is a process of continuous improvement. The require-
ments and objectives, as well as the dynamic of the physical
world, are so complex and dynamic that the DT development
is an ongoing process. This means that the DT has to be
evolved in different stages in order to realise its full capability
for different tasks/requirements again and again. From the
view of effectiveness, the DT should be not more complex
than required. This is also different from processing MMs
with their clearly defined stages because they have lower
investment costs than DT implementations. The organisa-
tion of a high maturity process costs not much more but is
more effective than a low maturity process. In the technical
DT world, the calculation of return on investment is much
more complex, but nevertheless, it is necessary to assess the
DT capability against a norm.

As follows, we have a look at existing MMs, which have
relations to industry 4.0 and DTs. [6] presented a contribution
for Data-Driven Manufacturing aiming at a Self-Optimizing
Factory. It presents a six-level approach, defining DT as
the fifth of six levels. With respect to DTs, they highlight
that this concept is still under development but represents
the way to decentralised self-control of assets on the shop
floor. Another perspective is given by [7], describing DTs as
part of product lifecycle aspects related to complex products.
They define DTs as a specific maturity level of Industry 4.0
with well-defined capabilities. Widening the scope to Indus-
try 4.0 research, many maturity models were developed,
and there is still ongoing research for different industries
with different perspectives and levels of detail. [8] found
in their literature review more than 20 different MMs and
frameworks were developed by academics and practition-
ers. The first ideas of DT assessments can be found in [9],
presenting an implementation procedure of digital with four
steps (external inspiration, inhouse impact analysis, shortlist-
ing & assessment, and prototyping & implementation). The
steps impact analysis and shortlisting & assessment point
toward a maturity assessment but are not described in detail.
Other literature reviews of Industry 4.0 MMs can be found
in [10], [11].

We identified four frameworks for the evaluation of DTs,
two academic and two evaluation frameworks from practi-
tioners. [12] present their academic MM of DTs by defin-
ing four performance levels/stages and four dimensions.

The stages are Pre-Digital Twin, DT, Adaptive DT and
Intelligent DT with the dimensions (physical twin existence,
data acquisition, machine learning of operator preferences
and machine learning of system/environment). The Intelli-
gent DT is the final stage and presents a virtual system
model of the physical twin with an adaptive user interface
and reinforcement learning capabilities. [13] introduces a
DT Feature Framework, which presents an analysis method
for DTs (Feature-based Digital Twin Analysis - FEDA)
based on ten different categories of technical functionalities
(DT features), namely data link, coupling, identifier, secu-
rity, data storage, user interface, simulation model, analysis,
artificial intelligence, and computation. The analysis method
allows a weighting of the individual features and the calcu-
lation of a holistic score for evaluated DTs. However, the
characteristics of the DT features, as well as their gradation,
are not specified and are left up to the user.

From a practical perspective, the MM of [14] has the
dimensions of autonomy, intelligence, learning, and fidelity,
which are very oriented towards cognitive capabilities. Based
on these four dimensions, five performance levels are defined
and some specifications for the application in smart-city envi-
ronments are given. The evaluation framework by [15] is built
around an online questionnaire. It presents different classifi-
cations in the seven categories of organizational goal setting,
purpose, measurement, communication, data quality, agility
and speed, and automation. The system does not provide a
score but gives a first idea of such a service in the field of
business analytics. In summary, there is no detailed MMwith
rateable and evaluable dimensions for the assessment of DTs
in the area of production and logistics.

The paper is structured as follows. This Section I analysed
the application ofMMs in the field of Industry 4.0 in common
and in the field of DTs in special. We describe the research
methodology of this article in Section II, while an extensive
literature review of DT dimensions is shown in Section III.
In Section IV, the proposed Digital Twin Maturity Model
(DT MM) is created, whereby the previously analysed DT
dimensions of the literature review are extended by own
findings. The evaluation of the MM is done in Section V
by assessing five different use cases (UCs). Section VI is
about the discussion of the results and Section VII gives a
conclusion and some outlook to further research.

II. RESEARCH METHODOLOGY
This section describes the research concept for the develop-
ment of the Digital Twin Maturity Model.

A. MATURITY MODEL DEVELOPMENT
We followed the process of MM development, which is
presented by [16] and shown in Table 1. This two-phase
procedure includes four development and three deployment
steps:

In the introduction section, we presented steps ‘‘(1) - Prob-
lem definition’’ and ‘‘(2) - Comparison of existing matu-
rity models’’, in which we state the necessity of evaluating
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TABLE 1. Development steps of a MM as presented by [16].

the DT and the lack of existing MMs for this topic.
In step ‘‘(3) - Determine the development strategy’’ we
defined developing a completely new MM, but we would
use a literature review on the DT functionalities to have a
systematic procedure for deriving the dimensions and their
properties of the model (see section II-B). So we did this
before the core development phase ‘‘(4) - Iterative maturity
model development’’ began.
In ‘‘(4a) - Selecting the Design Level’’ we assumed that

we would have hierarchical levels of maturity, such as the
Business Process Maturity Model (BPMM). Additionally,
we assumed to have some DT functions, which require no
previous maturity levels and we assumed to have some con-
text categories that would not have any impact on thematurity
level. To evaluate the maturity level, we would implement a
scoring system, which helps the user derive actions from it.
In ‘‘(4b) - Selecting the approach’’ we started by using the
Collective Notebook method as a creativity technique [17].
The collective notebook is a creativity technique in which
individual participants independently generate ideas about a
given problem and record them on their whiteboards. The
ideas of all participants are then brought together on a new
whiteboard and further developed in a group session.We used
this in ‘‘(4c) - Designing the model section’’ to get a first draft
of the MM cluster, its parameters, and its scoring. With this
draft, we began the process of balancing the MM. This means
comparing the score of each parameter with other parameters,
as well as the maximum score of the clusters. This was an
iterative discussion process of the authors, which took a lot of
time. The next step ‘‘(4d) - Testing the result’’ was performed
by the authors, where we evaluated five different DT UCs to
get a better understanding of the balancing and scoring aswell
as the evaluation and analysis possibilities/techniques. Based
on the results of this test, we revised the MM and started the
implementation phase.

In ‘‘(5) - Concept of Transfer and Evaluation’’ we decided
to start with an academic transfer through publication in
parallel to further practice DT assessments. The size of the

MM brought us to ‘‘(6) - Implementation of Transfer Media’’,
where we decided to develop an online tool for using ourMM,
which leads directly to ‘‘(7) - Evaluation’’. We invite every
reader to use the tool1 and thus contribute to the improvement
of the underlying MM.

B. SYSTEMATIC LITERATURE REVIEW (SLR)
Research on DTs is very dynamic and efforts in finding a
shared understanding of their concept have raised signifi-
cantly over the last years. While the majority of DT-related
publications focus on concepts and applications in a specific
application domain, several publications already address a
more comprehensive definition of the DT and its conceptual
background based on or influenced by literature reviews.

With this systematic review, we aim to provide an
overview of the different approaches and their findings of
domain-independent analyses of DT-concepts. Therefore,
we systematically analysed literature reviews focusing on
holistic systematizations of the DT-concept.

We follow the PRISMA (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses) statement, which
was initially developed for Meta-Analyses and Systematic
Reviews in the healthcare sector, to minimise bias and pro-
vide reliable and repeatable findings in this review [18].
Fig. 1 summarises our paper selection procedure based on the
PRISMA methodology.

FIGURE 1. Literature selection, based on PRISMA methodology.

Depending on the database, we had to conduct minor
search string adoptions to ensure compatibility with the
search engine. Searched databases and respective search
strings are specified in Table 2.

This review includes book chapters, journal and conference
articles published from 2003 to 10/2021. As a preliminary

1The tool is available at https://dt-maturity.eu.
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TABLE 2. Searched databases and search strings.

result we found 1919 papers. In the first step, non-accessible
results and duplicates were excluded from further investiga-
tion. We evaluated the eligibility of the remaining articles in
relevance to the research topic by studying the title, abstract
and additionally the introduction of every paper. Based on our
research objective, we determined the following exclusion
criteria:

1) The term ‘‘Digital Twin’’ has to be an integral part of
the title.

2) A review of DT-related literature has to be mentioned
as a fundamental part of the work in either the title or
the abstract. We introduced this criterion to increase
the validity of the results and, in particular, to identify
systematization approaches gathered from a broader lit-
erature base. Therefore, we only use literature reviews
that have developed systematizations based on obser-
vations of DTs. We therefore only consider a literature
review if the authors have derived these aspects from
DT applications. Thus, we want to ensure that the
criteria have already proven to be useful and applicable.

To complete the set of literature, we conducted a backward
search by screening the references of the relevant articles
and added seven additional publications to our database.
Ultimately, 73 papers were incorporated into the following
systematic review analysis. However, the literature landscape
around DTs has gained a lot of momentum in recent years,
so we had to divide our analysis into two parts. The quantita-
tive analysis below takes into account all published papers up
to 12/2021. For the subsequent qualitative analysis and syn-
thesis of the relevant dimensions, however, we were only able
to consider publications up to 12/2020 in order to generate a
coherent result.

III. SYSTEMATIC LITERATURE REVIEW - BACKGROUND
This section describes the findings of the systematic lit-
erature review. It summarises different definitions for DTs
in section III-B and the most relevant findings in the
form of classification dimensions in section III-C. Addition-
ally, it also demonstrates the validity of those findings by

providing a general overview of available literature reviews
for DTs in the following section III-A.

A. QUANTITATIVE FINDINGS
It was not until 2015 that we found the first paper that
reviewed DTs. Efforts in reviewing DT publications have
significantly increased since then. Publications focused on
systematizing the DT concept and providing a consistent
view of its limitations and challenges have reached fif-
teen papers per year in 2019 and count twenty-eight until
October 2021 (Fig. 2).

FIGURE 2. Publication types of DT reviews between 2002 and
October 2021, no reviews until 2015.

Fig. 3 shows an increase in the average number of reviewed
publications per review throughout the last five years. While
the number of analysed papers in journal-published reviews
has continuously increased (with an outlier of a mean of
181 references in 2020) from a mean of 51 referenced papers
in 2017 to an average of 105 referenced publications in 2021
until October, citations in conference papers show no recog-
nizable trend throughout the last years, with an average of
41 (2018), 37 (2019), 46 (2020) and 37 (2021) citations per
publication in the last four years. These values may indicate
that the scope and quality of the literature reviews in journal
articles have risen in step with the availability of DT-related
literature throughout the last years.

FIGURE 3. Mean number of references reviewed per publication.

B. DIGITAL TWIN DEFINITIONS
Besides conceptual reflections, recent contributions have
become more application-oriented, but theoretical considera-
tions remain prominent. This is mainly caused by the fact that
the scientific description of the DT is still incomplete [19].
This, together with the very high interest in the DT in industry
and research, has led to the concept becoming the subject
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of repeated hype and confusion. The confusion stems from
the fact that due to a lack of standardisation and sometimes
vague definitions, many misconceptions about DTs and sim-
ilar concepts and applications have sometimes been wrongly
titled ‘‘digital twin’’ [20]. The list below illustrates that
many authors use different definitions for the DT, depend-
ing on their research domain and their associated goals and
approaches. The earliest citeable description from Glaessgen
is frequently referenced in the literature [21]. Another well-
recognised definition originates from CIRP, which integrates
the service perspective of products into the concept and
emphasises its lifecycle-wide applicability [22]. Despite dif-
ferent reference systems, many definitions differ in the con-
cretization of conceptual elements. Some authors emphasise
a near real-time synchronization between physical and virtual
twin [23]. In contrast, others state that the design of the DT
elements has to be suitable for their intended purpose [24].

The following dimensions have been chosen to illustrate
the wide range of possible interpretations of the DT concept.
They also correspond to the distribution of the identified
publications on DTs across the different application areas
(refer to section III-C2), even though we could not fully
represent all domains here.

1) AEROSPACE
‘‘A Digital Twin is an integrated multiphysics, multiscale,
probabilistic simulation of an as-built vehicle or system that
uses the best available physical models, sensor updates, fleet
history, etc., to mirror the life of its corresponding flying
twin.’’ [21]

2) CROSS-DOMAIN
‘‘The DT is not one complete model of the physical product,
but a set of linked operation data artefacts and simulation
models, which are of suitable granularity for their intended
purpose and evolve throughout the product life-cycle.’’ [24]

3) MANUFACTURING
‘‘A digital twin is a computerised model of a physical device
or system that represents all functional features and links
with the working elements. A digital twin is more than a
virtual computer system for simulation study. It provides
the operation status, insights, outcomes, and knowledge that
are associated with the proper functions of the physical
system.’’ [25]

4) MANUFACTURING
‘‘A digital twin is a high-fidelity representation of the opera-
tional dynamics of its physical counterpart, enabled by near
real-time synchronization between the cyberspace and phys-
ical space.’’ [26]

5) MANUFACTURING
‘‘Digital Twin is a digital representation of an active
unique product (real device, object, machine, service or
intangible asset) or unique product service system that

comprises its selected characteristics, properties, conditions
and behaviours by means of models, information and data
within a single or even across multiple lifecycle phases.’’ [22]

6) MARITIME
‘‘A digital twin is a digital replica of a real-world ’’thing’’.
Operational dynamics are critical elements of a digital twin
because a twin’s behaviour is based on near real-time data
coming from the actual physical counterpart.’’ [23]

The multitude of definitions has also led to a collection
of related concepts, such as Virtual Twin, Digital Shadow,
Digital Model, Digital Simulation, which are sometimes used
synonymously [20]. However, due to space limitations, we do
not intend to discuss the differences further since the focus in
our MM is on identifying overarching classification dimen-
sions. We are aware that a deeper discussion can be made in
future works.

C. CLASSIFICATION DIMENSIONS OF DIGITAL TWINS
Reviews that focus on the concept of DTs mostly aim at
providing a reference model for it. These reference mod-
els oftentimes systematise DTs using several dimensions.
We analysed the selected articles with respect to such classifi-
cation dimensions. Fig. 4 presents the listing of all identified
dimensions. In total, we identified 103 different concepts in
the literature reviews to distinguish DTs. Since authors often
use different expressions for similar ideas, we have further
explored these concepts with the aim of finding equivalent
perceptions. After deleting the same concepts and grouping
similar ones together, we finally arrived at 31 dimensions.
Of these, three did not make it into our selection in Section IV
because they did not allow for a meaningful subdivision of
expressions (Data Security, Service Effectiveness, Product
Identification).

In the following, we describe the above dimensions based
on the common denominator of the different perceptions of
the various authors. However, since a very long list has been
compiled, these extensive descriptions are limited to those
dimensions that appear in at least five review papers. In addi-
tion, an explanation of the usage of the dimensions in theMM,
including possible characteristics of each dimension, is given.
This leads to 15 dimensions derived from scientific literature
and described in detail hereinafter. The other dimensions are
briefly depicted in the respective Section III-C16.

1) BENEFITS
DTs can provide benefits from different perspectives. Twelve
authors distinguish DTs by evaluating the value the DT
provides to its user or owner. Finding common ground for
this dimension is difficult, as there are various approaches
to cluster benefits and some of the identified distinctions
are ambiguous. We distinguish systematization by asking
How and Where the DT generates the benefits. For this
dimension, we focus on How a DT creates value and
cover theWhere-perspective in the Classification Dimensions
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FIGURE 4. Reviews on DT-related literature often use or define
systemizations of DTs in the form of classification dimensions.
1 Interorganizational integration & collaboration.

‘‘Application Domain’’ (above) and ‘‘Tangible Product Life-
cycle Phases’’ below.

The analysed documents use different names to address
the generated benefits, e.g., Objectives, Purpose or some-
times Service Scope. In general, different services or product-
related processes can benefit from new (combinations of) data
DTs supply. [19] synthesised a detailed list of service results
that lead to perceived benefits of DTs, e.g., reduced cost,
risk, or design time, but also improved after-sales service,
maintenance decision-making or safety and security. Several
authors created a more generic classification by subdividing
the purposes of DT services, e.g., monitoring and visualiza-
tion, simulations and predictions, decision support, or control
purposes [23], [27]–[29]. Barth et al. further distinguished
that established services can be either enhanced by improving
their availability, performance or quality [30].

Comprising these different approaches, some authors state
that DTs create benefits by either enhancing established ser-
vices, e.g., improving their efficiency or enabling fully new
services and value-adding opportunities [28], [30], [31].

2) APPLICATION DOMAIN
The majority of literature reviews on DTs provide an
overview of DT applications in a specific domain or focus

on a spectrum of tasks. As the covered research domains
of the analysed literature reviews vary, we often found dif-
ferent expressions and taxonomies for similar tasks. In this
publication, we cluster the reviewed DT-applications by their
application domain.

We distinguish ten different application domains for DTs
across the analysed literature reviews (see Table 3). Foremost
expressed domains are industrial settings, e.g., DTs in the
context of manufacturing (shown in 22 literature reviews) or
the aerospace sector (11). Automotive and Maritime Indus-
tries (including Wind, Shipping, and Oil & Gas) are still
prominent, with six and five reviews, respectively. However,
the adoption diversifies and Smart Product or Healthcare-
related tasks are identified as notable application domains in
five literature reviews already. More recent literature reviews
also mention Agriculture, Smart Cities, Energy, Mining,
Logistics and Education as promising application domains
but are yet underrepresented.

TABLE 3. Identified application domains in DT literature reviews.

3) TANGIBLE PRODUCT LIFECYCLE PHASES
Albeit with different terminology, the vast majority of lit-
erature reviews analysed DTs from a lifecycle perspective.
Therefore, we also consider the lifecycle as a core theme
for DTs. This is in line with the initial concept of the DT
being a new basis for product lifecyclemanagement [50]. [51]
considers the DT as an entity that accompanies the product
throughout its entire cycle and continuously accumulates data
and makes it available for future use. A small number of
papers indicate that DTs exist for specific UCs along with
multiple lifecycle phases of the product [52]. However, most
DTs only affect specific lifecycle stages [19]. The most fre-
quent lifecycle perspective was the Product Lifecycle [22],
[33], [45], [49], but overlapping lifecycle approaches, e.g. the
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Production Lifecycle, the Internet of Things (IoT) Lifecycle,
or the Complex Technical System Lifecycle, have also been
discussed [32].

Since DT applications stretch across various domains
(e.g., products, services), we chose an abstract description of
the lifecycle stages to equally cover different domains, only
distinguishing between the fundamental stages, i.e. beginning
of life, mid of life, and end of life [53].

4) CONNECTION MODE
Nine literature reviews distinguish DT related applications
with regards to the integration of the physical and the vir-
tual world. Throughout most analysed literature reviews,
it was a consistent view that the design of DTs requires
a bi-directional connection, consisting of a means for
communication in both ways, ‘‘physical to virtual’’ and
‘‘virtual to physical’’. Even though a virtual-to-physical
link is not necessary to technically create a DT in the
form of a ‘‘twinned’’ virtual model, this design paradigm
is not considered to be useful, as the benefits of this
approach are unclear and a conceptual differentiation
from traditional multi-physics simulation and modelling
approaches would be difficult [19]. The most referenced
systematization is the distinction by Kritzinger [3].
Four publications followed their proposal to distinguish
between fully manual, semi-automatic, and fully auto-
matic data and information exchange [20], [22], [40], [52].
However, it is still controversial if a DT has to have a fully
automatic information exchange in both directions. While
some authors identified a seamless connection and contin-
uous bi-directional data exchange as a central characteristic
of DTs [20], [35], others interpret Kritzingers distinction as
a means to differentiate certain design patterns of DTs [40],
[52], [54]. We believe that a bidirectional connection should
not be a prerequisite for labelling a concept a DT. However,
we would like to use this criterion to further distinguish DTs
and therefore adopt Kritzinger’s characteristics for our MM.

5) MODULARITY (SYSTEM LEVEL)
A frequently seen type of subdivision is the systemati-
zation according to hierarchically arranged system levels.
A common order uses three system levels, in particular a
‘‘Unit’’, a ‘‘System’’ and a ‘‘System of Systems’’ level [30],
[52], [55]. Industrial companies adopted this approach
using more manufacturing-related terms, e.g., ‘‘Equipment’’,
‘‘Plant’’ [29] or even ‘‘Process’’ [37]. Authors assign
different constituting parts and functionalities to DTs of dif-
ferent system levels. Some unit level DTs aim to provide sta-
tus information and supply high-fidelity visual simulations,
whereas system level DTs can additionally make and execute
decisions [55]. A clear distinction between different system
levels however is difficult, as it is not always clear when
something should be considered a ‘‘Unit’’, i.e. an integral
part of a larger system or a closed system itself [56]. Current
trends, such as the increasing integration of information and
communication technologies or mechatronic systems, lead to

steadily increasing complexities in technical systems [57],
[58]. Industrial initiatives, such as Industry 4.0 or the Internet
of Things, reinforce the trend as they create additional het-
erogeneity (of the different connected systems among each
other) and a higher degree of interactions (due to intercon-
nections between different actors) in technical systems.

As the capabilities of a DT may be useful for differ-
ent layers, e.g., higher system level DTs using aggregated
data of lower system levels, the different system levels
cannot always be seen as independent ecosystems [30].
Therefore, an interesting feature of a DT solution is its capa-
bility to traverse different system levels. Whether a DT is
capable of integrating several system levels depends on its
design, particularly the overall software architecture. Accord-
ingly, we distinguish between three different DT software
architectures

• Unit: DTs with monolithic software architecture, suit-
able for low complexity systems.

• System: DTs that mirror systems with several interact-
ing, constituting parts of lower complexity might be
suitable for modular software architectures.

• System of Systems: DTs for a system of systems
with a high number of dependencies could benefit
from microservice-oriented software architectures with
a set of smaller, interconnected modules and services.
We consider this especially for DTs that operate and
link to multi-technology domains and agile environ-
ments. Just as its physical counterpart, a DT can be built
based on several software modules that provide special
functionalities on a certain level but can also interact
and be integrated into an aggregated parent twin. The
backbone of microservice-oriented DTs are libraries of
DT-related data and models that can be used by different
DT applications (services).

6) MODEL AUTHENTICITY
Often used terms to describe the ability of the DT to conform
to its physical twin areFidelity [19], [54],DigitalModel Rich-
ness [22], or Completeness [27]. We use Authenticity, as it,
similarly to the DT-concept, focuses on the characteristics
of the original and model [59]. Authenticity describes how
conform the DT (the model) is compared to the real product
(original). Several factors can play a role in describing this
dimension. Many of the dimensions described in Chapter 3.3
add to the description of the Authenticity of a DT, e.g. the
capability to represent status changes of the original with
higher frequency (Update Frequency). However, we would
like to bring other aspects to the fore with this dimension.
Our interpretation is not focused on a spatial grid resolution,
as spatial information is not essential for all DTs.

To describe different levels of Authenticity, we adapted
the systematics of resolution proposed by [60] and focus on
different subsets of parameters that the DT is able to mirror.
Fig. 5 shows three relevant aspects of DT Authenticity that we
consider to describe this dimension.
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FIGURE 5. Three aspects of the authenticity of DTs.

1. A DT may be more authentic as it covers more fine-
grained entity models (the DT provides models for
components instead of just for the whole system). For
the maturity rating, it is therefore beneficial if the DT
can be detailed or aggregated by including or summa-
rizing sub-assets of arbitrary detail level (Fig. 5 (1)).

2. Furthermore, DTs that encompass the same number
of entities may have different levels of Authenticity,
as they describe these entities with a richer set of
features (Fig. 5 (2)). We therefore also grade a DT’s
Authenticity, based on the number of features it is
capable of mirroring from its physical counterpart, i.e.
the capability to only simulate the kinematics vs. the
capability to simulate both kinematics and aerodynam-
ics of the counterpart. These features can be of different
kinds, as e.g. product master data, product features
(i.e. regarding product design or product state), descrip-
tions of products capabilities and behaviours, process
parameters, etc. More features lead to a higher maturity
rating of the DT.

3. Finally, DTs with the same entity granularity and fea-
ture granularity may differ because one DT may be
better in capturing the dependencies that may exist
between those (Fig. 5 (3)). In practice, we often see that
distinct model packages focus to represent one features
of a system, i.e. a computer-aided designmodel mimics
the geometric features. In this MM we therefore con-
sider DTs to be more authentic if they have the capa-
bility to integrate and link features of different entities

that may originate from different (source) information
systems.

7) LEVELS OF AUTONOMY
Autonomy generally describes a state of ‘‘Freedom
from external control or influence; independence.’’ [61].
Autonomous DTs need to react to changes in their environ-
ment and need the ability to act proactively to pursue their
objectives. Hence, autonomous DTs have to fulfil several
preconditions, e.g.,

1) the capability to receive and process information about
their environment,

2) a bi-directionally link their physical and (decision-
making) virtual worlds and

3) that they ‘‘contain [. . . ] a predictive model of itself
and/or its environment, which allows it to change
state at an instant in accord with the model’s predic-
tions [. . . ].’’ [62].

Hence this dimension is highly dependent on other DT
dimensions, in particular on the degree of an automated
bi-directional data flow (Connection Mode), a DTs Look-
Ahead capability (Model Look-Ahead Perspective), and its
Learning Capabilities.

Interlinks to these dimensions can also be found in six
literature reviews that used different grades of autonomy
to cluster their studied domain. Purpose, Level of Smart-
ness, and Cyber-Physical Sytem (CPS) Intelligence are terms
authors used to describe this dimension. Generally, DTs
can be divided into those with and without autonomous
features [13].

DTs without any autonomy features need external triggers
to take action. These triggers have to be activated by humans
or external technical systems in a direct [22] or indirect
manner (e.g., via predefined thresholds, [30]). [52] and [23]
used different grades of automation to further distinguish
non-autonomous DTs by assigning increments of tasks that
are needed to prepare a certain action implementation to
DT capabilities.

DTs with autonomous features can show different grades
of autonomy. Following an elaborated taxonomy for auton-
omy for on-road vehicles [63], we distinguish five different
levels of autonomy:

1) DTs can assist the user without interfering in the
controls of the physical counterpart (Level 1 – User
Assistance).

2) The DT can execute autonomous decisions for just a
fraction of the DT functionalities (Level 2 - Partial
Autonomy) or

3) limited to certain conditions (Level 3 – Conditional
Autonomy).

4) Beyond that, DTs can be fully autonomous, in a
way that the virtual representation, independently from
external control inputs, decides and controls its own
executive elements with full or limited (Level 4 – High
Autonomy) or
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5) limited (Level 5 – Full Autonomy) possibilities for the
user to intervene.

8) DIGITAL MODEL TYPES (PRODUCT MODELS,
MANUFACTURING INFORMATION MODELS,
SIMULATION TYPES)
The dimension Digital Model Types describes how the char-
acteristics of the DT are modelled. DTs may encompass mul-
tiple models of different types [45]. Options are conceptual
models, physics-based models and machine-learning based
models. We are also introducing an option for hybrid models
based on the hybrid analysis and modelling approach by [42],
which combines the interpretability, robust foundation and
understanding of physics-based modelling approaches with
the accuracy and efficiency of advanced data-driven machine
learning and artificial intelligence algorithms. We have found
these criteria, together with the ‘‘Modelled Characteristics’’,
in both authors [45] and [23]. For the MM, we have separated
the two aspects as they represent two different distinguishing
characteristics. Models can also be analysed through simula-
tion, making them simulation models [64]. For each model,
the MM allows describing if they are used in simulations or
not. Models used in simulations comprise some additional
properties. [65] developed a taxonomy to distinguish simu-
lations in DTs based on several dimensions. We adapt this
subdivision, which can also be found in further literature
on simulations [66] and similar ideas as well in DT litera-
ture [22]. According to this, simulations are characterised by
whether a time component is represented or not (simulations
can be static or dynamic), whether the simulation calculates
with probabilities or not (a simulation is deterministic or
stochastic) and whether the processed values in the simula-
tion are discrete (values within a finite range) or continuous
(values within an infinite range).

9) MODELLED CHARACTERISTICS (PRODUCT MODELS,
MANUFACTURING INFORMATION MODELS)
Two authors distinguished DTs according to which char-
acteristics of the reference object are modelled within a
DT. [45] names among others 3D geometric models, multi-
physics models or manufacturing models (mock-ups). [23]
names several alternative ‘‘manufacturing information mod-
els’’, as e.g. FactoryDesign or Behaviour. However, they have
not identified these characteristics as a single distinguishing
criterion but rather mention these characteristics together
with various model types (see below). In the MM, we dis-
tinguish between geometry-kinematics or control-, sensor-,
(multi-)physical- or production system-behaviour.

10) DT INTERACTION (INTERACTION AND
COLLABORATION)
[33] stated that DTs need to interact with each other

to solve complex problems. He named three different
kinds of interaction and collaboration between the phys-
ical and the virtual representation. In this dimension,
we only focus on what Tao called the ‘‘virtual - virtual’’

connection, the connection between different DTs. The sim-
plest case is a single, standalone DT that is not connected
and integrated with other DTs. More complex is a System of
DTs which are connected. The next level is the collaboration
between different DTs, each with an individual goal. The
highest-ranked version is a system of DTs with a common
goal for all.

11) DT CREATION APPROACH (CREATION TIME)
In their review, [27] introduced the distinguishing criterion of
the Creation Time of a DT, in which they assigned DTs either
to a ‘‘before’’ or ‘‘after’’ physical twin creation. We follow
this idea and add the dimension DT Creation Approach to
our MM. Users can indicate whether their DT was designed
after its counterpart (‘‘Retrofitted-DT ’’) or whether it was
designed together with the product and always planned as an
integral part of it from the beginning (‘‘Design-for-DT’’).

12) UPDATE FREQUENCY AND COMPUTING CAPABILITY
DTs can have different levels of capabilities to process the
incoming information and provide an output that can be used
by either their physical counterpart or a user. The processing
time between physical and virtual entities is a part of the so-
called ‘‘Twinning’’ process, which [19] defines as the ‘‘act
of synchronization between the two entities’’. The Twinning
process begins when a state change of either the physical or
virtual entity is detected and transmitted to its counterpart.
The counterpart processes this information to update its own
state. The frequency in which the DT is capable of performing
this process defines how often the DT is updated. Authors
describe this feature as ‘‘Twinning Rate’’ [19] or ‘‘Update
Frequency’’ [67]. Higher Update Frequencies lead to more
authenticDTs, as the virtual counterpart can encompass more
timely information and therefore constitutes a more accurate
mirror of the physical entity.

The Twinning Process is strongly affected by the DTs
Computing Capability, which influences the speed at which
processes of the virtual counterpart can be performed.
Besides the speed of the updating of the virtual counterpart,
the Computation Capability also affects the computation of
downstream applications, e.g., forecasting or visualization for
user interfaces [13]. The Computation Capability, therefore,
determines the overall response time of the DT and how
time-sensitive data processing can be performed [23].

13) DATA SOURCES
Data is a key component of DTs. Considering the DT as a
central access point for entity-related data, a high variety of
data sources may contribute to the DT-specific data pool.
The different data sources can provide data with different
levels of structure. Structured data is characterised by a
high degree of organization, clarity, and consistency. Besides
highly structured data, e.g., from sensors, unstructured data
like documents or pictures (binary large objects - BLOBs)
can provide potential value. However, the exploitation
of unstructured data requires higher efforts. Therefore, in

VOLUME 10, 2022 69613



J.-F. Uhlenkamp et al.: Digital Twins: A Maturity Model for Their Classification and Evaluation

‘‘Data Interpretation’’ we attribute a higher maturity to DTs
that can interpret and exploit unstructured data.

[33] and [52] discussed that data sources of DTs are not
restricted to physical objects and physical measurements, e.g.
IoT sensor readings, but may also have the ability to include
data from the simulation, forecasting, analysis, or optimiza-
tion tools. The latter is created by fusing different data
sources. Data fusion is a key technology for DTs to provide
value to its users. The ability to reuse fused data on a higher
level for more advanced analysis and simulation allows more
complex and higher-value applications to be performed. E.g.,
the fusion of load sensor measurements with a physic-based
model enables the calculation of instantaneous stress on a
component, while the reuse of this result in combination with
a data-driven model may lead to predicting its remaining
useful life. To do this, however, the DT design must already
provide the ability to feed back and integrate merged data into
its informationmodel as a potential data source.We cover this
ability in the maturity dimension ‘‘Data Sources’’.

This feature is not only valid for data sources within the
DT (both physical and virtual parts) but applies to external
data sources like third-party weather data as well (historical
weather measurements vs. simulated forecasts).

14) TYPES OF INTERACTION DEVICES
User interfaces are the intermediate element between user
and DT. They provide insights into the status and func-
tionality of the DT and are means to interact with it. [67]
distinguishes between three different kinds of DT interac-
tion devices (tailored off-the-shelf hardware, virtual reality
(VR) & augmented reality (AR) interfaces and ‘‘smart hybrid
devices’’). In addition, [42] identified two further enabling
technologies for effective human-machine interfaces: gesture
control and natural processing. In general, interaction devices
should be designed so that the transmission of information
and handling of the DT is as intuitive as possible [68]. Further
requirements can result from the necessities of the appli-
cation domain, e.g., high robustness and security features.
Inspired by [68], we distinguish between three different Inter-
action Device Types:

• Traditional, unimodal interaction devices, e.g. mechan-
ical system inputs (via keyboard, mouse, or touch
screens) and visual displays for system replies.

• Multi-modal interaction devices, that might include
visual displays, haptic interfaces, voice and gesture
recognition. These kinds of interaction devices can
use different kinds of technologies, e.g. smart mobile
devices (smart phones, tablets) or VR/AR devices com-
bined with dialogue-driven voice recognition, gesture
control systems and touch screens.

• Adaptive assistance system, which combines multi-
modal interaction devices with Learning Capabilities
and supplementary technologies (e.g. indoor positioning
systems, integrated cameras, object recognition to detect
the user’s activities), and is able to dynamically detect

and adapt to the context of the support situation and the
user’s tasks.

15) USER FOCUS & INTERORGANIZATIONAL INTEGRATION
& COLLABORATION
Depending on the underlying business model, DTs can con-
tribute to the value proposition of different stakeholders (SH)
linked to the product. Depending on the number of SHs
considered as DT users, different design paradigms for the
DT become relevant. A significant distinction has to be
made whether a DT is developed for intra-organizational
usage, i.e. i) for a single user, ii) several users in one divi-
sion or iii) across one enterprise, or if the DT is integrated
into a cross-company network and serves multiple users
across several organizations. The latter can be defined as an
inter-organizational DT [59].

Inter-Organizational DTs have users in several indepen-
dent companies related to each other through the product.
Barriers to inter-organizational DTs arise from the funda-
mental challenges of sharing information across organiza-
tions, such as opportunistic actions and mutual dependencies
between companies [69]. To mitigate this conflict of interest,
various approaches can be pursued, which can be categorised
under the topic of inter-organizational information sharing
systems (IOIS) [70]. We see DT as a special form of IOIS
because, similar to the product avatar of [71], they can serve
as an important interface in the context of cross-company
information systems but can constitute elements with differ-
ent owners.

Barrett and Konsynski define different participation lev-
els of companies in IOIS, which we adapt to the area
of cross-company DTs [70]. Furthermore, based on [72],
we take into account the degree of integration of the DT
system into the information systems of the participating com-
panies. Based on this, it is possible to define different degrees
of participation, influence and access to different DT ele-
ments of the involved partner companies. Less participating
companies can only access DT modules for their own tasks,
while more participating companies can also add or change
them.

• No Collaboration

– Independent DTs for different SHs
– No exchange/access of/to DT elements for

other SHs

• Minimal Collaboration

– Integration of SHs via Services / defined interfaces
– Basic Collaboration between partners

• Limited Collaboration

– Different grades of integration are possible
– Aligned relationships between SHs
– Defined areas of work for SHs

• Full Collaboration

– Different grades of integration possible
– High trust between SHs
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• Collaborative development and usage of DT

– Platform owns/hosts DT
– Software as a Service (SaaS)

16) REMAINING DIMENSIONS
In the following, all the remaining literature-based dimen-
sions are briefly summarised that we integrated into the MM
but could not describe in detail due to space constraints. Each
dimension is summarised by the following points:

• MM Name of the dimension.
• Found labels and references for the underlying idea from
the literature (in Braces).

• The expressions of the dimensions in the MM.

a: REFERENCE OBJECT
A real-world counterpart is a fundamental prerequisite for the
creation of aDT. The reference object represents the entity the
DT is twinning and thereby bringing into the digital world.
Most authors focus on tangible, physical objects of differ-
ent levels of abstraction (e.g., manufacturing asset, factory,
production network). Focusing on physical artefacts in the
context of manufacturing, many authors distinguish between
objects that are used in a spatially fixed manner (e.g., manu-
facturing assets) and those that pass through different spheres
of influence in the course of their product life (product,
material) [23], [27], [55]. For some authors, manufacturing
assets include all objects from a single machine to complete
production lines and factory [27], while others propose addi-
tional categories for large-scale pooling of manufacturing
assets (e.g. factories [23]).

More comprehensive categorizations further include intan-
gible elements describing the logical connection of elements
or their surrounding processes, such as execution [55], pro-
cess [35], or system and model [19]. We combine these
aspects under the term process. The inclusion of this aspect
allows for the description of more complex entities like pro-
duction networks, described as a combination of manufac-
turing assets, people and services [23]. This is similar to the
infrastructural systems described by [27].

In Table 4 we mapped these findings to the product-
process-resource concept often used in manufacturing and
its description [73]–[75]. Besides these direct components
of value chains, most authors describing reference objects in
DTs classify the human as a vital – and individual – part
of the DT [23], [27], [35], [55]. Broadening the scope of
physical entities, [55] and [19] also include the environment
of an individual asset, which is similar to factories described
by [23].

b: MODEL MAINTENANCE
As reality changes, the model needs to adapt to these changes
and update itself. For this reason, [43] have recognised the
need for constant validation of models. Unlike the valida-
tion of traditional simulation models directly at the model
generation stage, with DTs, we need to regularly compare

TABLE 4. Reference objects of DTs in literature reviews.

the physical and model results to ensure a valid and accu-
rate system. In particular, they suggested the application of
periodic validation procedures or maintenance routines that
should be used regularly at a certain speed or frequency.
Following this idea, we use this dimension to describe the
DT’s abilities to ensure the validity of its models. These range
from a manual adaptation of the model to an autonomous
model, which is able to detect a lack in quality and improve
itself.

c: DATA STORAGE (DATA STORAGE OPTIONS, DATA
WAREHOUSING)
Data Storage describes different options for storing the data
that the DT uses. [54] argued thatData Warehousing is a rele-
vant requirement and research topic for DTs. [23] named two
high-levelData StorageOptions that are ‘‘tailored to different
kinds of data formats and application requirements’’, namely
relational and non-relational databases. We do not follow the
approach by [23] but differentiate between different locations
of the data used by the DT. In particular, we distinguish
between data at the location of the counterpart (edge-based),
in the local network (local servers or on premises cloud) or
an external cloud.

d: ‘‘MODEL LOOK-AHEAD PERSPECTIVE’’ AND ‘‘LEVEL OF
COGNITION’’ (VIRTUAL PROCESSES, SIMULATION
CAPABILITIES)
The capabilities of simulations that a DT may use are another
dimension that we could already find in its basic features
in literature. However, [22] and [19] more generally dis-
tinguished whether a DT has the capability to predict or
prescribe by using simulation (or virtual processes) or if it
is limited to monitoring and diagnostic tasks. We distinguish
between two different dimensions: Model Look-Ahead Per-
spective focuses on the length of time a DT is able to look
ahead. We distinguish between long, middle and short term
look-ahead capabilities. The exact definition of long, middle
and short is left to the user. The Level of Cognition describes
how intelligent and capable the DT is in analysing the system.
Therefore five different types have been identified that range
from descriptive to diagnostic analysis and further to the
ability to conduct predictions or prescriptive or cognitive
analytics.
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e: LEARNING CAPABILITIES (LEVEL OF SMARTNESS)
DTs can have different grades of learning capabilities. [30]
have already described that the mirrored products and their
DTs can have different Levels of Smartness. Among other
things, they can be able to optimise themselves based on
past experience. We have taken up this idea and developed
different characteristics for this ability from our own project
experiences. So far, we have identified four different learning
capabilities: no learning capabilities, reactive learning, super-
vised learning and reinforcement learning.

f: DATA QUALITY (DATA QUALITY)
[54] identfied Data Quality as a relevant requirement and
research topic for DTs. [76] has developed a multidimen-
sional framework for data quality of digital shadows through
a review of 62 papers using statistical methods, which [77]
has further processed into a methodology for deriving data
quality improvement needs. Their approach is based on
the fitness-for-use principle, according to which the quality
of the data must be in line with the application-specific
requirements. We do not want to prescribe the fitness-for-use
approach in our MM but adopt it as a feature attribute that can
be used to characterise the DT. In addition, we consider the
following data quality attributes in our MM:

• Accuracy: According to [77], preciseness is a data qual-
ity attribute that measures the inaccuracy or the degree
of error of the stored data. We call this attribute in line
with [78] Accuracy. The assessment of this attribute
could be achieved by calculating the mean and stan-
dard deviation for all data points shown (for numerical
values).

• Completeness describes whether all the data needed for a
particular task is available. This attribute supports [76]’s
sufficiency dimension, according to which the informa-
tion needed for important decisions must be supported
by a sufficient database.

• Consistency describes whether the representation of data
values is the same in all cases [78]. For the MM, we fol-
low the distinction between semantic and structural con-
sistency of [76]. Semantic Consistency describes the
consistency of the meaning of data and can be achieved
through uniform definitions or standardised vocabular-
ies for the objects and their attributes represented in
data. Structural Consistency describes whether similar
attributes in the datasets are reflected by uniform format
or structure.

• Uniqueness describes the redundancy of data. The fewer
irrelevant or duplicate attributes are stored, themore effi-
ciently and compactly relevant attributes are mirrored.

An additional option is a regular check for the data quality
by the DT.

g: TRIGGER TYPES (SIMULATION CAPABILITIES)
This dimension describes different ways in which
the processing of a task by a DT can be initiated.

Following distinction of [22] between different grades ofCPS
Intelligence, we distinguish here between Human Triggered
and Automatically Triggered DTs. The latter can be triggered
Continuously or Ad-hoc, based on specific events.

17) ADDITIONAL DIMENSIONS BY THE AUTHORS
In the following, the additional dimensions proposed by the
authors are described. These dimensions have emerged from
the discussions of the authors and represent characteristics
that have not yet been taken into account in the literature
but which should be part of the consideration and evaluation
of DTs. In defining the new dimensions, we have deliberately
ensured that there are no redundancies with aspects of other
dimensions. The additional dimensions are relevant because
they add important aspects to the categories synthesised from
the literature that have not been covered so far. In particular,
they have arisen because for some of the UCs presented
below, certain aspects have been identified as a key differen-
tiator that could not be covered by the current dimensions.
We thus achieve that the real range of DTs can be better
represented in the MM.

a: DATA SCOPE
This dimension describes the scale of data that is considered.
This ranges from the acquisition at only one asset up to
internal and external data of a supply chain and many assets.
An option is the usage of big data by the DT.

b: HIERARCHY
This dimension describes if DTs in collaboration are on equal
rank. Three different variants are defined, ranging from a
decentral organization and control to a centralised one. As an
intermediate, the organization in clusters is considered.

c: HUMAN INTERACTION CAPABILITIES
This dimension describes the abilities of the DT to interact
with a human. On a basic level, the DT is only able to
process pre-defined requests of the user in which format
and structure are given. A more advanced DT can react to
questions of the user and is able to provide an answer to these.
While at the simple level, the set of questions is predefined,
on the complex level, the questions are free. As an option, the
adaptability of the DT to the user is given.

IV. DIGITAL TWIN MATURITY MODEL
This section shows an overview of the Digital Twin Maturity
Model and how the maturity of a DT can be gathered if
the MM is applied. In the previous section, different dimen-
sions and characteristics derived from the literature have
been described. For a more straightforward assessment, these
31 dimensions have been clustered into seven categories: con-
text, model, computing capabilities, data, control, integration
and human-machine-interaction (HMI). These categories and
their dimensions are shown in Fig. 6. For each category,
a detailed table with the dimensions and their attributes is
given in Appendix VIII-A. Each dimension has an entry in the
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FIGURE 6. Overview of the dimensions of the DT MM gathered from the literature and own considerations and grouped into
seven categories.

table consisting of the name of the dimension, a related ques-
tion that is answered by this dimension, the scores, if applica-
ble, and their possible characteristics named attributes. Some
dimensions also have optional attributes, which enhance the
dimension.

The score is the basis for the quantification of the maturity
of the DT. The details of the calculation will be described
in the following. However, at this point, the basic scor-
ing will be introduced: Not all dimensions are rateable,
as some have attributes we identified of equal rank and
which we are not considering integrating into the maturity
calculation. In this case a score of ‘‘-‘‘ is assigned in the
table. If the category has a score, each of the attributes
and options, if present, got a score assigned. There are
two types of scoring systems used. Some dimensions have
a single-choice scoring where only one of the attributes
can be selected, and the corresponding score is set for this
dimension. It can be increased if the options are applied as
their scores are added to the score of the selected dimen-
sion. The other variant is a multi-choice-scoring. In this
case, all chosen dimensions sum up to the score of the
dimension. Again options are added to this score if selected.
Given this definition of the score, the range of the scores,
as shown in the upper right corner of the dimension, can be
calculated as the minimum possible score, selecting the
lowest-scored attribute or now attributes and options on
multi-selection, and the maximum score, selecting the
highest-score attribute and all options or all attributes and all
options. The assignment of the scores was done collabora-
tively by the authors.

In the following the calculation of the maturity, the appli-
cation of the weighting and a visualization of the maturity are
described.

A. CALCULATION OF THE MATURITY
The maturity M ∈ [0, 1] represents the technical readiness
of the analyzed DT. The maturity can be calculated for a
dimension d , category c or the overall DT. It is defined
as the fraction of the reached score for a dimension z to
the maximum score possible zmax , considering only rateable
dimensions, as shown in (1).

M =
z

zmax
(1)

The calculation of the maximum score zmax , e.g. zd,max
for a dimension d , depends on the dimension and their
type of scoring. If a dimension has no scoring, its maturity
can not be calculated as a division by zero is not possible.
For dimensions with a score, the score of an attribute a is
sa ∈ N, sa ≥ 0, so it is a positive, natural number or 0.
In the case of a single-choice dimension without an option,
the maximum score is the maximum of all attribute scores.
If the single-choice dimension has additional options, the
sum of the scores of these options is added to the maximum
score. For a multi-choice variant, the maximum score is the
sum of all attribute scores. If the dimension has options, the
sum of the option scores is added to this maximum score.
The reached score z, e.g. zd for a dimension d , is the sum of
the selected attributes and options, following the restrictions
regarding single- and multi-choice.

The basis for the calculation is the assessment of all dimen-
sions, with a score assigned to each dimension. This approach
can be applied to the different levels, starting from a single
dimension to the entire DT. The variables for the following
formulas are introduced in Table 5.

The calculation of the maturity of a single dimension d is
calculated by dividing the actual score of a dimension zd by
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TABLE 5. Variables for the calculation of the maturity.

its maximal score zd,max , see (2).

Md =
zd

zd,max
, d ∈ D (2)

The maturity Mc per category c is the average maturity of
all dimensionsDc with a score in that category. It is defined as
the sum of all maturitiesMd with their dimension d belonging
to the category c divided by the number of dimensions in that
category, see (3).

Mc =

∑
d∈Dc

Md

|Dc|
(3)

The maturity Mdt of an entire DT is defined as the aver-
age of all category maturities, so it is defined as the sum
of all maturities Mc divided by the number of categories,
see (4). In this approach, all categories are of equal impor-
tance. A solution to assign varying importance to each of the
categories will be presented in the next section.

Mdt =

∑
c∈C Mc

|C|
(4)

Using the maturities of the different categories, it is now
possible to compare DTs. A fictive example is given in
Table 6 to show how three DTs could be compared. The
highest maturity is reached by DT B.

B. WEIGHTING
As the different dimensions of theMM are of different impor-
tance, based on the UC, a weighting should be applied. This
allows to adapt the model even more to the specific UC and
shows the potential where to continue in the implementation
of the DT, as shown in the following subsection.

The individual weighting can be received by applying a
pair-by-pair comparison. In the process, always a pair of two
elements is shown and the user has to select the element with
the higher importance. As all elements are compared, the user
receives for each element a number of how important it is.
The higher the number, the more important the element is.
To keep the effort of this comparison low, the comparison will
be made on the category level. Of the previously described
seven categories, only six categories have dimensions with
scores. Each time the user decides on a category, the weight
of the categories is increased by one point.

TABLE 6. Compare different versions of three randomly selected,
exemplary DTs. While it is not easy to see in the six dimensions which DT
has the highest maturity, the Mdt presents an easy assessment and
allows to see that DT B outperforms the others directly.

It is assumed that the comparison between two elements
is symmetric and commutative, and each comparison is done
only once. Therefore, for n elements in total c comparisons
are necessary, as shown in (5). Applying this for n = 6 cate-
gories, leads to c = 15 necessary comparisons and decisions.

c =
n−1∑
n=1

n (5)

For the following, the results have been scaled to 0 . . . 1.
Therefore, the points of each element are divided by the total
possible amount of points c. The upper limit of positive deci-
sions for a category is n− 1 if this category is preferred over
all other categories, which is only possible for one category.
To scale the category weight, the reached value v of each
category is divided by the total number of comparisons c,
so v

c . This calculation has the side effect that the sum of all
categories’ weights is 1. As of the previous condition, the
scaled weight of an element is between 0 and n−1

c . Concrete
for the categories, the maximum scaled weight of an element
is 6−1

15 = 0.33.
However, the assignment of the weighting is also a crit-

ical aspect, which could have an influence on the actions
following the evaluation of the DT. If the distribution of the
weights does not fit the needs of the user, the actions derived
from the maturity analysis might not fit the needs. Different
actions are possible to ensure the weighting fits to the UC.
A simple approach would be to assign the same weight for
all categories, leading to the same priority for all categories.
But this also reduces the problem to a single dimension and no
comparison can be made on how mature the DT is in relation
to the importance of the category. The pairwise comparison
takes the user by the hand and leads him to the process. The
comparison can be made more robust if multiple users of the
DT apply it and the results are compared and e.g. the mean of
the different weights is taken.

C. VISUALIZATION
Visualization has been developed to support the interpreta-
tion of the results. An example with randomly chosen data
is shown in Fig. 7. This diagram shows a dot for each of
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FIGURE 7. Visualization of the maturity over the corresponding weight for
each of the six rateable MM categories of an example DT.

the six rateable categories. Each category is located by the
weighting on the x-axis and the reached maturity level on
the y-axis. So this diagram allows the reader to quickly
identify how mature a category is and how important the
category is for the applicant. The more right the category is,
the more important is the category. Analogous, the higher
the category is, the more mature it is. So in the best case,
all categories are on a diagonal from the bottom left to the
top right. In this case, all categories would be in the cor-
rect ratio between the importance of the category (weight)
and their technical readiness (maturity). The diagram has a
background with three corridors, each at 30◦, to support this
understanding. If a category is in the red area, this category
is overperforming as its maturity is high, while at the same
time, the user has weighted the categories’ importance as
low. So there has been spent too much effort into this cat-
egory. In the green area is assumed that the right effort has
been spent. If a category is in the olive area, this category
is underperforming. It has been rated as important, but the
maturity is low. If the analyzed solution is further devel-
oped, the most effort should be spent on categories in this
area.

Concrete for Fig. 7, the Computing Capabilities are high
mature but did only receive a low weight. Therefore it can
be assumed that this category is over-developed based on
the weighting. In contrast, the dimension Control has been
weighted as important but only has a maturity of 0.25, which
is very low. The other dimensions are in balance between
importance and maturity. Only the Model category is a bit
low. Therefore most effort in the DT’s further develop-
ment should be spent in the category Control, followed by
Model.

V. CASE STUDY: DIGITAL TWIN MATURITY MODEL
We evaluated the MM described above by assessing differ-
ent DT applications across multiple domains to prove the
usability and practicability of the proposed concept in five
different scenarios. Apart from the context category, we use
the characteristics of the DT developed in Section IV to
evaluate the maturity of a DT application. The dimensions
of the context category are used to categorise the different
scenarios, which are described in the following.

A. SELECTION OF USE CASES
The category context gathers characteristics free of valuation,
describing the general UC of the DT. Therefore, we cate-
gorised DT-based applications in manufacturing regarding
the DT’s reference object, the product lifecycle affected by
the DT, the resulting benefit of its implementation, and the
application domain. Based on the presented categorization,
we identified distinct applications to cover a wide range of
possible implementations and purposes of the DT. To allow
for a realistic evaluation, we focused on applications devel-
oped in cooperation with the authors of this study. The
selected applications comprise all identified categories; how-
ever, some are only evaluated on a conceptual basis since the
demonstrators are in development.

TABLE 7. Analyzed UCs according to their context.

TABLE 8. Overview of the different UCs.

Table 7 depicts the unique capabilities of these UCs and
their correspondence to the categories. Overall, five distinct
use-cases were identified and evaluated according to the
method described above. The UCs UC1. . .UC5, as shown
in Table 8, are ordered with respect to the affected lifecycle
stage.

UC 1 presents the impact of DT-based services on different
stages of the product lifecycle, including both the design of
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the product and different services for the customer during the
middle of life. Similarly, UC 2 allows for an early optimiza-
tion of manufacturing parameters based on a cause-effect
model of the production process, while UC3 describes a
DT-based training and education of heavy equipment oper-
ators in a warehouse environment. During operation, UC 4
utilises the DT for optimizations of the process on a shop-
floor level, and UC5 presents a DT-based approach for an
improved HMI, using the individual DT-modules to support
the operator task-specific throughout the entire process.

B. UC 1 PRODUCT-AVATAR
1) MOTIVATION
This UC describes first experiences with DTs of leisure boats
in the shape of product avatars, which digitally represent
aspects of the product’s state and behavior. It focuses on
a low-cost solution to allow the predominantly very small
leisure boat producers to use product related-information
generated throughout its lifecycle for improving their design,
development and manufacturing processes, and provide dig-
ital services to strengthen their customer relationships.

Leisure boats are complex, high-value consumer products
which lend themselves easily to servitization due to their
inherent characteristics. They are often produced in small
series, designed, or made to order and often unique. Main-
tenance plays a key role in safety and ownership costs. The
products can be in use for a considerable time. Many stake-
holders in the leisure boat lifecycle can profit from DTs.
This includes i.a. designers and manufacturers (OEM), boat-
yards, maintenance and insurance providers, suppliers, the
user (assumed to be the owners in this case), and, in the case
of digital service applications, the platform.

The DT for leisure boats extends the physical product
towards a digital representation and enables value-added dig-
ital services with new revenue streams for its stakeholders.
It can bridge requirements for all stakeholders and enable
collaboration, as e.g. the use of actual and historic product
lifecycle information, to optimize manufacturing and design
processes.

2) METHOD
Fig. 8 shows the concept of the leisure boat DT. The DT
consists of three components representing different aspects
of the leisure boat. The system design and configuration
component contains computer-aided design (CAD)models of
different UC-specific parts of the leisure boat (i.e. the hull and
pilot seats) as well as the bill of materials (BOM) and design
and configuration parameters. The system state component
consists of a time-series database, which stores the middle-
of-life data from a maritime data standard network (NMEA
2000) and sensors, collected via a universal sensor gate-
way (USG). Measurable data streams include engine, steer-
ing control and environmental parameters as well as shock,
humidity and pressure data. The collected data provides a dig-
ital usage profile that the DT can utilize to compare begin-of-
life as well as middle-of-life parameters and provides a better

FIGURE 8. Leisure boat DT-concept.

perspective into decision-making. The system behavior com-
ponent contains simulation models such as complex fluid
dynamics, used in combination with system state data to
simulate and predict the boat’s behavior in lifelike situations.

3) APPLICATION
The elements on the right of Fig. 8 show the applications
in the shape of several services for different stakeholders of
the DT. They include i.e. a virtual prototyping service, which
combines real-time and historical data with CAD models
and computational fluid dynamics (CFD) simulation on a
high-performance computing cloud. Virtual prototyping is of
particularly important in limited series runs since it usually
requires the production of a physical prototype for each
model, incurring high costs [79]. Boat owners can use the
social media service to expose the status of their boat on
social media as a Product Avatar, e.g. on Facebook [80]. Other
services are performance monitoring, upgrade services and
winter storage services [81].

4) EVALUATION
a: MODEL AND COMPUTING CAPABILITIES
The DT contains CFD simulation models to simulate the
hydrodynamic behavior of a prototype boat, which were
designed according to manufacturers’ and designers’ speci-
fications. The realization of the data acquisition via the USG
considers several stakeholders’ requirements, as e.g., which
types of data points and sensors are necessary on the physical
boat during trial phases. Experts (e.g., designers and manu-
facturers) control the model quality of the simulation. The
Update Frequency varies depending on the requirements for
the boat monitoring (e.g. high-frequency data for shocks and
impact forces vs. low-frequency data for engine parameters).
Capturing higher frequencies in the range of 20 Hz helps the
DT acquire information that may not be readily calculated
(Linear Acceleration on the hull, Impact forces during high-
speed runs, etc.) from CFD simulation models.

b: DATA AND CONTROL
So far, the DT for leisure boats only integrates physical data
as data sources. Even though it contains unstructured data,
the DT can only interpret structured data, such as sensor
readings. Depending on the types of sensors deployed on
the physical boat and based on the various stakeholders’
requirements, we could tune the data quality accordingly.
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Currently, the DT does not provide feedback loops regard-
ing the acquired data. Artificial intelligence/machine learn-
ing capabilities are presently underrepresented but may be
added in the future if needed. Due to the higher accessibility
of information from sea trials and CFD simulation results,
human-supervised interventions during manufacturing new
prototypes or adapting changes within the present physical
models would be possible. In terms of data scope, the data
acquisition can be increased many-fold, e.g., by broader sets
of different CFD simulation models for different physical
boats and USG-assisted sea trials.

c: INTEGRATION
Even though each boat has only one individual DT, multiple
DTs and their data can be aggregated. This way, users can
interpret comparative analyses and create collaborative ser-
vices between different stakeholders.

The DT is well-integrated into the limited IT landscape
in the small and medium-sized enterprise leisure boat sector.
It integrates with design systems, customer-relationship man-
agement, enterprise resource planning (ERP), service and
maintenance systems as well as boat owners. Data acquisi-
tion to higher-level IT infrastructure (data sinks, web ser-
vices) is possible via the usage of the USG. Interoperability
is further possible by using product lifecycle management
and maritime data standards (NMEA2000, NMEA0183) via
the USG.

5) RESULTS AND OUTLOOK
Using the evaluation mechanism presented in
Subsection IV-A, the product avatar for leisure boats achieves
an Overall Score of 44% at its current stage of development.
The focus of the product avatar lies on the topic of inter-
operability, as the Integration-category is significantly rated
highest (66%). The ability to integrate into a heterogeneous
system- and information landscape as well as to seamlessly
share data in an efficient and usable way is one of the key
objectives of the presented system. As we designed the sys-
tem to support multiple stakeholders along its lifecycle, it is
also sensible that itsHMI rating is the third-highest among all
six classification dimensions (46%). Its versatility, however,
leads to only moderateModel (47%) andData (46%) as well
as weak Control (27%) and Computing Capability (33%)
characteristics. The visualised comparison of these results
with theweighting of the associated categories in Fig. 9 shows
that the overall development is in reasonable proportion to
the relevance of the respective development priorities in the
categories. One exception is the HMI category, which we
have classified as relatively unimportant for the avatar, but
developed in the same proportion as the rest.

C. UC 2 CONFIGURATION OF A MANUFACTURING
PROCESS CHAIN USING DIGITAL TWINS
1) MOTIVATION
The demand for micromechanical components increased
continuously over the last decades due to the ongoing

FIGURE 9. Results of the UC ‘‘Product avatar’’2.

miniaturization, particularly in the consumer-electronics and
medical sectors [82]. Such micromechanical components,
e.g., connectors, casings, or contacts, are usually required
and produced in large amounts. Consequently, cold forming
processes have become increasingly attractive, as these can
achieve production rates of several hundred parts per minute
with comparably low energy consumption and waste. Nev-
ertheless, the novelty of such processes and the occurrence
of so-called size effects render the configuration of such
processes difficult. The small dimensions of the components
require tight tolerances of somemicrometers. In contrast, size
effects and still imperfect processes induce high uncertainties
in the configuration and result in variances that can be hard
to describe analytically [83].

2) DESIGN APPROACH
Cause-effect networks can support process planners in con-
figuring their processes internally and adjusting them across
whole process chains. They offer a structured method-
ology to create and combine data-driven and analytical
models into DTs for machining operations, processes and
complete process chains.While initially developed for micro-
manufacturing, these cause-effect networks apply to any area
in which the outcome of processes can vary strongly and
where the actual physical mechanics are yet unknown or
inefficient to model purely analytical.

Cause-effect networks model the interrelationships
between involved parameters within a manufacturing process
regarding the characteristics of processes’ in- and output
(workpiece), the applied tools and machining parameters,

2Details of this UC can be found at https://dt-maturity.eu/dt/6bf3d8e8, and
accordingly for the following UCs.
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FIGURE 10. Concept (left) and example (right) for the use of cause-effect
networks as surrogates to increase the speed of process
accompanying DTs.

e.g., forces or speeds. They consider each parameter as a
function of its input parameters’ values, which can either be
represented analytically or by data-drivenmodels, e.g., neural
networks, support vector machines or computed regression
functions. Thus, by obtaining estimates or measurements of
the processes’ input parameters, the cause-effect network
estimates the output characteristics, constituting a DT for
the represented process. Moreover, the general distinction
in input workpiece, process, and output workpiece allows
chaining several of these DTs to obtain a twin for the overall
process chain.

Compared to classical approaches, which usually try to
represent the complete process in a single model, these DTs
provide additional capabilities for validation and retrain-
ing if the conditions for the process change. The focus on
single internal relationships between parameters allows a
high degree of transparency as the DT monitors the process
and compares single relationships to current measurements.
If discrepancies between the DT’s predictions and the real
world occur, errors can be determined more easily and the
DT can be retrained partially. The latter reduces costs and
efforts in maintaining the DT after its creation. Adapt-
ing methods from the statistical process control allows for
automation of the monitoring and retraining [84].

3) APPLICATION
In micro-manufacturing, cause-effect networks have been
applied, e.g., for the (offline) configuration of rotary swag-
ging, the estimation of tool degradation in micro punch-
ing [84], or as surrogate, to reduce the computational times
of physical simulations by finite element method (FEM)
for a laser rod-end melting process [85], as depicted in
Fig. 10. Apart from micro-manufacturing, cause-effect net-
works have been applied to estimate the power consumption
for compound feed manufacturing. Thereby, the cause-effect
network aims to provide an additional, quickly computable
layer inside the DT. This allows a real-time computation
of expected workpiece characteristics based on the
results of a high-fidelity finite-element simulation of the
process.

4) EVALUATION
a: MODEL AND COMPUTING CAPABILITIES
DTs using cause-effect networks as their underlying mod-
eling paradigm are usually designed in two stages. First,
modelers interview process experts to identify relevant
parameters and their qualitative relations. Second, they add
or compute the required models for each parameter using
analytical functions for physical laws or machine learning to
derive data-driven models. This process allows achieving a
high level of authenticity if all parameters and relationships
can be described physically. In cases where modelers apply
data-driven models, the authenticity of the DT highly relates
to the used training data. Nevertheless, the highly modular
nature of these cause-effect networks allows for a targeted
retaining and monitoring of single parameters, increasing the
precision of the predictions where needed. As data-driven
models compute very fast, the resulting DTs can generally
be applied in real-time to assess the predicted output of a
process, usually even for continuous processes.

b: DATA AND CONTROL
Referring to the applications described before, the DTs used
historical data for their training while using separate input
data for the evaluation. Most of the applications applied
the DT for process planning, i.e., an offline optimization
before production started. Nevertheless, by integrating meth-
ods for the inversion of mathematical models, process param-
eters can be optimized with comparably low computational
efforts [86]. Regardless, these approaches have not yet been
evaluated in practice.

c: INTEGRATION
Currently, cause-effect networks have been mainly used for
offline planning of processes. Thus, we used a dedicated
software prototype to model and execute the cause-effect
networks. However, the final cause-effect networks can easily
be implemented within a standalone software to tie directly to
existing databases for the data acquisition.

5) RESULTS AND OUTLOOK
This section presents the concept of cause-effect networks,
which constitute a modeling paradigm for DTs. By combin-
ing expert knowledge with machine learning, cause-effect
networks provide a viable alternative to achieve real-time
predictions of a process’s results if physical models are too
complex to formulate or compute in real-time. Currently, the
evaluation mechanism (subsection IV-A) shows that the DT
achieved an Overall Score of 39%. Fig. 11 shows that the
categories Data (61%), Control (42%) and Model (42%)
have reached the highest scores, which correspond to the
use for process analysis and prediction and are in line with
their allocated weighting. Lower scores have the categories
Integration (33%), HMI (29%) and Computing Capability
(27%), whereby the low score of HMI leaves some room

3https://dt-maturity.eu/dt/e9f5fd06
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FIGURE 11. Results of the UC ‘‘Process configuration using digital twins’’3.

for optimization because there are some needs for better
interpretation possibilities.

D. UC 3 DIGITAL TWIN OF WAREHOUSING ACTIVITIES
FOR EDUCATIONAL PURPOSE
Due to changes in the competence requirements on employ-
ees in production and logistics operations, there is a need for
training and educational offers that prepare current and future
employees so that they will fulfill these requirements [87].
This section describes the implementation of a gamified DT
for educational purposes, which focuses on how different
technologies can support warehousing operations.

1) MOTIVATION
A DT can be more than a testing environment [88]–[90]; it
encourages the ideation process and helps analyzing prob-
lems from different perspectives. During the exploration
phase, different draft configurations of a solution can be
tested virtually and the best fitting for the problem can be
selected and transferred into the physical environment. The
usage of gamification techniques has proven effective for the
understanding of complex processes and systems and can
enhance a digital twin for a more immersive experience if
allowing real-time dynamics, adaptation and personalization
to fit the users (learners) need.

2) DESIGN APPROACH
Gamification approaches can be applied to both a virtual and
physical training environment. For our purpose, which is the
manipulation of data from the physical environment in the
virtual to support the planning process, we focus on the virtual
part (i.e. the DT). We map only the relevant processes with
data imported directly from the physical demo area or reused

FIGURE 12. The physical test bed from which we import the real-time
sensor data.

from a database. The design is based on an analysis and a
reduction of real processes. For the design of the gamified
simulation model, we applied the Activity-Theory Method
for Serious Games (ATMSG) model to connect the different
processes with the learning goals. [88], [90]. According to
this design and analysis method, the model needs to simulate
and mirror those relevant processes for training the users
and helping them achieve their learning goals. This means
that the DT has a reduced complexity compared to the real
world operation. The simulation building focuses on the rela-
tionship between intrinsic instructions (in the gameplay/DT)
and the learning and gaming activities of a realized scenario.
In this case, it is related to the usage of IoT technologies for
reducing damages to goods and health risks. Most relevant
processes are related to the movements of goods using a
forklift, the related risk of bumping into something and the
decision process of selecting the most suitable sensors to
reduce this risk. The DT will allow the player to investigate
the functionality of different components and then decide
upon the most suitable one. This implies that the design of
the DT is adaptable to cope with different configurations.

3) APPLICATION
We integrated different game mechanics into the decision-
making process of a simulation. This includes information
on time spent on movement, how the vehicle has moved, the
quality of the delivered service, selection of different sensors
or actuators, etc. The implemented mechanics depend on the
specific aim of our investigation. For a focus on the operating
processes, other key performance indicators (like mistakes,
bumps, etc.) would have been of more interest as mechanics.
To realize the current prototype, we created the DT of a
warehouse in which IoT technologies are used.

Fig. 12 shows the physical testbed. It shows one of the
typical operations with a high number of damages as well as
with high time usage – the process of in- and out-stocking in
a rack. The figure shows how several sensors are attached to
a fork. The data from the real operation is imported to the DT.
The feedback from the DT is both during operation as well as
for post-analysis and re-play. To reduce component size, the
demonstrator is not at full scale.
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The DT scenario teaches whether and how IoT technolo-
gies can improve and enhance warehouse operations. The
pedagogical method used is problem-based learning (PBL).
This approach calls the learner to face a real-world prob-
lem, analyze it, and present a possible solution. It has been
demonstrated to affect the learning outcomes of engineering
students positively. The students need to use the DT, either
with data from the database or the demonstrator, to assess
the appropriateness and limitations of the different technolo-
gies for the different problems. As an example, we use a
remote-controlled forklift with environmental sensors, e.g.,
temperature and humidity, and tilt sensors to detect the tilt
of the forklift. The sensors deliver data for the gamified
simulation used for the decision-making process. We use
Unity to model 3D data from the sensed data, which requires
an interface showing the data in real-time.

It is also possible to do it the other way - i.e., instead of col-
lecting data from the real-world sensors, we can manipulate
the data and spin them back in the real world to validate the
module. However, this underlies some restrictions - like that
we need to have the same equipment. In addition, in our case,
we have objects with a certain risk for accidents and injuries
- in this case the import of manipulated data in the real world
needs to undergo a safety assessment before testing.

4) EVALUATION
This DT’s usage differs from the previous examples in which
the twins are used for planning and operation. The evaluation
also reflects this difference.

a: MODEL AND COMPUTING CAPABILITIES
The model maps the real world process in sufficient detail.
However, the relevance of the DT’s accuracy is not on the
same level as the applications used for monitoring and con-
trol. Relevant here is only that the processes are sufficiently
accurate. Furthermore, the level of complexity needs to be
reduced since, for the learning process, it is required that the
user of the DT understands cause-effects. Thus, we have to
consider different constraints like the human brain’s capacity
to follow a few variables. The evaluation of one of the first
prototypes is described in [90] and [91]. It showed that it was
generally well perceived and found engaging, but that there is
a need for reducing the execution time, so that the user does
not experience it as a stop in the flow.

b: DATA AND CONTROL
The DT is used for teaching and training decision-making.
Control is, therefore, less relevant since it needs to be in the
hand of the user. This is contrary to the relevance of data
and visualisation on which basis the user will decide. These
need to be sufficiently exact and their visualisation simple to
understand.

c: INTEGRATION
The DT on Technology Assessment is well integrated in
its environment. It imports data from its corresponding
physical counterpart and can export the manipulated data

FIGURE 13. Results of the UC ‘‘Digital twin of warehousing activities for
educational purpose’’4.

back. However, there is currently a limitation in the control
of the physical environment through the DT.

5) RESULT AND OUTLOOK
Using the evaluation mechanism, the DT of Technology
Assessment achieves anOverall Score of 50% as its currently
operated. As shown in Fig. 13, the DT Technology Assess-
ment focuses on the integration and its visualisation, as the
Integration (82%) category is rated highest. This category
has increased significantly in relevance over the past year of
development as the demonstrator has been better connected
to other applications. During the same development period,
the relevance of the Models also has increased significantly
compared with the first versions. This is due to a higher
granulation level that is required for some of the new training
units on warehouse operation. In the early versions of this
DT, Data (49%) was most relevant due to the relevance of
data as decision-making support in an educational setting.
Currently, it is only rated as third. This does not mean that the
data quality is not of high relevance, but more is caused again
by expanding the usage of the DT for different levels, and
for some of the decisions the students have to make, the data
accuracy is less relevant, compared with the Integration and
Models. This is followed by the relevance of HMI (41%).
The results for Control and Computing Capabilities are less
mature and have a lower weighting factor. This is due to
the specific usage of this DT, which is based on experiental
learning, and thus requires that the user of the DT can actively
interact with the DT and experience the conseqences of this
interaction.

4https://dt-maturity.eu/dt/08909ea9
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E. UC 4 DIGITAL TWIN FOR PRODUCTION PLANNING
AND CONTROL
1) MOTIVATION
The manufacturing scheduling and control faces new chal-
lenges: Products are becoming more customized, leading to
smaller lot sizes and higher product variety resulting in more
complex scheduling. Current ERP systems calculate only a
basic schedule on the ERP level and the control at the shop
floor level is done by static dispatching rules. This approach
does not consider the current state of the production system.
Additionally, a production system is a highly dynamic system
that is affected by external influences, like unpredictable
customer demand, high priority orders or disturbances like
machine breakdowns, and stochastic influences, like varying
processing times. These effects lead to non-optimal schedules
and might require a re-scheduling. The addition of sensors
to machines and getting to sensor-equipped collaborating
machines (‘‘Industry 4.0’’) enables the collection of data
about the current system state in real-time. This data can be
used to build more accurate DTs with an improved and more
accurate internal representation of the current system state.

2) DESIGN APPROACH
We developed a DT, which employs a discrete-event simula-
tion model to represent a production system. The simulation
utilizes available data of the system, like workstations, routes
and jobs. The jobs also include confirmed and assumed jobs
in the future. On events that influence the system’s state,
like a machine breakdown, the DTs model is updated. In this
case, the DT applies a distance function that calculates the
difference between the current state and the state at which the
production schedule was last updated. The DT triggers a re-
scheduling if the distance is above a specified threshold. This
re-scheduling applies a simulation-based optimization that
utilizes the simulation model of the DT to evaluate different
possible solutions and gather their quality. The DT actuates
the real production system and applies the resulting optimized
schedule.

3) APPLICATION
Weevaluated the presented concept by applying it in a simula-
tion environment that emulated a real production system and
produced the system data that feeds the DT. For the scenario,
data from a job shop of a Brazilian automotive supplier has
been used [92], [93].

4) EVALUATION
a: MODEL AND COMPUTING CAPABILITIES
The model has been constructed based on the available sys-
tem data. It uses a discrete-event simulation internally to
represent the system and its behavior. This simulation uses the
simulation library jasima (Java Simulator for Manufacturing
and Logistics), which provides a fast evaluation for suggested
updates of the production plan. An optimization heuris-
tic, in this case, a genetic algorithm, generates suggested

updates. A distance function observes the changes since
the last planning and triggers an optimization if the
difference is above a specified threshold. For the optimiza-
tion, currently processed and upcoming jobs are consid-
ered. The number of the forthcoming jobs depends on the
DT look-ahead setting. The optimization result is applied
immediately.

b: DATA AND CONTROL
The DT considers the production’s historical, current, and
future data, depending on the data type. Distributions are
fitted over historic processing times to get realistic input for
the simulation. Except for these distributions, the simulation
considers no historical job data. Data must be collected at
all machines to represent the system state in the DT. The
system collects it from different sources (see [92] for details),
and compiles and processes it at the ERP or Manufacturing
Execution Systems (MES). The DT autonomously changes
the scheduling and learns from previous solutions.

c: INTEGRATION AND HMI
A single DT represents the whole system. The connection
is bi-directional, as data from the system drive the DT and
the DT itself influences the systrems’ behavior by changing
the schedule. The DT does not provide any HMI as it works
in the background. The results are visible in other systems,
like ERP.

5) RESULTS AND OUTLOOK
Overall, this approach reaches a DT maturity of 53%. The
approach is most mature in the categories Model (69%),
Computing Capabilities (67%) and Integration (65%).
As the system only provides a very basic HMI, it is low
mature in this regard (29%). The results are shown in Fig. 14.
This graphic shows that this case is overperforming for HMI
and Model regarding the author’s weighting while it under-
performs in the Data category.

F. UC 5 HUMAN-MACHINE-INTERACTION IN
CONTAINER-UNLOADING USING THE DIGITAL TWIN
1) MOTIVATION
Systems currently available in logistics, e.g., for container
unloading, are either simple handling machines that sup-
port action implementation or fully autonomous systems that
carry out all process steps independently [94]. Their level
of automation is pre-determined and fixed and can there-
fore not change during operation, leading to difficulties in
dealing with unforeseen situations. In this scenario, the DT
improves the systems’ accessibility by creating a more flex-
ible and user-centered interface between physical object and
human operator [95]. The richness of data provided by the
DT combined with internal simulations and models, as well
as a bi-directional connection to the physical asset, enables
the operator to understand and interact with the autonomous
processes of the machine.
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FIGURE 14. Results of the UC ‘‘Digital twin for production planning and
control’’5.

2) DESIGN APPROACH
According to [96], the process segmentation serves as the
basis for a sequentially structured HMI. In trivial situations,
the system performs autonomously, though an operator can
support in ambiguous or unsolvable situations. A sequential
process segmentation allows for structured assistance exclu-
sively in the erroneous process step. Once the operator has
given the system the necessary help, it can revert directly to
autonomous operation. Furthermore, it is possible to oper-
ate the system with the highest level of autonomy at any
time [94].

The DT, characterized by bi-directional communication
and extensive simulation capabilities, simplifies the HMI.
Simulation and prognosis capabilities allow for the evalu-
ation of potential interventions. Human-readable interfaces
between the stages of information processing provide mul-
tiple paths for a direct HMI. These interfaces empower the
operator to understand the system’s internal dynamics by
analyzing raw sensor data, pre-processed information, and
simulation results.

3) APPLICATION
We implemented the presented concept in a CPS for
semi-autonomous container unloading. Data from the sensors
feed into DT for information analysis, information presen-
tation, and autonomous decision-making. The DT sends the
result of the decision-making process to the physical system,
which acts accordingly [97].

5https://dt-maturity.eu/dt/54c282a6

With the ability to supervise all decisions made by the
system, the user can modify or overwrite individual signals
within the CPS without interfering with the rest of the pro-
cesses. Additionally, the operator might bypass the entire
process chain of the DT, resulting in teleoperation.

4) EVALUATION
a: MODEL AND COMPUTING CAPABILITIES
We created the models and DT representation of the system
in parallel to the design process with specific models re-used
in the creation of the DT (e.g., CAD-data, kinematics). First-
order models of the individual components and subsystems
are linked according to the interaction in the real system. The
system and its environment are part of a dynamic simulation
combining continuous and discrete models. The models are
used to control the system with additional triggers for spe-
cific events (e.g., unforeseen situations, sensor thresholds for
safety).

b: DATA AND CONTROL
The DT modules are connected to the Programmable Logic
Controller (PLC) controlling the physical system (e.g., drive-
train, kinematics, grippers) and serve as the basis for cal-
culating the autonomous behavior of the system. In this
cascaded control, the DT represents the outer loop, calcu-
lating reference signals for the inner loop. The simulation
pre-calculates and optimizes the next grip and the necessary
trajectory.

For monitoring and teleoperation, the DT provides the
operator with the processed sensor information in the form
of a 3D simulation. Based on this data, the operator can
develop and analyze control commands. The DT simulation
validates these commands and transmits them to the real
system afterward.

c: INTEGRATION
A DT exists for each individual unloading system. A con-
trol desk combines several DTs, allowing one supervisor to
monitor and control multiple systems. The individual systems
report key performance indicators to the control desk, which
are gathered and sent to downstream processes for control
(e.g., the conveyor technique) and higher levels in the com-
pany for reporting purposes.

d: HMI
The pre-processed data and its representation within the DT
enable the operator to grasp the current situation quickly
(Fig. 15). The user can monitor the pre-processed sensor
data (e.g., image recognition to highlight edges of cartons)
or explore the current situation in a 3D representation. This
virtual scenario updates live, combining sensor readings with
knowledge about the physical system. The model displays
additional information, forecasting the results of the user’s
decisions. The system is controlled by a physical gamepad
and virtual representations on smart devices.
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FIGURE 15. DT-based control interface presenting additional control
information (red and blue) [94].

5) RESULTS AND OUTLOOK
The evaluation of this system reflects the usage of the DT
to support the system’s control (55% maturity in Con-
trol). Yet, in the context of a DT-based HMI with multiple
semi-autonomous systems, the general concept of the DT
offers more capabilities in terms of Computing Capabilities
(87%), HMI (75%) and Integration into the overall system
(60%). Figure 16 allows us to analyse the maturity of sys-
tem implementation and identify specific areas for further
improvement. Overall, however, Fig. 16 indicates that the
level of development of the individual categories is reason-
ably proportional to their relevance. Only the components
of the dimensions Integration and Computing Capability are
over-performing compared to their low Weigthing Score.
Options for enhancement are long-term behavior optimiza-
tion (simulation), reinforcement learning (control), the com-
bination of multiple DTs and the collaboration of the DT
within the IT landscape (integration), and improved output
capabilities towards the user (HMI).

G. MATURITIES OF THE DIFFERENT USE CASES
Table 9 shows the maturities of the different, previously pre-
sented UCs. The maturity of the UCs varies between 39.0%
and 66.4%, which indicates that these UCs are different
mature. This data allows to identify different focuses of the
UCs, e.g., UC 4 and UC5 have a much higher emphasis on
Computing Capabilities than the other UCs. Integration is a
highly important topic in UC3, while it got a low score in
UC2. In Figure 17, we visualized the data in a box plot to
identify how the maturity spreads for the different categories
across the distinct UCs. The orange line in the box gives
the median of the categories’ maturities. The right column
shows the total maturity of the use cases. According to this
representation, we can observe that the evaluators rated the
maturity in the Data category most uniformly. In contrast, the
Computing Capabilities show a relatively high spread.

H. WEIGHTING (PAIR-BY-PAIR)
In the context of this case study, for each of the UCs, the MM
has been applied. Accordingly, for each UC, a categories’

6https://dt-maturity.eu/dt/06ec5a39

FIGURE 16. Results of the UC ‘‘Human-machine-interaction in
container-unloading using the digital twin’’6.

TABLE 9. Maturities of the different UCs.

pair-wise weighting has been conducted, based on the differ-
ent use-cases and the individual expertise of the UC authors,
resulting in different weightings. Fig. 18 shows a box plot
of these five weightings and how they vary. An exception is
the categoryModel, which most authors rate equal important.
An opposite is the Integration category, which is controversial
among the authors. One gives the highest and lowest possible
importance, while on average, it is medium relevant. This
situation is even more for HMI, which is twice weighted
at maximum and twice weighted at minimum. The exact
weights of the different authors are shown in Table 10.

VI. DISCUSSION
This section discusses the key findings on the validation
of the derived classification framework and MM and some
inferences from the practical DT development.

The analysis of existing DTs (case studies chapter V) also
indicates that the nature of the DTs and their application area
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FIGURE 17. Box plot of the UCs maturities.

FIGURE 18. Box plot of the authors weightings.

TABLE 10. Weightings of the different UCs.

varies. A comparison of two of these UCs, UC4 and UC5
(see sec. V-E and sec. V-F), is shown in Fig. 19.
In Fig. 19, we combined the maturity level and the weight

of the identified categories and divided the field into cor-
ridors. These corridors visualize the ratios of maturity and

FIGURE 19. Representation of the maturity over the corresponding weight
for each of the six rateable MM categories of the UCs ’UC 4’ and ’UC 5’. The
areas visualize three corridors categorizing the ratio of maturity to weight.

weight and allow a quick assessment of the potential devel-
opment needs according to the weighting. The figure shows
that in terms of model (M) and data (D), both DTs have a
maturity above 0.8. At the same time, the weight (relevance
of the dimension based on the subjective assessment of an
author for this specific context) differs slightlymore. Looking
at the dimension integration (I), we see that the maturity of
this dimension in UC5 is lower than that of UC4, while the
weight is higher for UC 5. This could indicate that it would be
suitable to put more development resources here in the future
for the UC5 DT.

In UC4, the dimension HMI is of specific interest since
it is hardly considered in terms of maturity and weight, indi-
cating that the evaluators don’t perceive it as an important
dimension for this application. This low rating is thus inter-
esting, because it is an apparent deviation from the systematic
literature review’s (SLR) results, which present the basis of
the framework. The challenge of such a deviation is mani-
fold: If this dimension is not sufficiently considered in the
early step of the modeling process, we know that the costs
of changes related to non-foreseen functionalities increase.
In some cases, it is not possible to consider new required
functionalities of that low prioritized dimension at a later
stage. This can cause challenges in future development but
also make re-use, re-purpose and re-design impossible. Also,
adapting to a slightly different context might be costly and
complicated. Designing, developing and maintaining DTs is
both time-consuming and costly. Thus in this context, it is
relevant to investigate how the framework can contribute to
reducing these two factors through more lean processes.

Fig. 9, 11, 13, 14 and 16 visualize the maturity and the
subjective weight of the five different UCs we have presented
in chapter 5 by applying the developed maturity method.
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All five DTs are one-of-a-kind products, specifically
designed and developed for specific requirements and fit-
ting the needs within a particular context. However, for all
five, the main benefit is related to either new or improved
services. Furthermore, all but one cover the middle-of-life
cycle phase, and most DTs use Resources as the reference
object. Since developing such DTs is costly, difficult, and
time-consuming, we will discuss how the framework can
support the creation of flexible and re-usable DTs. A primary
challenge of developing the DTs is related to the requirements
and the specification. This challenge appears specifically if
the system requirements change in the different phases or if
the future needs (new services) are not precisely specified.

As previously mentioned, most DTs are expensive, one-of-
a-kind products. However, in some cases, it might be possible
to re-use a DT for a different purpose, i.e., running another
experiment or modding the DT to fit a new reality (could be
changing the shop-floor layout). Another option is to transfer
a DT from one field to another- i.e., using a DT made for
production also for logistics operation or a DT made for
maintaining to also work for operation management. In such
cases, the DT must be systematically analysed. In our view,
the proposed framework can be used both as an analysis and
design tool. As a design tool, the framework will support the
design of new or adapt existing to a new environment, sup-
porting the re-usage of DT components. It will thereby also
support transferring knowledge from one domain to another
using the following approach: In a first step, the objectives
(or functional specification) of existing DTs could be com-
pared with the requirements of a different environment, but
with similar functionalities for DT to be designed. Secondly,
a new set of requirements can be generated by combining a
pair-by-pair comparison with an analysis of the maturity of
the different characteristics for each dimension. The old DT
design can be transferred and repurposed if the differences
are minor. For large deviations in the requirements, the design
would need to be re-developed from scratch.

Applied in this way, the framework supports the inclusion
of existing knowledge, reducing the likelihood of design
errors or repetition of failures, improving the time to mar-
ket, and allowing more exact planning. Regarding re-use,
the approach would be similar, with an increased focus on
comparing whether the requirements are sufficiently similar,
using tables 12 and 14 first. Even if a difference is iden-
tified – i.e. the existing DT covers begin of life, the new
should be middle of life – it does not mean that the DT
is not reusable, but it will require a deeper analysis. If the
results are satisfactory, the next step would be to compare
the individual characteristics of both DTs for each dimension.
If the outcome of the analysis for re-usage is unsatisfactory,
the transfer analysis can be applied to identify what to adapt
or re-design.

VII. SUMMARY
The SLR revealed the large variety of applications that are
collectively described using the term ‘‘Digital Twin’’, both

TABLE 11. Structure of the DT MM tables.

TABLE 12. Dimensions of the category ‘‘context.’’

in terms of functionalities and maturity. We developed a
classification framework thought as a tool for analysis of
existing DTs and as a support in the development process of
existing and future DTs.

The main objective of this research is to improve the devel-
opment of context-specific DTs by supporting requirement
analysis and knowledge transfer from one DT to another.
We selected a mixed research approach with a combination
of an SLR, giving an overview of already existing maturity
and classification models, the Maturity Model Development
process of [16], our experience in DTs and the use of case
studies for evaluation.

Based on this approach, we identified a set of seven MM
categories (context, data, computing capabilities, model, inte-
gration, control, human-machine interaction) that are key to
the characterization of DTs. We further divided these cate-
gories into dimensions to allow a more detailed description.
The lists (Table 12 - Table 18, pp. 27ff.) indicate the large
set of characteristics to be considered when assessing the
maturity and usability of an existing DT in a specific context.
However, the specific usability and expected benefits are all
related to the application context and the services that it fuels.
This is particularly important if the goal is to re-purpose, re-
design or re-use the DT for a slightly different topic. For such
a mapping, it is important to assess the nature of the DT and
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TABLE 13. Dimensions of the category ‘‘computing capabilities.’’

the maturity of all its dimensions. If they comply and address
the new requirements, a re-design, re-purposing, or re-usage
is possible.

DTs have become increasingly important for science
and industry in recent years. Due to the complexity and
application-dependent interpretability of the DT concept,
we also saw intensified research on the characterization and
classification of DTs recently, where we observed a range
of different classification criteria, including the development
of new standards (i.e., ISO23247 [98] for the manufacturing
domain) In response to this, we analysed DT related literature
reviews with regard to these classification criteria. The SLR
showed that DTs are research subjects in various domains
with different objectives and hence partly unlike definitions.
The main aim of this work was to synthesize a set of criteria
valid for a broad set of DT applications. Therefore, it was par-
ticularly difficult to integrate similar ideas described from dif-
ferent perspectives by finding their common denominator and
identifying applicable characteristics. However, we were able
to find several similar ideas more frequently so that we could
initially establish 13 theoretically supported criteria. We then
used these criteria to propose a MM for DTs, which can be
used for a wide range of application scenarios. The proposed
model comprises supplementary criteria, which we defined

TABLE 14. Dimensions of the category ‘‘model.’’

iteratively by comparing the existing literature-backed cri-
teria to additional observations from practitioners resulting
from five DT UCs. We placed great importance on serving a
broad set of different application scenarios and areas, leading
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TABLE 15. Dimensions of the category ‘‘data.’’

to a wide range of characteristics. The identified dimensions
are universal denominators, which comprise some ambigu-
ous manifestations and avoid features that refer to specific
domains so that they are relevant for all application scenarios.
The resulting model structures the DT landscape by 30 major
distinguishing criteria in the form of dimensions, which
we clustered into seven categories. Currently, the scores of
the dimensions presented in this paper are based on the
application of the framework to five distinguished UCs by
experts. Applying the framework to more UCs may verify
the approach for a larger spectrum of DTs, but the current
version allows a description of different types of DTs and
can be used to describe the potentials and limitations of a
specific DT understandably. This way, it may help developers
allocate resources for further development by supporting the
categorization and selection of necessary DT characteristics
and indicating if an existing DT can be reused.

We validated and evaluated theMM in different UCs, some
of them presented in this paper. The validation has shown that

TABLE 16. Dimensions of the category ‘‘control.’’

TABLE 17. Dimensions of the category ‘‘Human–machine interaction
(HMI).’’

the dimensions are of varying importance for specific applica-
tions. This fact could limit the comparability of DTmaturities
when applied to different application fields. Further fields of
investigation will also be related to the suitability of a specific
indicator for a particular task. This will help match a DTs
maturity with the complexity of tasks since DTs are always
designed to reach a specific objective.

Based on this, we conducted a weighting of the dimensions
for each UC and discussed an approach to assess the different
maturity ratings based on ratios of maturity and weighting.
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TABLE 18. Dimensions of the category ‘‘Integration.’’

VIII. OUTLOOK
The validation indicates that the relevance of each dimension
depends on the application. In this first approach, we have
used linear corridors for the ratio maturity/weight. However,
we hypothesize that we may expect to see a more sophisti-
cated curvature (e.g. Pareto patterns) with more data. Future
research activities, therefore, need to address the variance of
the weightings. The current model allows for an evaluation
of individual DT applications and the analysis of re-usage
of external twins for a different purpose. Since the current
weighting is based on only five sources, an extension of the
sample is an important step to make the statement generally
valid. By adding further UCs for validation, we could check
dependencies between the context of a DT and the importance
of certain dimensions in the future.

The MM presented in this paper is available online at
https://dt-maturity.eu. We ask interested readers to submit
their DT, contribute to a broader database, and support con-
tinuous improvement of the model. Such a crowd-sourced
data pool could help in the classification and evaluation of
DTs and present new insights on the current stage ofDT usage
and will besides improve the evaluation of the framework
and support the current standardisation initiatives that drive
some of the DT developments. In this context, the weighted
maturity results may also be compared to the similar concepts
of the digital twin (e.g., digital shadow and digital model)
mentioned in section III-B.

APPENDIX
A. DIMENSIONS OF THE DIGITAL TWIN MATURITY
MODEL
In this appendix the categories, dimensions, attributes and
options of the DT MM are shown. The structure of the tables
is always as shown in Table 11. The first line shows the
dimension name and question. On the top right corner the
scoring range of this dimension is given. If no scoring can be
applied, this is given by a -. Below the attributes and options
of this dimension and their scores follow.
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