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ABSTRACT A new approach to reduce the teleportation cost and execution time in Distributed Quantum
Circuits (DQCs) was proposed in the present paper. DQCs, a well-known solution, have been applied to
solve the problem of maintaining a large number of qubits next to each other. In the distributed quantum
system, the qubits are transferred to another subsystem by a quantum protocol like teleportation. Hence,
a novel method was proposed to optimize the number of teleportation and to reduce the execution time for
generating DQC. To this end, first, the quantum circuit was reordered according to the qubits placement to
improve the computational execution time, and then the quantum circuit was modeled as a graph. Finally,
we combined the genetic algorithm (GA) and the modified tabu search algorithm (MTS) to partition the
graph model in order to obtain a distributed quantum circuit aimed at reducing the number of teleportation
costs. A significant reduction in teleportation cost (TC) and execution time (ET) was obtained in benchmark
circuits. In particular, we performed a more accurate optimization than the previous approaches, and the
proposed approach yielded the best results for several benchmark circuits.

INDEX TERMS Quantum computing, distributed quantum circuit, optimization, genetic algorithm, telepor-
tation.

I. INTRODUCTION
In the field of computation, quantum computing is a new field
with a high capacity to perform classical computing more
efficiently [1]. The quantum computing was first introduced
by researchers in the 1980s. It has presented new algorithms
for computer science to accelerate problem solving com-
pared to classical algorithms [2], [3]. Undoubtedly, the use
of quantum computation is indispensable, since it employs
fundamental techniques, such as encryption and optimiza-
tion, causing classical problems, to be solved. Nevertheless,
there are significant new trends and approaches into quantum
computability system [4], quantum algorithms [5], quantum
communication protocols [6], [7] and quantum mechanics
[8], particularly with the advent of the quantum information
theory [1].

The associate editor coordinating the review of this manuscript and

approving it for publication was Abdullah Iliyasu .

But,there are some problems with quantum computing.
For example, when the number of qubits grows, protecting
them from destroyed interactions and decoherence rapidly
becomes uncontrollable [9]. Therefore, for a distributed quan-
tum circuit [10]–[12], development of a quantum circuit with
limited quantum subsystems communicating with each other
through quantum teleportation is a logical method to use.
To build the distributed quantum circuit, it is necessary to
make multi quantum circuits with a limited capacity con-
nected together through a classical or quantum channel, and
they implement the functionality of a distributed quantum
circuit. DQCs are a model for quantum circuits consisting
of subsystems, which are far from each other and have
many qubits.

Briefly, DQCs are comprised of several subsystems having
qubits and gates, so that qubits are exchanged between sub-
systems by teleportation (a technique for transferring qubits).
Then, the qubits are returned to the first subsystem after
completing the operation.
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In the present paper, we intended to survey the performance
of the distributed quantum circuit by reordering the qubits
placement and implementing the combination genetic and
modified tabu search algorithm to reduce the execution time
and the number of teleportation cost.

In this work, we developed an optimization approach to
improve the execution time for generating distributed quan-
tum circuits in order to reduce the number of teleporta-
tion cost significantly. Since the general optimization of
distributed quantum circuits is NP-hard, we presented the
genetic algorithm and the modified tabu search algorithm to
partition the graph model of quantum circuit in order to cre-
ate a distributed quantum circuit with the minimum number
of teleportation. Afterward, we implemented our optimiza-
tion approach in several distributed quantum circuits. In this
paper, as a benchmark, quantum circuits were selected from
the RevLib website [13] and Quipper’s library [14], [15] to
test the proposed optimization. In all circuits, we focused
on the number of teleportation and the execution time to
optimize for the distributed quantum circuit.

Tabu search (TS) is one computational algorithm for opti-
mization and is widely used in many sciences. Tabu search
(TS)is a memory-based algorithm. However, TS cannot com-
pletely perform optimization problems. The modified version
of TS (MTS) has been applied to improve its performance, for
example, MTS has presented a significant performance when
used to partition graph problems. Owing to motion mecha-
nisms, MTS had rapid convergence to solution, and it per-
formed a considerable search in the potential solution. Thus,
we applied the modified tabu search, so that the problem of
partitioning was best solved, and the optimal partitioning for
the large distributed quantum circuits was obtained.

The long interaction distances between the qubits within
the quantum circuit may increase the execution time for gen-
erating the distributed quantum circuit. Hence, the reordering
leads to approach qubits for executing the quantum gates
within a quantum circuit and ultimately reduces the execution
time in DQC.

This work consists of four steps. In the first step, reordering
operation is applied to the qubits placement in the initial
quantum circuit; in the second step, reordered quantum cir-
cuit is modeled by a graph; in the third step, modified tabu
search(MTS) partitions the graph model; and in the fourth
step, genetic algorithm (GA) is presented to improve the
graph partitioning.

The paper has been organized as follows: Section II
explains some basic concepts of quantum computation.
Section III presents the related work. Section IV offers the
definitions required for the distributed quantum circuit. Sec-
tions V and VI discuss our proposed approach and results of
simulation, respectively. Finally, Section VII concludes the
paper.

II. BACKGROUND
Quantum computation is a novel computational field in which
qubit is the basic unit of information. The state of a qubit is

FIGURE 1. Circuit of the CNOT gate.

FIGURE 2. Quantum circuit of qubit teleportation.

shown by a unit vector in a Hilbert space labeled as

|8〉 = α|0〉 + β|1〉 (1)

where |0〉 and |1〉 are the basis of space, and α as well as
β are complex coefficients establishing |α|2 + |β|2 = 1.We
used some single- and two-qubit gates, such as single-qubit
Hadamard, T and S, and two-qubit CNOT gate in our pro-
posed method.

Fig. 1 shows the representation of the CNOT gate.
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Let a quantum system be formed by two components that are
placed in Hilbert space H1 and H2, respectively. Therefore,
the whole system is placed in a Hilbert space H = H1 ⊗ H2,
so that the state vector is shown as

|ψ〉 =
∑
i,j

di,j|e1,i〉|e2,j〉 (5)

where {ea,i} is considered the basis in the Hilbert space and∑
i,j di,j = 1.
In this paper, qubit transfer between subsystems was

assumed to be accomplished through teleportation operation.
In teleportation, the basic process is to transmit a quantum
state of qubit, so that the destination receives the same state
as the initial qubit state. Therefore, the initial state is removed,
so that quantum teleportation matches the no-cloning the-
orem [16]. Moreover, the aim of quantum teleportation is
to transfer a quantum state of qubit using two classical bits,
so that the receiver generates the same state as the initial qubit
state. Fig. 2 presents the quantum circuit of qubit teleporta-
tion [17].

III. RELATED WORK
In this section, the pervious methods for distributed quan-
tum circuit have been reviewed. Grover [18], Cleve and
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Buhrman [19], and Cirac et al. [20] were the pioneers who
started to survey the distributed quantum computing field.
Grover divided a quantum circuit in which particles are far
from each other, and each particle completed its computation.
Thus, he presented a distributed quantum system. In this
system, requiring information is transferred from one particle
and received in another particle. He also showed the use of
this distribution system and presented a quantum algorithm
to calculate the total time required to compute the number of
distributed particles. Beals et al. also indicated that a quantum
circuit could be modeled as a distributed quantum circuit by
introducing the hypercube graph, so that each subsystem was
placed on each vertex of a hypercube graph in [21].

Yepez considered two communications structures for dis-
tributed quantum computing. Quantum subsystems are com-
municated through the quantum channel, while classical
subsystems are communicated through classical channels.
Quantum systems in which all qubits can be entangled to
each other and subsystems are communicated to each other
through classical channels in [22]. Streltsov et al. presented
a way to distribute entanglement and indicated the minimum
communication cost for sending entangled particles between
subsystems. They also showed that the total entanglement
between two particles sent should not be more than the total
quantum communication required for moving each particle
between two subsystems in [23].

Ying and Feng determined an algebraic language to intro-
duce the distributed quantum system. They also defined some
notations for distributed quantum computing in [24].

In addition, the hyper graph-partitioning approach was pre-
sented for the quantum circuit. Authors modeled the quantum
circuit as a hypergraph model. Finally, they employed the
proposedmodel to be applied on five quantum circuits in [25].
However, their approach did not consider the execution time
for partitioning graph.

In [26], the authors presented an algorithm optimization,
so that reduced the teleportation cost of the distributed quan-
tum circuit (DQC) in terms of the number of teleportation.
They showed that DQCs were the potential solution for
a multi subsystem and proposed an algorithm to optimize
the cost of communication consisting of two subsystems.
In the end, the final configuration with the minimum number
of teleportation was reported. However, their optimization
algorithm divided quantum circuit into only two partitions,
whereas they could consider their proposed approach to cre-
ate multiple partitions. Moreover, in [27], a GA was intro-
duced to perform the optimization process on distributed
quantum circuits more efficiently. The authors found the pro-
posed approach had executed the genetic algorithm with high
speed. Shor’s algorithm was introduced in [28]. In the pro-
posed model, a distributed quantum circuit was implemented
to execute the non-local gates of algorithm. Furthermore, the
authors do not report the number of quantum teleportation for
this distributed quantum circuit. Daei et al. presented a graph
model to generate distributed quantum circuits from mono-
lithic quantum circuits, so that communication between par-

titions of a distributed quantum circuit wasminimized in [29].
However,their approach did not examine the execution time
needed to generate graph-partitioning. Davarzani et al. pro-
posed the algorithm consisting of two steps: The quantum
circuit was converted into a bipartite graph model, and a
dynamic programming approach was applied to generate dis-
tributed quantum circuits in [30].

IV. PROBLEM DEFINITION
A distributed quantum circuit (DQC) includes N number
of quantum circuits that all of them construct a distributed
quantum circuit. In a DQC, qubits are transferred between
the subsystems by teleportation. In each subsystem, qubits
are labeled from the top to the bottom line, where the ith line
corresponds to the ith qubit. In the present work, we defined
two kinds of quantum gates in a DQC as follows:

A local gate: Its control and target line are in the same
partition applying on the local qubit. Each partition may have
a finite number of local gates.

A global gate: Its control and target line are in different
partitions. To run a global gate, a qubit in the current partition
should be teleported to another partition to perform gate.

Moreover, in a distributed quantum circuit, when a qubit
is sent into another subsystem, it does not execute in its
initial subsystem anymore. To accomplish local gates, qubits
can be performed in their initial subsystem. Furthermore,
to execute global CNOT gates, qubits should be executed in
the same subsystem. Quantum teleportation is a good solution
to transfer qubits between partitions. Suppose that there is a
two-partition system with Subsystem A and Subsystem B.
In this system, there are two ways to perform any global
gate. The qubit in Subsystem A is transferred to Subsystem B
through teleportation. This is also true the other way around.
Single-qubit and local CNOT gates should be executed in
their local subsystems.

Although at first glance, DQCs are similar to quantum cir-
cuits (QCs), the problem with a DQC is essentially different
from that of a QC. In a DQC, the optimization process is
focused on reducing the computational execution time and
teleportation costs. In the current study, to optimize the dis-
tributed quantum circuit, an approach was proposed based on
optimization algorithms, so that we attempted to find a desir-
able DQC with reduced teleportation costs. Our proposed
approach calculated the minimum number of teleportation
for each configuration, where global gates had an individ-
ual position between partitions for each configuration. Ulti-
mately, the minimum number of teleportation was reported
for all configurations. We also strived to begin with an initial
quantum circuit like basic gates (i.e., CNOT and single-qubit
gates). In the current work, we considered a quantum circuit,
including basic gates (i.e., CNOT and single-qubit), which
were applied on qubits.

We consider a graph as G(V, E), where V is a set of
vertices,and E is a set of edges formed by pairs of vertices,
respectively. The graph-partitioning problem divides graph
into K partitions, so that we try to minimize the connection
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FIGURE 3. A quantum circuit without reordering the qubits placement.

among all different partitions.∑
i=1,2,··· ,n

∑
j=i,i+1,··· ,n

W (vi, vj) (6)

whereW (vi, vj) is the weight of between vertices vi and vj for
all vi ∈ pi, vj ∈ pj.

A. REORDERING OF QUBITS PLACEMENT
We proposed reordering of the qubits placement in quan-
tum circuits. This process can reduce the execution time
to generate the distributed quantum circuit. In this section,
our objective is to reorder the qubits placement based on
the minimum nearest neighbor cost. Before partitioning of
qubits into determined partitions as discussed in the next
section, we apply the proposed approach in which a suit-
able qubit order is determined for each quantum circuit.
For this goal, it is applied to each quantum circuit exten-
sively. The reordering plays a crucial role in improving
the execution time in DQC. So, we construct the matrix
model for quantum circuit. In this matrix,the relationship
between the qubits in the quantum circuit can be modeled as
follows:

{1; if two qubits (qi,qj ) are communicated.
{0; otherwise
Then, reordering of the qubits placement is carried out on

the corresponding matrix according to the minimum nearest
neighbor cost. The minimum nearest neighbor cost of the
quantum circuit is determined as

NNCQC =
1
2

 ∑
i=1,2,··· ,n

∑
j=i,i+1,··· ,n

Ai,j(|i− j| − 1)

 (7)

The reordering operation was kept until the minimum
NNCQCwas attained. The optimization process depended on
the number of qubits in the initial quantum circuit. Finally,
we constructed a new quantum circuit whose qubits place-
ment could be closed to each other and could improve the
execution time when the distributed quantum circuit was
generated.

For instance, consider the quantum circuit in Fig. 3.
We reorder the qubits placement based on the minimum
nearest neighbor cost from {q1, q2, q3, q4, q5, q6, q7, q8} to
{q7, q4, q1, q3, q2, q5, q6, q8} as shown in Fig. 4.

FIGURE 4. A quantum circuit with reordering the qubits placement.

B. GRAPH MODELING BASED ON LABELING OF
QUANTUM CIRCUIT
The basic method presented in this section is to employ the
graph structure to model the quantum circuit. In our quantum
representation model, we consider a set of qubits (V), a set of
input qubits (I), a set of output qubits (O) and a set of gates
like U on the qubits.

The set of U gates consists of gates like U1U2 . . . . Each
of these gates may be dependent on the gates before them.
It should be noted that these gates are applied from left to
right, and to show the labeling model, we use the graph
structure displayed as G = (V ,E) based on {I ,O} these
components:

V: Represents the set of nodes of graph G that each node
of the graph represents a qubit.

I: Represents the set of the input qubit of the U gate.
O: Represents the set of the output qubit of the U gate.
E: Represents the edges of graph G, which indicates the

relationship between two nodes.
To determine the CNOTgate in the graphmodel, we use the

following method to label the input and output in a quantum
circuit and we model a quantum circuit into the graph based
on differences labeling the target of the CNOT gate.

This labeling is such that if the two-part input and output
of CNOT gates have the same label, these gates realize the
same function. Hence, all CNOT gates having a different
functionality are implemented in this model.

1. First, we label all quantum circuit input lines as 0 and
consider an empty list Li for each quantum circuit. Each
list Li keeps the input and output labeling of CNOT
gates.

2. For each CNOT gate from the inputs toward the outputs
of the quantum circuit, we apply the following step for
CNOT gates:

If there are k CNOT gates C1, · · · ,Ck that realize the quan-
tum circuit, i.e. C1. · · · .Ck = I , then the label output side
of the target for the latest CNOT gate equals the label on the
input side of the target for the first CNOT gate. Therefore,
we omit these CNOT gates from the graph model.
We propose creating an edge in graphmodel from the labeling
by applying the following procedure:

comp
(
(ci, tj)labeling, (c′i, t

′
j )labeling

)
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where comp represents the comparison operation for the
labeling of the inputs and outputs of each CNOT gate. Using
the labeling method, we can find all changes in the input and
output qubits of a CNOT gate.

In other words, by labeling the input qubits of a CNOT
gate as (ci, tj) and its output qubits as (c′i, t

′
j ), changes to the

labeled inputs and outputs of CNOT gates can be saved in
the Li list,and with the help of this list, we can recognize the
existence of the CNOT gate. After we find changes in labeling
according to list Li, we must regard these changes for CNOT
gates and begin to model a quantum circuit into a graph based
on the order of qubits. The reason for this is that the qubits of
CNOT gates depend on other possible qubits.

To determine CNOT gates, we should consider the label-
ing method to represent the graph model of a quantum cir-
cuit. Because no edge is constructed,we do not consider the
one-qubit in the graph model like {H ,T ,T t }.
However, for the CNOT gate, we assume two qubits as

control and target as CNOT (q1, q2). Thus, a connection is
needed for showing it with an edge between q1 and q2. The
graph models all quantum qubits and gates in a quantum
circuit to all interconnections needed to implement it.

Algorithm: Creating a Graph Modeling From a Quantum
Circuit

Input: The CNOT gates of a quantum circuit QC
sorted by the order they are applied.

Result: A graph G = (V ,E) based on {I ,O}
1. apply the labeling method to the quantum

circuit for each CNOT gate
2. if qubit labeling is changed then
3. qi← the first qubit acts on;
4. qj← the second qubit acts on;
5. G← Add CNOT gate (qi, qj,G)
6. else
7. remove the CNOT gate
8. return G;

We consider a sample quantum circuit in Fig. 5. In this
figure, the sets of qubits are Q = {q1, q2, q3, q4} and CNOT
gates areG = {g1, g2, g3, g4, g5, g6, g7}, respectively. To cre-
ate a graph model as shown in Fig. 6, first, we consider the
labeling (q1, q2, q3, q4) = (0, 0, 0, 0).
For the first CNOT gate, the target (q1, q2) is assigned

labeling 1. The line that is not empty (
⊕

) should be labeled
by 1 or 0. The qubits of the first CNOT gate are recorded in the
list Li, so that the obtained labeling is (0,0,0,0) and (0,1,0,0)
for the input and output, respectively.

The implementation of the proposed model for a quantum
circuit will continue until all CNOT gates of a quantum circuit
are modeled as shown in Table 1. Afterward, we find labeling
changes to model the CNOT gate in a quantum circuit into the
graph model based on the obtained list Li.

FIGURE 5. Sample quantum circuit.

TABLE 1. Labeling of Figure 5 for creating the list Li .

FIGURE 6. Graph model for Figure 5.

Therefore, edges E12(q1, q2) are added to the graph model.
Other edges are modeled as

E = {E31(q3, q1),E14(q1, q4),E43(q4, q3),

E42(q4, q2),E12(q1, q2),E42(q4, q2)}

C. GENETIC ALGORITHM
Genetic algorithm has been introduced as an optimization
model for evolutionary computation. It is used to gener-
ate optimal solutions to optimize difficult problems. The
partitioning of graph is an NP-hard problem, which can
be solved by the genetic algorithm. Such an algorithm is
commonly applied to generate the converged solutions by
recombination, mutation operation, and production of new
generations. Through a genetic model, a distributed quantum
circuit was modeled to a graph, and then it was attempted
to be partitioned with a minimum number of cuts (number
of teleportation cost) by using the genetic algorithm. First,
we presented a chromosome to indicate the way in which the
proposed method was used in the genetic algorithm model.
In this algorithm, a chromosome structure, whose elements
represented partition of the vertices, was used. It assigns each
gene a number 1 to k depending on which the gene belongs

VOLUME 10, 2022 70333



D. Dadkhah et al.: Reordering and Partitioning of Distributed Quantum Circuits

FIGURE 7. The representation of chromosome.

to the specified partition of vertices. For example, in the
following chromosome, Vertex 1 is in Partition 1, and Vertex
2 is in Partition 3. The number of cuts (the teleportation cost
of the distributed quantum circuit) is calculated when vertex
(vi) in the partition (pi) is connected to the vertex (vj) in
the partition (pj) by edges (global gates) as the considered
chromosome. The points of cut are changed by using the
genetic algorithm until the lowest quantum teleportation cost
is achieved. In a genetic algorithm, a population of candidate
solutions always evolves to obtain an optimized solution.
Each chromosome represents a set of properties, which can be
mutated and replaced. GA search is also an iterative process
with a generation (a population in each iteration). To imple-
ment genetic algorithms, first we start to define the structure
of the genetic algorithm used for finding best solutions. The
following procedure scheme was used in this paper.

Fitness function (f ), which is the number of communica-
tion costs between the partitions, is evaluated by using an
optimization function F(v). This function tries to attain the
minimum number of teleportation,which is the main objec-
tive, and they often includemultiple limitations. An optimiza-
tion function is defined as

O = F(v) = minimize
(
f1(v), f2(v), · · · , fn(v)

)
with v = (v1, v2, · · · , vn) ∈ V

o =
(
o1 = f1(v), o2 = f2(v),

· · · , on = fn(v)
)
∈ O (8)

Subject to W =
∑
i6=j

w(vi, vj) ≤ λ (9)

where v is a vector of vertices variables, n is the number
of vertices, V is the input space of the problem, o is an
output vector of vertices, and O is the output space of the
problem. Each fitness function f (v) is an objective function,
W is the sum of weights of edges between partitions that is
considered the feasible limitation for possible solutions, and
λ is a real number implying that vi is connected to vj. The
optimal solutions are the set of all possible solutions obtained
by the optimization function within feasible limitations. The
total cost of edges (nc) for each vertex (vi) connected to other
vertices (vj) for different partitions is obtained by

nc = min

 n∑
i=1

n∑
j=1,i6=j

w(vi, vj)

 (10)

The best individuals are selected from the current population
by using the roulette wheel selection strategy, and genes of
each chromosome are modified to form a new generation so
that they are recombined and randomlymutated. GA applies a
two-point crossover operation to randomly generate two new

FIGURE 8. Representation of the crossover.

FIGURE 9. Representation of the mutation.

offsprings by swapping genes of the chromosomes. As Fig. 8
depicts, Crossover operation starts by randomly selecting and
moving parts of the parents with each other. It is applied to
cut each of the selected parents from the determined points
and to generate a new chromosome by recombining them
with probability-pc. We implement the mutation operation
to flip the chosen genes of a chromosome to generate new
solutions with probability-pm. It randomly selects one or
more partitions of the vertex and replaces them with other
ones depending on the probability of the mutation operation.
Fig. 9 presents the mutation procedure. As Fig. 10 shows,
using the crossover, mutation, and recombination operation,
we attain high searching performance while maintaining the
population’s diversity. Genetic operators are applied to the
selected chromosome to generate a new population. Ulti-
mately, the genetic algorithm terminated is obtained for the
population when the number of generations exceeded from
acceptable number or minimum fitness function. We apply
the modified tabu search algorithm [31], which is used in
our optimization step to improve the quality of the obtained
partitions, is based on the tabu search algorithm, in which the
disruption mechanism is used to diversify the search. Accord-
ing to the results, the combination of these two mechanisms
provides a highly effective improvement method to generate
high quality partitions.

We explain the modified tabu search algorithm, and exam-
ine how the modified version of this algorithm is presented
on the graph partitioning problem.

D. MODIFIED TABU SEARCH ALGORITHM
We define two motion operators T1 and T2. The application
of these two motion operators causes to transfer the vertices
to other subsets in order to reduce the connections. These
operators play a crucial role in minimizing the sum of the
connections of the edges between the partitions in the graph
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FIGURE 10. The flowchart of the genetic algorithm in the proposed
approach.

model. These operators move one vertex or two vertices
between the subsets. Assuming that vertex vm in partition Sm,
the gain move g(v, n) can be calculated when vertex vm in
partition Sm goes to any arbitrary Sn(n 6= m). The concept
of gain move shows how motion operators cause to minimize
the connection edges between partitions. Therefore, the high
gain move decreases the connections in the graph model.

Suppose P = {s1, s2, · · · , sk} is a K-partition. For exam-
ple, in Fig. 7, {v1, v6, v8} are considered in partition s1,
{v3, v5, v7} are in partition s2, and {v2, v4, v9, v10} are in
partition s3.
Additionally, Smax is the subset with the most edges so that:

Smax = max
i∈1,2,··· ,k

W (si) (11)

In this case, we define two motion operators as follows:
Single-move operator (T1): We transfer a vertex like vm,

which is the maximum gain move. We randomly select a
partition like Sm(m 6= max), then the vertex like vm, which
is in partition Sc ∈ {Si ∈ P|W (Si) > W (Sm)} is transferred to
Sm.
Two-move operator (T2): We select the two vertices vx and

vy,which have the highest gain move to transfer. We move
vertex vx to partition Sm based on the single-move operator.
Then, we randomly select a subset like Sn ∈ P(n 6= max, n 6=
m). Thus, we select the vertex vy that has the highest gain
move from the subset Sc ∈ {Si ∈ P|Si 6= Sm, Si 6= Sn}.
Finally, we transfer vx to Sm and vy to Sn. It is important to
note that vertex v is chosen to move to Si only v is adjacent to
at least one vertex of Si.

To improve the assessment of themotion, we use the bucket
structure, which arranges the vertices according to the amount
of gain move. This sorting is used to avoid unnecessary
searching and reduces the time needed for finding vertices
with a high gain move. Accordingly, we select the vertex that
has the highest gain move from the bucket. After moving
the vertex to the desired partition, we update the bucket

FIGURE 11. 4mod5 quantum circuit.

structure. The complexity is removing a vertex and inserting
it into bucket O(1). Thus, the complexity of moving vertex
v from partition Sc to Sm is equal to the number of adjacent
vertices.

Suppose Vsel is a set of candidate vertices with the highest
gain to be transferred to subset Sm. We select a vertex like
v ∈ Vsel , which is the current subset of Sc, to transfer to
Sm whenever it is not in the tabu list or the move from v to
Sm causes the new partition to be better than the partition
achieved thus far. If there is more than one vertex to move,
we select the vertex to move to Sm, which has the least
connection with Sc.
To improve and complete the modified tabu search algo-

rithm, we use the disruption mechanism for diversity in the
search space. In this case, if the best partition P does not
change after T repetitions, the disruptionmechanism selects a
vertex randomly. To be more precise, suppose that the current
partition is {s1, s2, · · · , sk}. We use an independent step as

Algorithm: Disruption Mechanism
1. Select randomly Sm ∈ {S1, S2, · · · , Sk}
2. Select randomly v from Sc ∈ {S|W (S) > W (Sm)}
3. Transfer v to Sm
4. Do steps 1 to 3 for T repetition

This mechanism is similar to (T1). However, there is a
significant difference, and this vertex, which is considered for
partition Sm, is not necessarily adjacent to Sm. This causes us
to go to a different and more diverse space in the process of
finding the solution.

As Fig.11 depicts, to illustrate the functionality of MTS,
for example, we use 4mod5 quantum circuit, which has
7-inputs and outputs. Fig.12 presents the graph model of
4mod5. The graph is partitioned into two parts by the
modified tabu search partitioning algorithm, as follows:
P1{q1,q4}, P2{q2,q3,q5,q6,q7}. Fig. 13 shows the 4mod5 dis-
tributed quantum circuit,and Table 2 presents the steps of
executing quantum gates for the 4mod5 circuit. There-
fore, 4mod5 is divided into two partitions with specified
qubits.
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FIGURE 12. Graph model of the 4mod5 circuit.

FIGURE 13. 4mod5 distributed quantum circuit.

TABLE 2. The steps of executing quantum gates in the MTS algorithm for
the 4mod5 circuit.

V. THE PROPOSED APPROACH
We attempted to reorder the qubit placement in the ini-
tial quantum circuit to construct a new quantum circuit to
improve the execution time and modeled the new quantum
circuit into a graph, and finally partitioned the graphmodel by
the modified tabu search algorithm as local optimization,and
then applied the genetic algorithm as global optimization to
obtain a distributed quantum circuit with at least the number
of teleportation cost. We implement the proposed approach
in benchmark circuits by applying steps (reordering- graph
modeling- modified tabu search algorithm- genetic algo-
rithm).

Teleportation in DQCs is a costly operation; therefore,
we attempt to reduce it as far as possible. Our approach is
based on reducing the number of teleportation cost and execu-
tion time in DQC. Hence, we model the quantum circuit with
a graph and assume that the quantum circuit is composed of
the quantum gates {H ,T ,T t } +CNOT . It is also noteworthy
that quantum gates with multiple qubits can be decomposed
to the basic gates [32], [33]. To construct the graph model,

we begin from the first quantum gate in the quantum circuit
until the set of edges is completed. The weight of each edge
is related to the number of connection between vertices.
We model the quantum circuit as an undirected graph in
which the weight of each edge represents the connection of
two qubits through quantum gates.

Since connections between partitions in a distributed quan-
tum circuit indicate the number of teleportation cost, one of
the main goals is to reduce the connections between partitions
by applying the modified tabu search algorithm and genetic
algorithm. We can divide the graph model into K-partitions
using the modified tabu search algorithm for graph parti-
tioning,and then apply the genetic algorithm to improve the
graph partitioning in order to obtain the minimum number
of teleportation cost. It is important to note that the best
partitioning of vertices attained in the modified tabu search
algorithm is as an initial partitioning in the genetic algorithm.
We implement these partitioning algorithms for benchmark
circuits and finally present the best number of teleportation
cost. After applying the modified tabu search to the graph
model, we attain the partition of vertices so that we have
K-partitions {p1, p2, · · · , pk} in which each partition has a
number of vertices, which may be connected to several other
partitions through some edges. Then, the results of the mod-
ified tabu search algorithm transfer to the genetic algorithm
to run the global optimization, Since our proposed approach
attempts to partition a graph to obtain the least number of
teleportation cost after applying the partitioning algorithms.
All of the connected edges in different partitions determine
the number of teleportation cost in DQC. Once the proposed
approach is executed, DQC is achieved by reducing the num-
ber of teleportation cost. If the vertices are properly placed
in partitions, the execution time will be reduced,and the least
teleportation cost will be obtained for the distributed quantum
circuit. The algorithm for the proposed approach is run as

• First, the quantum circuit is reordered based on the
proposed method in Section IV-A.

• The graph model is constructed according to the pro-
posed approach in Section IV-B.

• The graph is partitioned by the modified tabu search
and genetic algorithm into K-partitions and a partitioned
graph model is created.

• If the partitioning result is obtained by the modified tabu
search algorithm is better than the genetic algorithm, this
result is regarded as the best partitioning. Otherwise, the
partitioning obtained by the genetic algorithmwill be the
best result.

• In this paper, genetic algorithm terminates when the
number of generations reaches the maximum value,and
MTS terminates when the number of iterations reaches
the maximum size.

As Fig. 14 shows, we reordered the qubits placement in
the initial quantum circuit,and then constructed a graph
model from the new quantum circuit. Finally, partitioning
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FIGURE 14. The flowchart of the proposed approach.

TABLE 3. The parameters in the proposed approach.

algorithms were implemented by the modified tabu search
and the genetic algorithm to create a DQC.

Pseudo Code: Improvement of Graph Partitioning With
Modified Tabu Search

Input: Graph Gi(Vi,Ei)
Result: Best partitioning (Pi) from Graph Gi

1. initialize tabu list T=0
2. initialize (Pi) as the best partitioning
3. while (not termination-condition) do
4. select vertex v from Sc ∈ Pi
5. apply motion Set T1 and T2
6. update Pi after transferring v to Sm ∈ Pi
7. update tabu list
8. calculate gain move g(v,m)
9. if Pi is better than the best partitioning
10. update (Pi) as the best partitioning
11. if no improvement (Pi), apply the
disruption mechanism
12. end while

VI. RESULTS
The proposed approach leads to attain the best results for
the most distributed quantum circuits according to the results
of implementation. For many distributed quantum circuits,
the algorithms of the proposed approach are better than the
results of other algorithms. Therefore, the results illustrate
that the proposed approach can obtain the minimum number
of teleportation and reduce the execution time in the dis-
tributed quantum circuit effectively. Some of the results are
new for benchmark circuits, whichwere not found previously.
As the number of connections between the partitions of the
DQC increases, the execution time increases exponentially.
For this reason, we reorder the qubits placement to improve
the execution time in DQC. The obtained teleportation cost
of the proposed approach was also compared to that of

other approaches, and it appeared that teleportation cost and
execution time were lower than those of other approaches.
As Fig. 15 depicts, Our proposed method causes to execute
distributed quantum circuits with less execution time com-
pared to [27]. Therefore, the results prove that our proposed
approach has superior performance and high efficiency for
DQCs. The reasons are as follows: The proposed approach
is the combination algorithm of MTS and GA. It combines
the global search by using GA and local search by employ-
ing MTS to perform the proposed algorithms. The genetic
algorithm has the ability for global searching, and the mod-
ified tabu search has the ability for local searching. Further-
more, genetic operators in GA and the motion structure in
MTS are applied and implemented in the proposed approach.
To indicate the performance and effectiveness of the pro-
posed approach, we used RevLib circuits, Binary welded
tree (BWT),and Ground state estimation (GSE) as bench-
mark circuits. Afterward, we applied our proposed method
to benchmark circuits in order to determine teleportation
cost. The partitioning of graph is applied, so that the least
number of communications between partitions is required,
and this causes to reduce the teleportation cost in distributed
quantum circuits as shown in Fig. 16. We implemented our
proposed method to benchmark circuits for K = 2 and 3 par-
titions, respectively. The number of teleportation is related
to the placement of gates in the partitions. Compared to the
proposed approach in [27], our proposed method causes to
execute distributed quantum circuits with less execution time.
Our proposed method changes the order of the qubits and
causes quantum qubits to move closer to each other to run
on quantum gates, thereby reducing the execution time of the
partitioning algorithm. For each quantum circuit, we used a
genetic algorithm and themodified tabu search to partition the
graph model, so that the minimum number of teleportation
costs was obtained. We performed the proposed approach
over different quantum circuits to show the execution time of
our proposed approach. The results indicate that the proposed
approach can reduce the execution time compared to [27]
by approximately 80% that is a considerable improvement.
The execution time of the method presented in [27] for
quantum circuit alu_primitive and sym9_147 is 1182.51 and
10930.47 seconds, respectively. However, the proposed algo-
rithm can considerably reduce the execution time needed
for these distributed quantum circuits. By determining the
various number of partitions for the benchmark quantum
circuits, the proposed approach attained an average of 50%
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FIGURE 15. Improvement in the execution time of the proposed approach
(P) compared to [27].

TABLE 4. Execution time comparison of the proposed approach (P) with the results in [26] and [27].

FIGURE 16. Improvement in the teleportation cost of the proposed
approach (P) compared to [29] and [30].

improvement in the number of teleportation compared to [29]
and [30].

Table 4 displays the execution time of proposed approach
compared to [26], [27] and other quantum circuits. Table 5
compares the results of our proposed approach to those
in [29], [30] and the RevLib website in terms of teleportation
cost (TC) for 21 different quantum circuits. Thus, we pro-

FIGURE 17. Number of the teleportation cost for GSE and BWT circuits in
comparison to [25].

posed the novel approach to find the number of teleporta-
tion required for the communication between subsystems.
Table 6 presents the results of the comparison of our proposed
approach to [25] in terms of teleportation cost. Fig. 17 depicts
TC for various numbers of partitions (K) in comparison
to [25] for two quantum circuits: BWT,and GSE circuits.

Fig.18 also shows the improved teleportation cost of the
proposed method in comparison to the proposed methods

70338 VOLUME 10, 2022



D. Dadkhah et al.: Reordering and Partitioning of Distributed Quantum Circuits

TABLE 5. Teleportation cost comparison of the proposed approach (P) with the results in [29] and [30].

FIGURE 18. Percentage of the improved teleportation cost of the
proposed approach compared to [25] and [30].

FIGURE 19. State vector for the quantum circuit in [26].

in [25] and [30]. Table 3 presents the parameters for the
proposed approach.

International Business Machines (IBM) has made the
quantum computers which is available for researchers [34].
IBM Quantum (IBM Q) provided the quantum computing
services based on the IBM Quantum Composer and the IBM
Quantum Lab which builds a platform to create the quantum
circuits and quantum models. Also, the configurations with

TABLE 6. The number of teleportation cost for K = 2 and 3 for GSE and
BWT circuits compared to [25].

several quantum gates are available for running the test cir-
cuits on an IBM Q computer. However, each configuration
can be implemented in a quantum computer including the
single-qubit and CNOT gates. For the quantum circuit in [26],
by running IBM quantum computer on the distributed quan-
tum circuit constructed by proposed approach in [26] and
the distributed quantum circuit generated by our proposed
approach, we verified that our proposed approach signifi-
cantly minimized the number of teleportations based on an
equal state vector obtained for this quantum circuit as shown
in Fig. 19. To demonstrate the crucial aspects of each quantum
circuit, we developed certain quantum circuits in the quantum
composer and run them on the IBM Q platform. In the IBM
Q platform, transpiling time (TPT) and transpiled quantum
circuit help us to assess the findings. TPT is the time which
it takes for quantum circuit to be translated into a circuit
that can be run on backend. This process includes converting
quantum gates into standard basis gates and optimizes the
quantum circuit in own method as condensing gates in the
platform IBM Q. The time it takes to convert gates into basis
gates is mostly independent of the backend system, and it
relies on the number and complexity of quantum gates in
the original quantum circuit. The IBM Q takes longer to
make quantum circuits compatible and better efficient for the
backend because of the lengthier transpiling time.
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FIGURE 20. The representation of the transpiled quantum circuit for the quantum circuit in [26].

TABLE 7. The status timeline and the number of teleportation cost for
the transpiled quantum circuits.

Execution time (EXT) is the time which it takes to generate
the distributed quantum circuit in our proposed approach
based on transpiled quantum circuit. Regarding the transpiled
quantum circuit, teleportation cost (TPC) is the number of
teleportations that is obtained by our proposed approach.
Fig. 20 shows the transpiled quantum circuit for the quantum
circuit in [26]. Table 7 shows the obtained status timeline and
the number of teleportation cost to generate the distributed
quantum circuits due to the quantum circuits, which are tran-
spiled on the IBM Q.

VII. CONCLUSION
We introduced a new method to optimize the number of
teleportation cost and to improve the execution time in a
distributed quantum circuit. As we proved in the results,
the proposed approach reduced the number of teleportation
and execution time. We also implemented our optimiza-
tion approach in different quantum circuits. We used the
RevLib website as benchmark circuits [10]. Furthermore, all
implementations were performed on an Intel Celeron Dual
Core 3 GHz with 2 GB of main memory. We employed
the genetic algorithm and modified tabu search for a graph
model in which reduction of teleportation cost was possible.
Moreover, we perform four steps in our proposed approach to
construct a DQC. Finally, we demonstrated that the proposed
approach could be easily extended to upgrade the perfor-
mance of DQCs.

The contributions of this paper include:

• Reordering of the qubits placement can cause to change
qubits placement in QC, leading to reduction of the
execution time when partitioning the algorithm is imple-
mented.

• A combination of MTS and GA has been proposed to
generate a distributed quantum circuit with the least
number of teleportation cost.

The results indicate that the proposed approach has been
successfully used to generate DQCs.
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