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ABSTRACT In 2-dimension (2D), a frequency-domain reverse time migration (FRTM) based on the optimal
9-point finite difference method (FDM) is introduced into the field of ultrasonic non-destructive testing
(NDT). This study solves the challenge that conventional ultrasound imaging methods are difficult to image
defects completely. In numerical investigations, the use of multiple reflection waves and the necessity of
bottom identification are explained. In actual inspection, the method of bottom identification is given, and
then the bottom opening crack (BOC) of different lengths in the aluminum block can be completely imaged.
Furthermore, the conventional total focusing method (TFM) cannot image the sides of the BOCs using the
same data as FRTM. Therefore, the quantitative analysis of BOC based on the complete imaging results of
FRTM is more convincing. On this basis, the optimization methods for the number of grid points placed at
each wavelength and the frequency calculation range are also given. On the premise of ensuring high image
quality, the imaging computation time is reduced to 1/18 of the original, which improves the computing
efficiency of the FRTM.

INDEX TERMS Frequency-domain, reverse time migration, bottom identification, quantitative analysis,
image quality evaluation.

I. INTRODUCTION
In engineering structures, fatigue cracks can occur in metal
materials under long-term cyclic loading, which will increase
the possibility of metal materials failure [1], [2]. Gener-
ally, ultrasonic array imaging technology can image fatigue
defects in the workpiece, making inspection results more
intuitive [3]–[6]. However, the traditional ultrasonic array
imaging method can only obtain the image of the upper
surface or the upper end of the defect. Since most of the
echo information on the side and bottom of the defect is
reflected multiple times, the multiple reflected waves cannot
be fully used by the conventional ultrasound array imag-
ing method. Although half-ship TFM [7] can use multiple
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reflected waves, in order not to overwhelm the energy of
multiple reflected waves with the main power, the transducer
should not be placed above the defect but on the side of
the defect. Therefore, this method can only image one side
of the BOC. The transducer can be placed above the defect
in the reverse time migration (RTM) method. The multiple
reflection waves from the defect can be fully utilized based
on the two-way wave equation so that the defect can be
completely imaged. It can be regarded as a matched filter
between the incident acoustic field and the time-reversed
received acoustic field [8]. RTM has been considered one of
the most precise imaging methods [9]. Therefore, this paper
chooses RTM for research and applies it to ultrasonic NDT.

In this study, an FRTM based on the optimal 9-point FDM
is introduced into the field of ultrasonic NDT. The method
enables complete imaging of the defect and requires only
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partial frequency components and 4 grid points per wave-
length. Compared with other RTM methods, such as the
time-domain and Fourier method [10], [11], this method
can significantly reduce unnecessary calculations because the
frequency band of the ultrasonic signal is generally larger,
and many unnecessary high-frequency and low-frequency
components can be skipped during calculation.

Inspired by the RTM method, time-domain reverse time
migration (TRTM) has been proposed for use in ultra-
sonic NDT. Müller et al. imaged vertical interfaces and cir-
cular voids in concrete using the TRTM based on FDM [12].
Beniwal et al. located the rebar and distinguished the lay-
ering and bonding state of the rebar using the RTM based
on FDM [13]. Similarly, Qi et al. inspected the grouting
quality of the connecting casing in the prefabricated building
using the TRTM based on FDM and imaged the case of the
semi-grouted state [14]. These early studies indicate the great
potential of the RTM in ultrasonic NDT.

On the other hand, Rao et al. imaged a branched
surface-breaking notch and an embedded stepped notch using
the TRTM based on FDM [15]. But this TRTMmethod needs
about 15-20 grids per wavelength to meet the acoustic field’s
spatial and temporal sampling conditions, which incurs many
computational costs. Lubeigt et al. imaged holes and oblique
slits, but the method used is a time-domain topological imag-
ing method that cannot be imaged using only partial fre-
quency components when dealing with frequency-dependent
media [16]. Chang et al. discussed the absorption bound-
ary and imaging conditions in the TRTM based on FDM
and performed complete imaging of a curved and bifurcated
BOC [17], but the computational efficiency of imaging was
not optimized. Yang et al. imaged multiple side-drilled holes
in an aluminum block using a multistep angular spectrum
approach [18]. But this is a Fourier method, and it is hard to
skip unnecessary high-frequency and low-frequency calcula-
tions. The FRTM algorithm proposed by Liu et al. submitted
imaging results almost identical to the conventional TRTM
algorithm, reducing the computation time by two orders of
magnitude. Moreover, it can provide critical information for
China’s Chang-E 5 lunar exploration mission [19].

Therefore, an FRTM based on the optimal 9-point FDM is
introduced into the field of ultrasonic NDT. This study fully
describes this imaging method, including the imaging and
optimization methods.

Furthermore, this paper is organized as follows. The prin-
ciple of the FRTM is introduced in Section 2. In Section 3,
the BOC simulation model in the aluminium blocks is set
in MATLAB. In the simulation, it is confirmed that the
bottom identification is a necessity for complete imaging.
In Section 4, the experimental system is set up. Based on
the experimental data, a method of bottom identification is
proposed so that defects can be fully imaged and FRTM is
compared with TFM. A very intuitive quantitative analysis
of the defect is possible based on the complete imaging
results. Finally, the computational efficiency of this algo-
rithm is optimized. In Section 5, other details of this paper

are discussed. The conclusions and descriptions of future
work are shown in Section 6.

II. METHODS
The three main steps of FRTM are consistent with TRTM
and mainly include [20]: (1) The forward propagation of
the acoustic source field; (2) The back propagation of the
receiving acoustic field; (3) Reconstructing the image under
imaging conditions.

A. WAVE FIELD EXTRAPOLATION SCHEME
The scalar wave equation for a homogeneous isotropic
medium is calculated in the frequency-domain as follows:

∇
2P+

ω2

v2
P = 0, (1)

where ∇ denotes the Nabla operator, P and v are the acous-
tic pressure field and the acoustic velocity of the medium,
respectively; ω is the angular frequency, as we all know,
ω = 2π f , and f is the frequency.
In 2D, the optimal 9-point FDM can be used for acoustic

field extrapolation [21]. An example of the setting point
(m, n) and its nearest 8 points in the FDM are shown in Fig. 1.

FIGURE 1. The setting point (m, n) and its nearest 8 points in the FDM.

Using the optimal 9-point operator to approximate the
Laplace term and the mass acceleration term, the Eq. (1) can
be formulated as

a

(
Pm+1,n+Pm−1,n−4Pm,n+Pm,n+1+Pm,n−1

)
12 +(1− a)(

Pm+1,n+1+Pm−1,n+1−4Pm,n+Pm+1,n−1+Pm−1,n−1
)

12

+
ω2

v2
[
cPm,n+d

(
Pm+1,n + Pm−1,n + Pm,n+1

+Pm,n−1
)
+

(1− c− 4d)
4

(
Pm+1,n+1 + Pm−1,n+1

+Pm+1,n−1 + Pm−1,n−1
)]
= 0, (2)

where a = 0.5461, c = 0.6248, and d = 0.09381 are
defined. The coefficients are solved by minimizing the
numerical solution error of the phase velocity [21].
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According to the complete stencil involving nine points
described by Eq. (22) in Ref. [22], the coefficients corre-
sponding to the 9 points in Fig.1 and Eq. (2) can be obtained.
It can be seen from Ref. [22] that the coefficients are related
to the bulk modulus and the density. These 9 points can be
extended to the entire sound field, and a large coefficient
matrix is obtained, which is the complex impedance matrix.
This complex impedance matrix is converted to a sparse
matrix to save computer memory, and a sparse matrixM can
be obtained. When solving large systems of equations,
LU decomposition can significantly reduce the computa-
tional cost, andM is performed LU decomposition, as shown
in Eq. 3.

[L,U, P,O] = LU (M), (3)

where L is a unit lower triangular matrix, U is an upper
triangular matrix, P is a row permutation matrix, and O is
a column permutation matrix.

Therefore, the frequency domain acoustic field G can be
obtained in Eq. 4.

G = O

 U(
L
PC

)
 , (4)

where C is the acoustic source field.
This high-efficiency solution method has been described in

detail in Ref. [22], and the optimization in this paper is based
on this to improve the computational efficiency further.

When the acoustic source C is set as the excitation source,
the forward extrapolated acoustic field of the acoustic source
field can be obtained. Similarly, placing the acoustic sourceC
as the received signal can get the reverse extrapolated acoustic
field.

B. PERFECTLY MATCHED LAYER
Limited bymemory capacity and calculating time, only a lim-
ited target area can be artificially intercepted for calculation.
The second-order finite-difference wave equation with the
perfectlymatched layer (PML) absorbing boundary condition
is given to eliminate boundary reflections as follows:

−ω2

Km,n
Pm,n =

1
ξr

1
12

[
bm+ 1

2 ,n

ξr+ 1
2

(
Pm+1,n − Pm,n

)
−

bm− 1
2 ,n

ξr− 1
2

(
Pm,n − Pm−1,n

)]

+
1
ξs

1
12

[
bm,n+ 1

2

ξs+ 1
2

(
Pm,n+1 − Pm,n

)
−

bm,n− 1
2

ξs− 1
2

(
Pm,n − Pm,n−1

)]
+ Cm,n, (5)

where,Km,n is the bulkmodulus at point (m, n); r and s are the
local coordinates in the PML layer whose origins are located
at the outer edges of the model; the inverse of the density
is denoted by the buoyancy b, and the averaged coefficient

bm+ 1
2 ,n
=

1
2

(
bm+1,n+bm,n

)
; the averaged coefficient ξr+ 1

2
=

1
2 (ξr+1+ξr), ξr = 1 + mγr

ω
, γr = cPMLcos

(
π
2
r
L

)
, L is the

width of PML, and the scalar cPML is defined by trial and
error according to thewidth of the PML; Same as above, ξr− 1

2
,

ξs, ξs+ 1
2
, and ξs− 1

2
can also be derived; Cm,n is the acoustic

source.
When performing extrapolation of the acoustic field, the

absorption effect can be achieved by using equation (7) at the
required boundaries. Here, the impact of PML is shown. After
the acoustic field extrapolation in the frequency-domain,
an inverse Fourier transform can be performed on the entire
acoustic field, which converts the frequency-domain acoustic
field to a time-domain acoustic field. And extract a snapshot
of the acoustic field at a specific time, as shown in Fig. 2.

FIGURE 2. The acoustic field extrapolation and the absorption effect
of PML. (a) The acoustic field at 1 µs; (b) The acoustic field at 2.1 µs.

In Fig. 2, a point source is set at the center of the 2Dmodel,
the Rake wavelet delayed by half a wavelength is applied as
the excitation source, and the acoustic field is extrapolated.
In this model, except for the bottom, 20 layers of PML are set
at the other three boundaries; other parameters are consistent
with the following Section 3. As shown in Fig. 2(b), it can
be clearly seen those the reflected wave is produced only
at the bottom, and the other three boundaries hardly see the
reflected wave.

C. IMAGING CONDITIONS OF FRTM
The migration can generally be expressed as a zero-lag cross-
correlation between the forward extrapolated acoustic field
and the reverse extrapolated acoustic field [23], [24], and
imaging result I is defined as

I =

∫
Real (SR) dω∫
conj (R)Rdω

, (6)

where Real means obtaining the real part of the complex
number, conj means the conjugate transformation, S is the
forward modeling acoustic field,R is the reverse extrapolated
acoustic field.

Ref. [17] has demonstrated that this cross-correlation
imaging condition produces better imaging results because it
can use the received acoustic field to illuminate the imaging
results. In addition, the imaging results are normalized by
default in this study.
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In the scheme, further enhancing the migration image
and removing artifacts in the image, a 2D Laplacian filter
is applied to the resulting migration image [25], [26]. The
specific method is to use a kernel to convolve the image, and
the kernel H of the 2D Laplacian is

H =
4

h+ 1

 h
4

1−h
4

h
4

1−h
4 −1 1−h

4
h
4

1−h
4

h
4

 , (7)

where h defaults to 0.

D. IMAGE QUALITY EVALUATION
It is necessary to adjust based on image quality evalua-
tion (IQE) results to promote the optimization of grid points
and frequency components in the FRTM. There are four
main types of standard methods for IQE: Higher other metric
(HOM), Entropy metric (EM), Contrast metric (CM), and
Intensity metric (IM) [27], [28]. In 2D, the four evaluation
formulas for the image matrix I (x, z) are as follows.
(1) HOM

HOM (k) =

∑M
m=1

∑N
n=1

(
|I (xm, zn)| − µ̂

)k
(MN − 1)σ̂ k

, (8)

where k≥1, µ̂, σ̂ , M , and N are the mean, the standard
deviation, the number of rows, and the number of columns
of the image matrix I (x, z), respectively.

(2) EM

EM = −
∑M

m=1

∑N

n=1
α (xm, zn) ln [α (xm, zn)] , (9)

where α (xm, zn) =
|I (xm,zn)|2

M∑
m=1

N∑
n=1
|I (xm,zn)|

.

(3) CM

CM (k) =

√∑M
m=1

∑N
n=1

{
|I (xm, zn)|k − α (xm, zn)

}2∑M
m=1

∑N
n=1 |I (xm, zn)|

k
,

(10)

where α (xm, zn) =
(

1
MN

)∑M
m=1

∑N
n=1 |I (xm, zn)|

k and
k = 1, 2.

(4) IM

IM (k) =

∑M
m=1

∑N
n=1 |I (xm, zn)|

k(∑M
m=1

∑N
n=1 |I (xm, zn)|

)k , (11)

where k = 2, 4.

E. IMAGING STEPS OF FRTM
Step 1:The full matrix capture (FMC) data can be obtained by
using ultrasonic arrays to collect data on the workpiece [3].
Generally, in the transmission and reception of the ultrasonic
array, each element transmits ultrasonic waves in turn, then
all the elements receive ultrasonic at the same time.
Step 2: A model consistent with the workpiece is built

in a 2D Cartesian coordinate system using MATLAB [29].

The PML absorption boundaries are added as needed. Since
the detected defect is unknown, the defect cannot be drawn
in the model. This step prepares for subsequent acoustic field
forward and reverse. In this step, a method for optimizing
the procedure can exist. The number of grid points in the
2D Cartesian coordinate system can be reduced, and IQE is
used to evaluate the final imaging results after the reduction
of grid points.
Step 3: In 2D Cartesian coordinate system, one of the ele-

ments is used as the excitation source, and the acoustic field
extrapolation is performed in the 2D frequency-domain using
the method in Section 2.1, and the acoustic field information
of each point in the 2D modeled area is saved.
Step 4: The time-domain discrete data collected by a single

excitation in practice is converted into a frequency-domain
signal using the fast Fourier transform (FFT), then the
frequency-domain signal is applied to the original receiving
position for reverse extrapolation of the acoustic field in
a 2D Cartesian coordinate system. These are like step 2, and
the acoustic field information of each point in the 2Dmodeled
area is also saved. In this step, methods of optimizing the pro-
gram can exist. The obtained frequency domain signal can be
partially entered into the program to reduce the computational
effort and use IQE to evaluate the final imaging results.
Step 5: The acoustic field information saved in steps 3 and 4

can be imaged by Eq. (6), which is only the imaging result
of one excitation in practice. The final FRTM image can
be obtained by performing the above calculations based on
FMC data collected from all single shots and cumulatively
summed.

III. SIMULATION
A. MODEL
The 2D BOC model in the aluminum is built in MATLAB,
as shown in Fig. 3. Four simplified ultrasonic propagation
paths are also drawn in the model to illustrate the imaging
results. In the model, the size of the BOC is 1 mm × 5 mm,
and it is placed in the middle of the bottom. The longitudinal
wave velocity in the aluminum is set to 6260 m/s, while the
acoustic velocity of the BOC is set to 340 m/s. There is a
linear ultrasonic array with 64 elements used for transmission
and reception, and the element pitch is 1mm. The input signal

FIGURE 3. The BOC model and the four simplified ultrasonic propagation
paths.
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FIGURE 4. Imaging results with different bottom depths set in the FRTM algorithm. (a) The bottom surface depth is set at 28 mm and
without the Laplacian filter; (b) The bottom surface depth is set at 30 mm and without the Laplacian filter; (c) The bottom surface depth is
set at 32 mm and without the Laplacian filter; (d) The bottom surface depth is set at 30 mm and with the Laplacian filter.

is a half-wavelength delayed Rake wavelet with a center
frequency of 5 MHz. The echo signals are recorded for 15 µs
with a sampling frequency of 50 MHz.

B. RESULT
In the FRTM algorithm, the excitation source selects the Rake
wavelets delayed by half a wavelength, 9 grids are placed
at each wavelength, and the whole frequency band is used
for imaging. According to the imaging steps in Section 2.5,
after inputting the collected data into the FRTM algorithm
with the bottom reflective surface set to 28 mm, 30 mm,
and 32 mm. Thus, the results without Laplace filtering are
shown in Fig. 4(a), Fig. 4(b), and Fig. 4(c), respectively. The
reason for obtaining different imaging results can be found
in Fig. 3. Using the bottom surface where the ultrasonic wave
is reflected, the ultrasonic wave carrying the information
of the defect position is reversed to the defect position for
imaging, such as the opposite direction of the path 1, and the
path 3 is not considered because the PML is set on the side.
Therefore, the incorrect bottom surface causes the ultrasonic
wave to reverse the path incorrectly, which causes the defect
not to be imaged correctly.

In Fig. 4(a), the bottom depth in the algorithm is smaller
than the actual bottom depth, which leads to the upward shift
of the bottom surface in the imaging results. It is easy to find
that the upward moving distance of the interface is 2 mm,
and the sum of 2 mm and the bottom surface depth set in the

algorithm is 30 mm. This is caused by the reduction in the
propagation distance of the ultrasonic waves to the bottom
surface. The information on the top of the defect is accurate
because the top interface of the defect is still above the bottom
surface set in the algorithm and path 4 in Fig. 3 can be fully
utilized to image the top of the defect. Similarly, when the
depth of the bottom surface in the algorithm is less than the
depth of the upper surface of the defect, the upper surface of
the defect in the imaging result will also be inaccurate.

In Fig. 4(c), the bottom surface depth in the algorithm
is larger than the actual bottom surface depth. Therefore,
a single reflected ultrasonic wave can be used to identify the
upper interface, such as paths 3 and 4 in Fig. 3. Since the
bottom surface in the imaging result, in this case, is accurate,
it can be used for bottom identification. If the PML is added
to the bottom, the effect of bottom identification will be
better because only ultrasonic waves like paths 2 and 4 in
Fig. 3 are used and the interference of other ultrasonic waves
is excluded.

As mentioned before, accurate and complete imaging of
the BOC can only be performed with the correct bottom
set in the FRTM, as shown in Fig. 4(b). When the bottom
is specified at 30 mm and a Laplace filter is applied, the
imaging result is shown in Fig. 4(d). Comparing Fig. 4(b) and
Fig. 4(d), the Laplace filter can remove artifacts in the image.
The artifact is caused by the mismatch between the forward
and the reverse acoustic field [30], [31].
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In this subsection, the theory of the FRTM is validated,
and the importance of the setting of the bottom surface in the
FRTM is illustrated. Further discussion will be realized in the
experimental section.

IV. EXPERIMENT
A. EXPERIMENTAL SETUP
Fig. 5 shows the experimental system setup. A multiplexer
(MUX-128D-E, Japan Probe) with 128 independent channels
is connected to the ultrasonic pulser-receiver (JPR-600C,
Japan Probe), and the ultrasonic signals are displayed on
the PC terminal. A commercial ultrasound array (Guangzhou
Doppler Electronics Technology Co., Ltd.) is used for data
acquisition, and the detailed parameters of the array are
illustrated in Tab. 1. Fig. 6 shows the physical image of the
aluminum block and the ultrasonic array transducer, where
the longitudinal wave velocity in the aluminum block is
6260 m/s. In the experiment, the voltage is set to 40 V, the
wave number and the gain are set to 1 and 0, respectively,
the FFT filter is selected from the range of 3 MHz− 7 MHz,
and the echo signals are recorded for 15 µs with a sampling
frequency of 50 MHz.

FIGURE 5. The experimental system.

TABLE 1. Ultrasound array transducer parameters.

B. BOTTOM IDENTIFICATION
In the FRTM algorithm, the excitation sequence is generated
using the Rake wavelets delayed by half a wavelength, and
9 grids are placed at each wavelength. For imaging process-
ing, the full frequency band is used imaging, the model’s
width is set to 135 mm, and the depth of the bottom surface
is set to 40 mm. In addition, the upper, lower, left, and right
borders of the model are all set with 20 layers of PML. The
imaging results without the Laplacian filter are shown in
Fig. 7. In Fig. 7, it can be seen that only the lower bottom

FIGURE 6. The physical image of the aluminum block and the ultrasonic
array transducer.

FIGURE 7. The FRTM results with an imaging depth of 40mm and the PML
added to the bottom.

surface of the aluminum block and the upper surface of the
defect can be confirmed, and the reason for this situation is
similar to that of Fig. 4(c).

Next, the values of all the pixel points at the width of
45 mm in Fig. 7 are extracted, and the trace is shown in
Fig. 8(a) can be obtained. It can be found that a maximum
of the trace occurs between the depth of 30 mm to 35 mm,
which corresponds to the position of the bottom surface in
Fig. 7. In this way, the position of the largest pixel points
of all width coordinates can be extracted, and the extracted
data position is shown in Fig. 8(b). The median 32.97 mm
of the extracted points is also marked in Fig. 8(b). The data
points at the bottom of the aluminum block are the majority,
and the data points at the non-bottom are very few, so the
median extracted is always the data points at the bottom of
the aluminum block.

Therefore, through quantitative evaluation, the depth of the
bottom surface can be obtained as 32.97 mm. Since there is
a coupling layer between the workpiece and the transducer
during the actual inspection, the obtained depth value deviates
from the true value, and this error is 2.45%. The obtained
depth value is then input to the FRTM program, and the
imaging result is shown in Fig. 9.

Artifacts appear around the BOC in Fig. 9(a), which
become less pronounced in Fig. 9(b) due to the use of the
Laplacian filter. Furthermore, the conventional TFM is used
to image the BOC [32], with the same data as used in Fig. 9,
and the imaging result is shown in Fig. 10.

Comparing Fig. 10 and Fig. 9, it is easy to confirm the
superiority of the FRTM. The TFM can only image the upper
surface of the BOC, while the FRTM can image the entire
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FIGURE 8. The bottom identification. (a) The trace at 45mm of abscissa;
(b) Interface extraction.

FIGURE 9. The FRTM results of the BOC. (a) The Laplacian filter is not
used; (b) The Laplacian filter is used.

outline of the BOC. After the BOC is completely imaged,
combined with the results in Fig. 8(b), intuitive quantitative
analysis of the BOC can be performed. Since the width of
the BOC is consistent, only the quantitative analysis of the
height of the BOC is given here. In Fig. 8(b), the length
of the BOC can be obtained by subtracting the median of
the aluminum block position from the median of the BOC
top position. Because the bottom position of the BOC is

FIGURE 10. The TFM results of the BOC.

TABLE 2. The quantitative analysis of the BOC length.

consistent with the bottom position of the aluminum block,
to keep the same way of obtaining the position, the median
is used for quantitative analysis. The quantitative analysis
results of the BOCs are shown in Tab. 2. Due to the existence
of systematic and accidental errors, the quantitative analysis
results may deviate from the actual values. The systematic
errors are usually related to the stability and sensitivity of the
instruments and transducers, and the accidental errors mainly
come from the coupling layer. But as can be seen from Tab. 2,
the error of this quantitative analysis is very small, and it can
be used to perform a very intuitive quantitative analysis of
defects.

C. OPTIMIZATION OF THE FREQUENCY CALCULATION
RANGE
Fig. 11(a) shows the ultrasonic wave received by the 60th
element when the 64th element transmits. After the direct
wave is zeroed, the result of FFT using MATLAB is shown
in Fig. 11(b), and the whole frequency range is 0− 25 MHz.
From Eq. 1, Eq. 2, and Eq. 7, it can be seen that the participa-
tion of all frequency components in the imaging calculation
will result in a large amount of calculation. Considering the
imaging quality and calculating time, the frequency range
involved in the imaging calculation can be reduced as much
as possible.

As mentioned above, the optimized frequency range is
assumed to be [HPF(high pass filter), LPF(low pass filter)].
The value of LPF is determined first, and then it is neces-
sary to set HPF = 0. And the value of LPF can be set to
5 MHz − 25 MHz in the step of 1 MHz. The values of each
LPF are individually entered into the FRTM program, and the
IQE and computational cost of each imaging are all recorded.
Fig. 12 shows the IQE result and computational cost when
9 grids are placed at each wavelength without the Laplace
filter in the FRTM algorithm.
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FIGURE 11. The TFM results of the BOC. The primitive wave and the
spectrum analysis after removing the direct wave. (a) The primitive wave;
(b) The spectrum analysis after removing the direct wave.

FIGURE 12. Determine the LPF. (a) The IQE of the different LPF values;
(b) The calculating time of the different LPF values.

Fig. 12(a) shows the normalization IQE result values.
It should be noted that the closer the IQE value is to 1, the
better the imaging quality is. The IQE values of the four
methods tend to be stable when LPF = 9 MHz. Meanwhile,
the IQE values are not low when LPF = 7 MHz. It can

be seen from Fig. 12(b) that the imaging calculation time
of the FRTM increases with the increase of the calculation
frequency band. If all frequencies are involved in the calcu-
lation, the maximum calculating time can reach 3181.23 s.
Therefore, it is very necessary to determine the calculation
range of the frequency band. Based on the current results, the
LPF can be set to 9 MHz or 7 MHz.

In the next evaluation, LPF is set to 7 MHz and 9 MHz
separately to determine the value of the HPF. First, the value
of HPF is set to 0 − 5 MHz in the step of 1 MHz. Similar
results to Fig. 12 can be obtained, as shown in Fig. 13.

Next, comparing the characteristics of Fig. 13(a) and
Fig. 13(c), under the condition of ensuring high image quality,
the optimal HPF value can be found. Whether LPF = 9 MHz
or LPF = 7 MHz, the HPF value of 4 MHz is a better option.
Although in the IM(4) method, the maximum value at HPF =
5 MHz, it is obviously unreasonable to set 5 MHz because
the center frequency of the used ultrasound array is 5 MHz.
In Fig. 13(b) and Fig. 13(d), when LPF = 7 MHz, the
imaging computation cost is shorter. In contrast, whenHPF =
4 MHz, the accurate imaging time of the LPF of 9 MHz and
7 MHz are 526.111 s and 314.828 s, respectively. Also, the
imaging results of these two cases are shown in Fig. 14.

The results shown in Fig. 14 confirm that the imaging with
LPF of 9 MHz and 7 MHz are not significantly different.
After using the Laplace filter, the side profile of the BOCs can
all be clearer, and the artifacts in the BOCs can be removed.
Interestingly, the imaging computation time is shorter when
LPF = 7 MHz. In conclusion, the optimized frequency
calculation range is set to [4 MHz, 7 MHz].

D. OPTIMIZATION OF THE NUMBER OF GRID POINTS
PLACED AT EACH WAVELENGTH
The number of grid points placed at each wavelength is
defined as Num, and it can be observed from Eq. 2 and
Eq. 7 that a larger Nummeans a larger amount of calculation.
Therefore, it is also necessary to find a suitable Num.With the
frequency range set to [4 MHz, 7 MHz], the minimum Num
preliminarily explored. After testing, when the BOC can be
observed, the minimum value of Num is 4, and the calculating
time is only 66.2048 s. The specific imaging result is shown
in Fig. 15.

Further, considering the IQE value and calculating time,
Num is reduced as much as possible, and the range of Num
is set to 4 − 15 in 1 step. Similar results to Fig. 12 can be
obtained, as shown in Fig. 16.

In Fig. 16(a), except for Num = 4, the IQEs of four
methods all show the first maximum point at Num = 6.
The overall trend of CM(2), EM, and IM(4) are basically
unchanged as Num increases. HOM(5) has maximum points
at Num = 6, 9, and 12. In Fig. 16(b), the larger the Num, the
larger the imaging computation time. Therefore, considering
the IQE and the imaging calculation time, Num = 6 is the
best option. The imaging result, in this case, is shown in
Fig. 17, and the imaging calculation time is 175.922 s.

VOLUME 10, 2022 68209



C. Wang et al.: Ultrasound Imaging of Bottom Opening Crack Based on FRTM

FIGURE 13. Determine the HPF. (a) When LPF = 9 MHz, the IQE of the different HPF values; (b) When LPF = 9 MHz, the calculating time of
the different LPF values; (c) When LPF = 7 MHz, the IQE of the different HPF values; (d) When LPF = 7 MHz, the calculating time of the
different LPF values.

FIGURE 14. The imaging results when HPF = 4 MHz and LPF is 9 MHz or 7 MHz, respectively. (a) When LPF = 9 MHz and without the
Laplacian filter; (b) When LPF = 9 MHz and using the Laplacian filter; (c) When LPF = 7 MHz and without the Laplacian filter;
(d) When LPF = 7 MHz and using the Laplacian filter.

As shown in Fig. 17, the optimized imaging results are
highly consistent with that of Fig. 9 without optimization.
At the same time, the imaging calculation time is reduced
from 3181.23 s to 175.922 s, which is about 1/18 of the
original time. When Num = 4, the imaging calculation time
is only 66.2048s, and the calculation speed is naturally greatly
accelerated.

V. DISCUSSIONS
In subsection 4.2, this research proposed to use FRTM,
although other imaging algorithms such as the B-scan can
also be used for interface identification [18]. This is because
FRTM is obviously more versatile, and it is beneficial to
eliminate the errors that different imaging algorithms may
cause. The imaging calculation is performed on a single
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FIGURE 15. The imaging results with 4 grid points placed at each
wavelength. (a) The Laplacian filter is not used; (b) The Laplacian filter is
used.

FIGURE 16. Determine the Num. (a) The IQE of the different Num; (b) The
calculating time of the different Num.

computer. The CPU model is 10-Core Intel Core i9, the
operating system is macOS Catalina, and the MATLAB ver-
sion is 2021a. By default, the built-in parfor in MATLAB is
used for parallel calculation. This algorithm has high require-
ments on the running speed of the computer. But since the
optimization direction of this study is to reduce the amount
of computation in the algorithm, which is a more general

FIGURE 17. The imaging results when Num = 6. (a) The Laplacian filter is
not used; (b) The Laplacian filter is used.

process for imaging. The program can run more efficiently if
processes such as GPU acceleration and cluster acceleration
of multiple computers [33], [34].

VI. CONCLUSION
In this study, the FRTM method based on the optimal
9-point FDM is successfully proposed in the field of ultra-
sonic NDT. This method can fully image the BOC, which is
difficult to achieve by traditional ultrasonic imagingmethods.
The application of the method to bottom identification also
facilitates the complete imaging and quantitative analysis of
the defect. In addition, the specific optimization method of
the algorithm is also given. The frequency range used for
imaging calculations and the number of grid points placed
at each wavelength were optimized, considering the imaging
quality and computational cost. It is undeniable that these
optimization items significantly shorten the imaging cycle.

In the next stage, this method will be used to study
real-time imaging of complex multilayer media.
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