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ABSTRACT Haze may affect the quality of optical remote sensing images, thus limiting the scope of their
application. Remote sensing image dehazing has become important in remote sensing image preprocessing,
promoting the use of remote sensing data and the precision of target recognition. Existing remote sensing
dehazing methods based on simplified atmospheric degradation models are not suitable for the removal
of heterogeneous haze that exist in remote sensing images. For this purpose, this study proposes an end-
to-end convolutional neural network based on attention mechanism, in which the residual block structure
combines both channel and spatial attention mechanisms, and establishes a synthetic high-resolution haze
image dataset for full training. Thus, it obtains the desired dehazing model. Finally, this study investigates
the dehazing model using a GF-1 image and compares it with existing dehazing methods. The results show
that the proposed method improved the image similarity, color authenticity, and haze residue level.

INDEX TERMS Attention mechanism, convolutional neural network, dehazing, remote sensing image.

I. INTRODUCTION

With the rapid development of new multi-platform sensor
technology, continuously improved remote sensing image
data acquisition capability has become crucial for fields
such as land resources, environmental protection, and urban
planning [1]. However, in optical remote sensing satellites
imaging, significant blur and low contrast may occur in
remote sensing images owing to ice, moisture, dust, and
other particles in the atmosphere; this significantly affects
subsequent applications. Therefore, effective remote sensing
image dehazing is crucial in improving the use of existing
remote sensing images as a preprocessing technique.

A dehazing method based on the message complemen-
tary sense among multiple images for multi-temporal data
in remote sensing images is available. However, compared
with single image dehazing methods, this method needs
auxiliary data, especially for high-resolution remote sensing
data with low temporal resolution; it is poor in applicability.
Therefore, single image dehazing methods have attracted
attention in the academic community. Generally, there are
two types of conventional single image dehazing methods:
(1) single-image dehazing based on image enhancement,
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usually processes histograms [2] and enhances the con-
trast [3] and saturation [4] of images. Moreover, dehazing
methods are based on homomorphic filtering [5] and retinex
color invariance theory [6]. In recent years, studies that fuse
different exposure images to effectively maintain the color of
the image while dehazing and restoring local details [7], [8]
have been conducted. (2) Single-image dehazing, which is
based on a scattering model, involves the establishment of
the image degradation model for hazy days, based on the
formation mechanism of images disturbed by hazes [9]-[12].
Here, the parameters of the model are solved based on prior
knowledge and the images are restored. Based on the assump-
tion of constant local albedo, an image degradation model
was solved for hazy days using independent component anal-
ysis [9]. He et al. [10] proposed a dark channel prior (DCP)
method based on observations and statistics for numerous
images on hazy days for solving the atmospheric scattering
model on hazy days, which achieved good results. Since then,
several dehazing methods have been modified based on the
dark-channel prior method. The methods above are based on
prior knowledge of image dehazing, which requires manual
extraction of image features. This presents some limitations
associated with processing images of different scenes.

In recent years, with the rapid development of deep learn-
ing and neural network technology in the fields of computer
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vision and image processing, several learning-based methods
have emerged in the field of image dehazing. Initially, some
researchers estimated the transmittance in the image degra-
dation model for hazy days by constructing neural networks
and then restoring the hazy images based on the model.
Cai et al. [13] adopted a multi-scale convolutional neural
network (CNN) with hazy images as the input to output
the corresponding transmittance diagrams. The images were
restored using a degradation model. Ren et al. [14] first
input the hazy images into a coarse-scale network to obtain
a rough transmittance diagram. Subsequently, they input the
hazy images into a fine-scale network to obtain the opti-
mized transmittance diagram; finally, the images were further
refined. The dehazing method based on the transmittance
estimation network achieved a good effect; however, this was
dependent on the atmospheric scattering model. The atmo-
spheric scattering model is only a simplified simulation of
hazy imaging; therefore, these methods may not be sufficient
for image feature extraction. In some cases, the method sets
the atmospheric light value as a global constant, leading to
color distortion after dehazing and insufficient dehazing of
the images. Thus, compared with conventional methods such
as the DCP method, this method has no clear advantages.
The direct end-to-end image restoration network has achieved
a dehazing effect finer than that of previous methods for
its powerful neural network capacity for feature extraction.
Li, et al. [15] transformed the degradation model for hazy
days and proposed a direct end-to-end dehazing neural net-
work based on the transformed model, which could obtain
haze-free images directly, omitting the procedure for esti-
mating intermediate parameters. Chen et al. [16]proposed an
end-to-end gated context aggregation network that combined
smooth cavity convolution and multilevel feature fusion to
obtain a finer dehazing effect. Yu et al. [17] proposed a fully
end-to-end generative adversarial network with a fusion dis-
criminator (FD-GAN) for image dehazing. For the FD-GAN,
both low- and high-frequency components were used as the
discriminator to further distinguish the hazy image from the
haze-free image. This guides the generator to output more
natural and realistic haze-free images. With the increasing
number of natural image datasets for hazy days, these meth-
ods achieved good results after extensive training. Inspired by
the application of deep learning for natural image dehazing,
multiple studies using neural networks for remote sensing
image dehazing have emerged. Enomoto et al. [18] used near-
infrared images as auxiliary data along with RGB images as
input to a conditional generation network to generate haze-
free visible light images. Jiang ef al. [19] used a multi-
scale convolutional neural network structure similar to [13],
while adding residual blocks (RBs) to the network, which
was used to restore hazy images of Landsat 8 Operational
Land Imager (OLI). Qin et al. [20] used a network struc-
ture that connects multiple residual modules in parallel to
remove haze from multiple-channel remote sensing images.
Mehta et al. [21] proposed a network module named Sky-
GAN for haze removal in aerial images, which included
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ahazy-to-hyperspectral (H2H) module and a conditional gen-
erative adversarial network (cGAN) module. The H2H mod-
ule reconstructed multispectral images from RGB bands to
expand hazy aerial image datasets whereas the cGAN module
used the reconstructed multispectral data to remove haze.
Remote sensing images often have rich background informa-
tion and uneven haze distribution. In a multiscale structure
for general dehazing networks, one scale influences another
in terms of precision. Considering that multi-scale estimation
is usually conducted in a continuous manner, the adaptability
of the network model may be affected when applied to remote
sensing images with more complex feature information. The
network may not fully utilize the information of remote sens-
ing images and the dehazing effect on heterogeneous haze,
widely present in remote sensing images, may be poor. Mean-
while, unlike natural image dehazing, there is no large-scale
publicly available dataset for remote sensing image dehazing.
The applicability of the dehazing model may be insufficient
when applied to remote sensing images of different scales.

To this end, this study proposes an end-to-end single image
dehazing network based on an attention mechanism. This
network sets up the attention module in both spatial and chan-
nel dimensions with a basic encoder-decoder structure using
residual dense blocks to sufficiently extract image features
and effectively remove heterogeneous haze. A high resolution
hazy image dataset based on GF-1 data was created, on which
the dehazing model was applied.

Il. METHODS

Significant success has been achieved in visual tasks such
as image super-resolution [22], using the encoder—decoder
structure. Based on this structure, this study proposed a
coding—decoding model combining the RB and attention
mechanism. First, the model transformed the input hazy
images into a high-dimensional feature images through the
coding part and performed feature extraction through the RB,
channel attention (CA), and spatial attention (SA) modules.
Second, the feature map was decoded back to the original
image space to obtain the haze feature residue. Third, dehazed
images were obtained after the addition of the input images.
Fig. 1 shows the overall network structure. Details of the
modules in the network structure are given in Table 1.

A. ENCODING-DECODING MODULE

The encoder consisted of two convolutional blocks, each
composed of a convolutional layer, batch normalization, and
ReLU. The encoder down sampled the input images to reduce
their dimensions and increase the number of feature channels;
the decoder was partially similar to the encoder in structure
(see Fig. 1). The output convolutional layer was changed
into a deconvolutional layer for up sampling and the feature
information was restored to the size of the original image.

B. RESIDUAL BLOCK
The training and convergence of the network depended on the
reverse transmission of training errors. An excessive network
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FIGURE 1. Overall network structure.
TABLE 1. Details of the network.
Module Layer Operation Output size
input - - 3x512x512
Conv Kernel 7x7; BN; ReLu 32%256%256
encoder
Conv Kernel 5x5; BN; ReLu 128x128%x128
Conv Kernel 5%5; IN; ReLu 256x64x64
RB-1
Conv Kernel 3x3; IN; ReLu 512%x32x32
Conv Kernel 3x3; IN; ReLu 512x32x32
RB-2
Conv Kernel 3%3; IN; ReLu 512%32x32
Deconv Kernel 3x3; IN; ReLu 256x64%64
RB-3
Deconv Kernel 3x3; IN; ReLu 128x128%128
Global
Avg pool
CA Global 128x128x%128
Max pool
Conv (Kernel 5x5)x2; ReLux2
SA Conv (Kernel 5x5)x2; ReLu 128%128%128
Deconv Kernel 5x5; BN; ReLu 32x256%256
decoder
Deconv Kernel 7x7; BN; ReLu 3x512x512

depth might eliminate the gradient, leading to the nonconver-
gence of the network. This study performed feature learning
for the feature map of the encoder with an RB structure
consisting of two convolutional groups (see Fig. 2). Each con-
volutional group consisted of convolutional, instance normal-
ization, and ReL.U layers. Cross-layer elements were added to
further focus the network on effective information and reduce
the influence of information from low-haze or low-frequency
regions.
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FIGURE 2. Structure of RB.

C. ATTENTION MECHANISM MODULE

For heterogeneous haze on satellite images, information on
different haze thicknesses had to be effectively distinguished
and processed. However, the conventional CNN dehazing
models treated the features of channels and spatial dimen-
sions equally and it was difficult for them to process het-
erogeneous haze in images. Therefore, this study introduced
an attention mechanism to the network. Similar to human
visual attention, the attention mechanism screened out the
information that was most important for the current task
from numerous pieces of information. It became critical
to improve the network performance because the attention
mechanism was widely used in the neural network. There-
fore, this study introduced the channel and space attention
modules to the model. Feature attention modules could selec-
tively process or treat different channels and spatial pixels
and generate different weights for channels and spatial pixel
features, thus advancing the feature expression ability of the
network.

The CA module extracted feature differences between
channels to effectively remove haze from images. First, the
module aggregated spatial information in the channel through
global average pooling and global maximum pooling. For
global pooling operations, see (1) and (2):

1 H w o
8c = Hayg (F¢) = m Zi:l Zj=1 Xe (0, )) (H
X)) @

c

me = Hpax (F¢) = mcelx
LJ

where g. and m, represent global average pooling and global
maximum pooling, respectively, and X, (i, j) represents the
value of X.in Channel c at (i, j). Global pooling changed the
size of the feature map from C x H x W to C x 1 x 1. Dif-
ferent weights for different channels were obtained through
global pooling. Subsequently, the feature maps activated
functions through two convolutional layers with sigmoid
and ReLU, respectively, and the functions were added as
follows.

Ac = o (Conv (6 (Conv (g.))) + Conv (§ (Conv (m,))))
(3)
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where o is the sigmoid function, § is the ReL.U function, A, is
the weight at the channel level, and Conv is the convolution
operation. The output of CA was obtained by multiplying
the corresponding elements in sequence with input F, with
weight A..

F:ZA(J@FC )

Thus, the CA module converted the global spatial information
of the channel into a channel descriptor, i.e., F}. Fig. 3 shows
a schematic of the CA module. All the convolution operations
performed were of 1 x 1 convolution after pooling. The
features obtained by this point-by-point convolution calcu-
lation integrated the information from all channels but did
not mix the information across space; this was conducive to
distinguishing channel feature learning from spatial feature
learning.

i Channel Attention S

. |’_

&

\ ’

________________________________

() Element Sum

@ Sigmoid

® Element Product

FIGURE 3. CA module.

Similar to CA, the SA module effectively dealt with the
uneven distribution of haze at different image pixels such
that the network paid more attention to the features of high-
haze and high-frequency regions. The channel descriptor gen-
erated by the CA module, i.e., F¥, changed the size of the
feature map from C x H x W to 1 x H x W through the con-
volutional layer and activated the function and convolutional
layer; see (5).

Ag = o (Conv (8 (Conv (F})))) 3)

where o represents the sigmoid function, § is the ReLU
function, and A; represents the weight of the space range.
Finally, F} and A; were multiplied by the corresponding
elements.

F=AF} (6)

where F is the output for the entire feature attention module.
Fig. 4 is a schematic of the SA module.
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FIGURE 4. SA module.

D. LOSS FUNCTION

The selection and setting of the loss function were critical for
training the entire neural network. This study used loss L;
combined with perceptual loss [23] as a loss function. Loss
L provided a quantitative measure of the difference between
hazy and haze-free images. Because norm L; could prevent
potential gradient explosion, its sensitivity to outliers was
lower than that of the mean square error loss.

InLoss Ly, ji(x) represents the intensity of color channel i
of pixel x in the dehazing image, J;(x) is the truth value image
corresponding to Ji(x), and L, is the total number of pixels.
The Loss Ly is expressed as follows:

L= ]lvz)t’:l Z?:l Fy (ji(X) — Ji(x)) @)

where

2 .
Fo(e) = {O.Se o ifle <1 ®

le] — 0.5, otherwise

In contrast to per-pixel loss, perceptual loss used multi-scale
features extracted from a pre-trained deep neural network to
quantitatively estimate visual differences between the image
and the real situation on the ground. This study adopted
VGG16 [24] pre-trained on ImageNet [25] as a loss network
and extracted features from the last layer of the first three
phases (i.e., Conv1-2, Conv2-2, and Conv3-3). Perceptual
loss is defined as:

_ 3 1 e 2
LP—ijl WII@(J) (D2 )

where ¢j(.7 ), (qu(./ )) ,j = 1,2,3 represent the above three
VGG16 feature maps associated with dehazing image J (truth
image: J) and C;H;W; are the dimensions of the feature map
&), ().

Finally, the study takes Loss L; combined with percep-
tual loss as the final loss function for this experiment;
see (10).

L=Ls+wlp (10)
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FIGURE 5. Synthetic haze remote sensing image dataset.

where w is a parameter used to adjust the relative weights of
the two loss components. Here, @ was set to 0.03.

Ill. EXPERIMENT

This section describes the construction of a dataset, imple-
mentation of training details, and quantitative evaluation of
the dehazing effect based on Gf-1 remote sensing images with
haze.

A. DATA SET CONSTRUCTION

Normally, it would be difficult to obtain many remote sensing
images with haze and the corresponding haze-free images.
Differences in ground information are often caused by factors
such as weather and light. Therefore, this study synthe-
sized hazy images to construct a training set for a learning
method that required a large amount of training data. Because
haze in remote sensing images is often of heterogeneous
distribution, the commonly used construction method based
on the degradation model [13] was not suitable for train-
ing sets of hazy remote sensing images. Berlin noise [26]
was often used to simulate the texture in nature, and it
was similar to the haze in remote sensing images in dis-
tribution. Therefore, this study used Berlin noise and haze-
free remote sensing images to synthesize hazy images as
training data. Here, 10 GF-1\MSS multispectral images with
4,548 x 4,544 dimensions, acquired in sunny weather in
Shanghai and its surrounding areas from 2016 to 2019,
were selected. Considering that appropriate dimensions were
required for the training data, the images were cut to
512 x 512 pixels, Berlin noise was added to synthesize
the training data. For each GF-1 image, the RGB band was
selected and cutinto 100 512 x 512 images (including certain
overlapping edges). Through image augmentation and the
addition of Berlin noise with different features, 11,035 sets
of training data were synthesized. Fig. 5 shows some of these
results. Out of the training data, 90% and 10% were used as
the training and test sets, respectively.
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B. DETAILS FOR TRAINING

Here, the method was realized using PyTorch, and the
model training was completed on an NVIDIA 1080Ti GPU.
During the training, the images were processed in random
crop mode, and the dimensions of the image blocks that were
inputs for the model were 512 x 512. The Adam optimizer
with a batch size of 12 was used to train the model, and 0.9 and
0.999 were adopted as the default values for the momentum
parameters §1 and B2, respectively. One hundred iterations
were performed with 0.001 as the initial learning rate of the
model; the learning rate decreased to half of the previous rate
after every 20 iterations.

C. EXPERIMENTAL RESULTS AND DISCUSSION
In this experiment, synthetic GF-1\MSS hazy images
were assessed and compared with those from the classical
DCP method and those from the neural-network meth-
ods of DehazeNet and aerosol optical thickness (AOD)-
NET. Fig. 6 shows the experimental results. Visually, DCP,
DehazeNet, and AODNet methods restored hazy images to
a certain extent; however, compared with the method pro-
posed, the three methods had visible haze residues and color
bias. Moreover, for large gray areas covered by haze in
the images, the three methods had more haze residues (See
the dehazing effect of line 2). These results were analyzed
in terms of commonly used image-restoration indicators,
such as the peak signal-to-noise ratio (PSNR) and struc-
tural similarity index measure (SSIM). The results are pre-
sented in Table 2. The PSNR increased by more than 16.4%
with the proposed method compared with the original map,
and over 7.5% compared with other methods. At the same
time, the SSIM of the proposed method was approximately
0.9, a significant improvement compared with that of other
methods.

To evaluate the image sharpness after dehazing, three quan-
titative indices (grayscale mean gradient (GMGQG), standard
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FIGURE 6. Dehazing effects of synthetic hazy images. (a) Synthetic hazy image; (b) Dehazing effect of dark channel method; (c) DehazeNet dehazing
effect; (d) AOD-NET dehazing effect; (e) Dehazing effect of the proposed method; (f) Haze-free image.

TABLE 2. Image index for dehazing effect.

Eyalua Hazed Dehaze  AOD- Propose
-tion . DCP
image Net NET d
Index
11:58.05  11:62.899 11:61.983 11:65.025 11:72.251
12:60.003  12:63.708  12:62.021  12:65.443  12:68.584
PSNR 13:56.268  13:65.988  13:65.942  13:63.146  13:72.238
14:61.849  14:65.989  14:64.901  14:66.181  14:70.323
15:60.246  15:63.836  15:68.023  15:62.322  15:75.455
11:0.629 11:0.655 11:0.674 11:0.741 11:0.935
12:0.582  12:0.631  12:0.687  12:0.782  12:0.893
SSIM  13:0.546  13:0.726  13:0.733  13:0.712  13:0.884
14:0.609 14:0.802 14:0.788 14:0.845 14:0.896
15:0.643  15:0.743  15:0.812  15:0.766  15:0.923

deviation (STD), and information entropy (E)) were selected
to quantify the experimental results. GMG reflects the con-
trast of tiny details and texture variations in the images, STD
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indicates the discrete degree of image pixel gray value relative
to the mean value, and E refers to the average amount of
information in the images, which measures the amount of
information in the images from the perspective of information
theory. The higher the E value, the more the information
contained in the images. According to Table 3, the proposed
method was superior to the other methods for all indicators
and significantly improved hazy images. Table 3 shows the
images with clearer details and richer colors, processed by
the proposed method.

To further verify the proposed method, GF-1 multispectral
images with heterogeneous hazes acquired from around Nan-
tong City and Huzhou City in 2013 were selected; the results
are shown in Fig. 7. Generally, the experimental results were
consistent with the synthetic haze image results. Compared
with other methods, the proposed method had lower haze
residue level and better recovery effect.
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FIGURE 7. Dehazing effects for GF-1 hazy images. (a) Hazy images; (b) Dehazing effect of dark channel method; (c) Dehazing effect of DehazeNet;

(d) Dehazing effect of AOD-NET; (e) Dehazing effect of the proposed method.

TABLE 3. Quantitative indexes for the dehazing effect in clarity.

TABLE 4. Impact of different modules on network performance.

Evaluat Method Components
. Hazed Dehaze  AOD-  Propose
-ion : DCP P RB SA CA PSNR SSIM
. image Net NET d .
index Baseline 60.637 0.622
11:6.574 11:6.899 11:6.583 11:7.025 11:7.176 Model-1 v 65.241 0.726
12:6.203  12:6.708  12:6.621  12:6.817  12:7.084
E 13:6.868  13:6.988  13:6.942  13:7.146  13:7.238 Model-2 v v 69.364 0.809
14:6.849  14:6.989  14:6.901  14:7.181  14:7.323
15:6246  15:6836  15:7.023 157322 15:7.455 Proposed v v v 70.544 0.863
11:6.447 11:11.343 11:9.567 11:10.588 11:12.255
12:3.925  12:9.021 127573 12:8.181  12:7.753
GMG 13:5391  13:8576  13:8.029  13:7.423  13:8345
14:3.605  14:5.645  14:5868  14:6.189  14:6.304 . .
155833 155046 154948 15:6022  I5:6.045 network was removed and the residual blocks replaced with
11:29.204  11:29.441 11:37.715 11:39.787  11:45.542 ordinary convolutional layers as the baseline. Then, each
12:18.334  12:28.665 12:30.308 12:36.309  I2:37.304 .
STD 1330369 13:40227 13:38204 13:46.070  13:47.941 module was added one by one as models 1-2 and the dehazing
14:33.190  14:49.689 14:44.136  14:54.656  14:54.194 effect was evaluated, as shown in Table 4. Figure 8 shows the
15:36.245  15:52.276  15:41.344  15:57.355  15:58.022

D. ABLATION EXPERIMENT

To further verify the effectiveness of different modules in the
network, this study conducted ablation experiments mainly
focusing on three key modules in this network: residual
block, channel attention, and the impact of spatial attention on
network performance. The attention module of the dehazing
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dehazing performance of different ablation models.

The results show that these modules all contributed to
the network performance and overall, adding these modules
improved PSNR performance by 16.3% compared to the
baseline. At the same time, the PSNR performance of the
network with residual module and spatial attention module
improved by 7.6% and 14.4% compared with the baseline.
Also, adding all the modules improved SSIM performance
by 0.241 compared to the baseline. The SSIM performance
of the network with residual module and spatial attention
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FIGURE 8. Dehazing effects for ablation models as described in Table 4 (a) Synthetic hazy image; (b) Dehazing effect of baseline; (c) Dehazing effect of
Model-1; (d) Dehazing effect of Model-2; (e) Dehazing effect of the proposed method; (f) Haze-free image method.

module improved by 0.104 and 0.187 compared with the
baseline.

IV. CONCLUSION

Conventional remote sensing image dehazing methods
require manual selection of features and prior informa-
tion, resulting in poor stability and universality. Therefore,
a trainable end-to-end dehazing neural network for single
images was proposed. In the proposed method, the simpli-
fied degradation model was skipped, and end-to-end learning
was performed directly to fully learn the image features.
Simultaneously, the spatial and CA modules were designed
for the spatial distribution and channel variation features of
hazy remote sensing images based on the attention mecha-
nism. Compared with an ordinary CNN, it showed a powerful
capability for feature extraction.

Finally, the heterogeneous haze in some areas of the GF-1
remote sensing images were effectively removed. In both
the haze residue level and evaluation index, this method
was superior to the conventional dark channel method,
DehazeNet, and AOD-NET.

This study has some limitations. Theoretically, the best
way to verify the dehazing effect is to compare the images
after dehazing with those in the same area on a sunny day;
however, in this study, for same area images, the background
information in hazy images acquired on different days were
different owing to factors such as differences in light con-
ditions. Therefore, this method must be verified using more
suitable data that would be obtained from more extensive data
sources in future. Quantitative indicators for remote sensing,
such as the normalized vegetation index and AOD, were
used to evaluate the dehazing effect for remote sensing data
and guaranteed the accuracy and reliability of the evaluation
results.
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