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ABSTRACT Aircrafts fully rely in a wide variety of electronic systems: sensors, navigation equipment,
representation screens and communication elements. The interconnection of these avionics implies a
huge challenge for the aircraft communication networks. Extremely stringent requirements in terms of
reliability and predictability have to be provided for a safe operation. There are also important limitations
to recreate those networks in a prototype form, due to the costs of the related equipment and the interest of
testing different architectures and possible configurations dynamically. Moreover, performance estimation
approaches based solely on network calculus provide limits for worst-case scenarios, without generating a
detailed feedback under different circumstances and configurations of the network and different data sources.
In this context, the present work proposes and develops an evaluation framework for avionics networks in
order to support the verification and validation (V&V) procedures of the communication system before
applying for certification. The proposed framework implements an event-based simulator in Simulink for
Avionics Full-Duplex Switched Ethernet (AFDX), one of the most extended data protocols for avionics.
This is evaluated in comparison with network calculus and bibliography performance estimation approaches,
demonstrating its accuracy and capabilities.

INDEX TERMS Avionics, ARINC664, AFDX, communications, verification and validation, protocols.

I. INTRODUCTION
The term avionics appears as the union of the words
aviation and electronics and it encompasses all the electronics
systems deployed in an aircraft or spacecraft. Considering
the vast nature of the areas referenced by these two terms,
avionics alludes to a huge variety of equipment: sensors,
actuators and telecommunications systems with a wide set
of uses and categories. Since the design of the A380 [1],
where the concept of Integrated Modular Avionics (IMA)
was introduced, the number of avionics greatly increased.
The avionics are connected creating avionics networks,
as summarized in the high-level diagram of FIGURE 1,
these include multiple set of systems categories and appli-
cations, such as navigation, communications, monitoring,
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flight-control, aircraft management, weather management,
collision avoidance and fuel systems, among many others.

Most avionics elements require an interconnection for the
communication and coordination between different systems
as well as to be monitored and controlled by the crew
or provide functionalities. Moreover, the resulting networks
must accomplish the extremely stringent reliability needs
of aircraft systems and their tight safety certification
requirements [2] [3]. This has led to the definition of several
standards and protocols for avionic networks which are
characterized by their high level of determinism, which
allows to bound delays and ensures a certain throughput.

One example of these protocols is Ethernet Audio Video
Bridging (AVB) that, however, does not straightforwardly
cover enough of the safety-critical requirements of avion-
ics [4], but some of its elements are part of the Time-
Sensitive Networking (TSN) standard, which it is expected
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FIGURE 1. Avionics system categories.

to make its appearance in future generations of avionic
networks. Other standards have been proposed, such as Time-
Triggered Ethernet (TTEthernet), which is usually applied in
spacecraft [5].

For modern aircraft systems Avionics Full-Duplex
Switched Ethernet (AFDX) [6] is an extended solution.
This protocol is an implementation of the specification
ARINC 664 Part 7 [7]), which is in itself based on IEEE
802.3 [8], but with dedicated bandwidth and fixed Quality
of Service (QoS). These characteristics make it suitable
for engine control systems, sensors and other on-board
equipment. Moreover, even though AFDX is based on
Ethernet, switches must conform with the requirements
and, optionally, certifications for ARINC 664, such as
certifications for software (e.g., DO-178C [9] and hardware
(e.g., DO-254 [10]). These, together with licensing, increases
the costs of the deployment significantly.

The avionics scenario has been also impacted by the
adoption of IMA [11], based on the integration of multiple
related activities in the same device while guaranteeing the
same security level. This, alongside AFDX providing higher
capacity than its predecessors ARINC 429, allows for the
introduction of more advanced and complex equipment to the
aircraft.

Apart from the need of achieving the reliability require-
ments of avionics, the network design process should also
aim to reduce the number of physical connections and
therefore the weight and costs of the system. With this
objective, sensors and actuators are placed near a Remote
Data Concentrator (RDC) [12]. RDCs are responsible to
concentrate and convert to AFDX frames the different data
flows coming from peripherals, simplifying their individual
interfaces.

However, the growing use of bandwidth by IMA systems
pose a challenge on defining AFDX topologies compliant
with the requirements of certification in a cost-effective
manner. Additionally, the critical safety and certification
requirements increase the time until these systems can be
introduced to commercial aviation. Hence, simulations can

be a key tool to shorten the time dedicated to the development
and also the verification and validation (V&V) of the
requirements.

V&V processes are crucial in the aviation environment
given the extraordinary requirements of reliability, avail-
ability and performance (e.g., latency, jitter) demanded.
Additionally, DO-178 and DO-254 certifications are not a
legal requirement towards aircraft certification, but are a good
self-imposed recommendation to apply good engineering
practices. In the case of AFDX, networks can be certified
up to the highest grade (A) of Design Assurance Level
(DAL). In this way, these certifications help to accomplish
the certification requirements for airborne systems imposed
by international bodies such as European Union Aviation
Safety Agency (EASA) and the Federal Aviation Adminis-
tration (FAA).

Furthermore, the aforementioned process is typically
performed following the Model-Based System Engineering
(MBSE) paradigm [13], which is important to keep trace-
ability between the specifications and requirements of the
system under development, allowing to identify emerging
requirement in the earlier stages of development. For this
reason, simulation tools are crucial for the steps based on
Software-in-the-loop (SIL) within the process that goes from
design to realization (as presented in FIGURE 2). They
also can invaluably support Hardware-in-the-loop (HIL)
tests that combine partial implementations of the hardware
or particular elements of it within a software-simulated
environment [14]. Modeling and simulation tools are also
key in validating the proposed network architecture against
different scenarios, especially those representing the worst
cases.

In avionics networks, the software-based simulation step is
generally important for multiple reasons:
• The cost of avionics equipment, which prevents the
implementation of hardware until it presents high
guarantees in terms of design.

• The complexity, heterogeneity and number of ele-
ments of such networks, which limits the scope of
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TABLE 1. Summary of key related works.

FIGURE 2. MBSE design process.

tests to be performed with hardware before the final
implementation.

• The high throughput and delay requirements demanded
for these networks, which imply their evaluation in
multiple architectures and possible cases.

• The legal need to obtain the aircraft certification and
the recommendation to get other certifications (i.e.,
Different Design Assurance Level depending on the risk
of failure of the subsystem).

• The diversity of protocols and technologies in use and
expected to be implemented in the near future, such as
TSN.

Based on this, it has been deemed indispensable the
creation of new approaches to support the development of
avionics networks. In this field, the present work proposes
a novel framework for the V&V of avionics networks
via integrating network calculus and simulation modeling
into a joint architecture, allowing to test new elements
and software while ensuring worst-case delays. Although
protocol-agnostic, in this iteration the system is focused on
AFDX-based networks, also supporting the vertical integra-
tion of the designs into A653 [44] and embedded platforms
such as Field-Programmable Gate Arrays (FPGAs). For such
reason, the implementation is carried out Simulink where
developed software can be converted to certifiable code and
deployed to hardware in later stages of the certification
process [45].

In this way, the present work is structured as follows.
Section II analyzes the relatedworks in the field of AFDX and
avionics networks. Section III introduces the main concepts
and elements of AFDX networks: end-systems (ESs), Virtual
Links (VLs) and AFDX switches. Then, Section IV presents
the general structure of the framework and the implementa-
tion of the simulation models. The proposed framework is

then evaluated in Section V. Moreover, Section VI discusses
the main lines and open research challenges on avionics
networks V&V as an outlook to future activities. Lastly,
Section VII presents the main conclusions of this work.

II. RELATED WORKS
Previous works about AFDX networks can be divided in three
categories as summarized in TABLE 1: optimizations, worst-
case analysis and simulators.

In the first place, the optimization of AFDX networks
is an important topic for the optimization of the network
topology that impacts in the form of a reduction of equipment
and aircraft Size Weight and Power (SWaP), which reduces
costs and pollutant emissions. In this context, two lines
of research are identified, one about bandwidth usage
optimization and the other about reducing network delay and
jitter.

On the one hand, in the topic of optimizing bandwidth
allocation, the authors in [15] proposed a method for
scheduling non-critical traffic. Then, the authors in [16]
proposed a VL design method to minimize link usage. Later,
in [17] is proposed a method to obtain optimal VLs config-
urations using maximum transmission units and Bandwidth
Allocation Gaps (BAGs). The authors presented another
optimization method for non-critical traffic using dynamic
multi-path routing. Then, in [19] a hierarchical traffic
shaping algorithm is proposed for Controller Area Network
(CAN)-AFDX networks which minimizes bandwidth utiliza-
tion. Lastly, the authors in [20] developed an algorithm to
obtain optimal topologies effectively reducing minimizing
weight and Operational Interruption Cost (OIC).

On the other hand, concerning network delays and jitter,
the authors in [21] propose a method to enhance determinism
while reducing the load by using sub-VL aggregation to
avoid inserting filler frames. Moreover, in [22] is proposed
a genetic algorithm that ensures the timeliness of high
priority VLs and minimizes end-to-end delays in low priority
traffic. Additionally, the authors in [23] present a scheduling
technique for mixed-criticality traffics, which reduces the
impact of non-critical traffic on the critical one. In [24] is
proposed an optimal scheduling approach to reduce jitter
based on frame lengths and the authors concluded that the
Smallest Frame Earliest (SFE) yields the minimum average
jitter. Lastly, in [25], the authors proposed a method to
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determine whether break or solve the cyclic dependencies in
order to obtain minimum delays and backlogs.

Nevertheless, all the works above usually need some
more verification besides formal proofs, using for this
purpose tools based on Network Calculus [26], trajectory
approach [30] [31] or simulations. In general, most works are
based on Network Calculus algorithms [26], thus results are
based on a worst-case mathematical modelling. In [46] and
in [47] two implementations based on Network Calculus are
presented.

For this matter, most optimization works focus on adapting
the arrival curves to model an AFDX network, starting by
applying the serialization effect introduced by first in, first out
(FIFO) queues as developed in [27] and in [28]. Furthermore,
the authors in [29] apply additional constrains to Network
Calculus, such as Group Strategy and their Rate-Constrained
Group Strategy improving the analysis. Although oriented
towards optimizations, these algorithms are limited to worst-
cases, which can also be obtained through simulations that
can include other characteristics as well.

Regarding simulators, the authors in [32] presented a
generic simulation architecture for AFDX network, while
describing the most important concepts in AFDX. Addi-
tionally, in [33] the modelling and simulation of AFDX
networks is described in detail, giving an in-depth insight
of the modelling of the network elements. Furthermore, the
authors in [34] described the element network models to be
used in NS2. Moreover, the work in [35] proposes a real-time
simulator for the dSpace prototyping platform developed
using Simulink. Lastly, the authors in [36] described the
implementation of a simulator for anARINC-Based hardware
platform. However, these approaches require a hardware
platform for testing which, in many cases, might not be
available and would suppose an additional cost.

In this way, there are several works based on adapting pre-
existing tools. QNAP2 is proposed in [37] as a simulation
approach to bound end-to-end delays. In [42], the authors
proposed amodular simulator for switched Ethernet networks
called SEtSim and developed using Simulink. Furthermore,
an AFDX implementation based on the TTEthernet [5]
model on OMNeT++ is described in [38] and another
implementation in OPNET is presented in [39] and [40].
Likewise, the authors in [41] did a study of the results
obtain of simulating AFDX networks using OPNET. Finally,
TrueTime [43] is a Simulink-based simulator for real-
time control systems occasionally used to simulate AFDX
network [23].

Generally, these previous tools are time-driven, leading
to high computational costs as they require to process all
the possible time steps during the simulation time. However,
given the discrete nature of packet switching networks, in [48]
is defined and developed a purely event-driven simulator.

III. PRINCIPLES OF AFDX
The AFDX protocol, initially proposed by Airbus [49],
was designed for on-board interfaces in aerospace vehicles,

including motors, flight controls, navigation systems, as well
as other critical systems for the correct functioning of
the control platform. In comparison to its predecessor
ARINC 429 [50], AFDX provides logical abstraction of
interfaces allowing modularity, while also providing an
increase in bandwidth needed for the throughput require-
ments of avionics. In addition to the improvement against its
predecessor, AFDX is especially attractive since it is based on
such a mature and widely available technology as is Ethernet,
which makes its implementation easier at reduced costs.

AFDX is characterized for being a packet switching
protocol, where frames are forwarded using unidirectional
logical paths called Virtual Links (VLs) from a particular
source system to the destination or multiple destinations.
Network traffic is properly shaped to be transmitted during
time intervals dedicated to each VL, which are called BAGs.
Moreover, each VL is statically routed and previously defined
to operation, which alongside with frame sizes and BAG
known beforehand provide determinism to the network.
In this way, AFDX is a rate constrained Ethernet, hence, each
VL has a guaranteed transmission bandwidth and the jitter
and delay are bounded if there is enough bandwidth for all
the VL. In this way, the jitter at the output of the ES should
comply with the two limits established by Equation (1) [7]:

jittermax≤

 40µs+

∑N
i=1(20+ Lmax) bytes · 8 bits/byte

R bits/s
500µs

(1)

where Lmax is the maximum packet size for each VL and N is
the number of VLs of the ESs, R represents the mean bitrate
available in the physical link, 40 µs is a typical minimum
fixed technological jitter and 500 µs is an upper bound to limit
the impact on determinism for the whole network.

In relation to the network topology, this is formed mainly
by two types of elements, the ESs and the switches, which
will be described in the next subsections.

A. END-SYSTEM (ES)
The network entities communicating the IMA equipment in
an AFDX system are the ESs. Each one acts as an interface
between the IMA equipment and the AFDX network,
receiving data from one or several systems and sending it
through the network.

FIGURE 4 shows the logical functional blocks of the
ESs. Data flows are multiplexed using VLs, being able to
have one or more ES as recipients, although messages are
addressed to a particular VL, and being all the routing for
each VL statically defined. Additionally, there is usually
VL redundancy, which means the data of a VL is sent
through two different paths simultaneously, typically using
two identical networks. The recipient is in charge of
managing the redundant packets, usually applying a First-
Valid-Wins [51] policy. From a physical link perspective, the
packets are duplicated by the redundancy management block
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FIGURE 3. Architecture of the proposed V&V framework.

FIGURE 4. AFDX end-system logical architecture.

and sent through two redundant interfaces using two message
authentication code (MAC) interfaces, generically named as
MAC A and MAC B.

The ES is also responsible of shaping and multiplexing
network traffic using the regulator block in order to minimize
the jitter. In the receiving end, the ES receives packets from
both networks and manages the redundancy in the reception
management block.

The regulator block is also responsible to control what the
size of a packet is and when it is transmitted, by buffering
the incoming data from avionics and software partitions
and transmitting the data in a deterministic way according
to the corresponding VL configuration for each data flow.
In this way, each data flow is guaranteed to have a
dedicated bandwidth and network jitter is bounded by
constraining the data rate of each VL and periodically
transmitting frames according to the BAG, as it is shown
in FIGURE 5. As depicted, only one packet per VL can
be sent in a BAG. Additionally, the elapsed time between
the start of the BAG and the start of the transmission must
be lower than the maximum jitter allowed as presented
Equation (1).

B. SWITCH
The other key elements in the AFDX network are the
switches, which are responsible of delivering the packets to
their destination. The routing is performed at Data-Link level,

FIGURE 5. Traffic shaping in an AFDX end-system.

therefore, layer 2 switches are used for this purpose utilizing
the VL identifier in the frame header, with up to 4096 values.

The switches are also in charge of applying traffic policies
to enhance the determinism in the network. In this way, the
application of scheduling and filtering policies is positioned
as the key for narrowing down jitter and delays in AFDX
networks. Here, Round-Robin [52] and Token Bucket [53]
are traditionally used as scheduling and filtering policies,
respectively. The filtering policy ensures the determinism in
the network by discarding those packets not configure of
exceeding the BAG.

IV. PROPOSED FRAMEWORK
As indicated in Section I, obtaining the necessary metrics to
assess the performance of avionics networks is a crucial task
for their development, verification and validation. Typically,
the requirements to be validated and verified in the network
is whether the delay bounds for the avionics to work properly
for each VL are met or not. With this objective, a novel
Avionic V&V networks Framework (AVVorks) is defined.

The proposed AVVorks architecture is shown in
FIGURE 3. As inputs for the framework there are the
network and execution parameters defining the system to be
evaluated. These are summarized in TABLE 2. Execution
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TABLE 2. Input configuration parameters.

time, Bit Error Rate (BER) and throughput are directly
specified. The BER is the number of errors per bit transmitted
and, therefore, quantifies the quality of a transmission
channel parameter.This is configurable for each of the
element in the simulation, establishing the bit error rate for
a connection. However, this parameter is not relevant in
topologies with two identical redundant networks and, for
this reason, is not evaluated in the simulations performed in
this work. Topology details are established by defining the
characteristics of each VL: each pair of interconnected ESs,
the two routes between them (from origin to end) and the
configuration of each link in terms of BAG, maximum and
minimum packet length and VL identifier.

From these inputs, the network model generation uses the
information from the inputs to generate the network model
with all the specified ESs and switches. Moreover, the model
associates each VL to the correspondent ES and establishes
all the connections between ESs and switches.

For the generation of the model, the network topology is
described as a list of VLs containing the source ES, routes and
link configurations. This is then used to obtain the different
ESs and switches in the network, as well as to get the routing
tables of each element. With these tables, the model is set up
using them in block masks to configure the different elements
and connections. From the routing tables and connections,
it can be verified if the paths are established correctly.
Moreover, the framework allows to set data scopes and
view the entities which went through the selected interfaces
during the simulation if further verification is deemed
necessary.

The generated network model is then executed by the
evaluation methods including both simulation and Network
Calculus approaches. In the case of Network Calculus, these
results are the worst-case end-to-end delays. Meanwhile, for
the simulations, the results are in the form of traces containing
the logging of the packets transmitted and received by each
element of the network. From this data, packet delay and jitter
can be calculated, as well as throughput and the number of
packets discarded by errors or by the filtering policy. The
generated results are then processed to generate the output
metrics, typically throughput, jitter and delay. The throughput
is calculated as the volume of data transmitted in a packet

divided by the BAG, the delay as the difference between the
reception and transmission timestamps and the jitter is the
delay minus the mean delay of the VL.

These metrics can be used to assess whether the network
is properly modelled or not and check if the requirements
are met. For the latter, throughput metrics can be used to
determine the link usage and, therefore, the determinism of
the network, while the delay and jitter metrics would allow to
assess if the temporal requirements are met. For the former,
to evaluate the quality of the simulation model, its results
can be compared with the Network Calculus outputs. This
is done as other state-of-the-art frameworks are focused on
worst-case end-to-end delays, therefore, the validation of the
proposed models is based on these delays. For the validation,
two main mechanisms are adopted, so the results are assessed
from the perspective of two different techniques. The first one
is the Exact Possible Longest (EPL) method, which computes
worst-case delays using the Model Checking approach [54],
which is an approach based on Timed Automatas. As a
shortcoming, this method is not suitable for large amounts
of VLs because of the combinatorial explosion problem. The
second method is the Burst kept Network Calculus with
Optimized Grouping Strategy (BNCOG) [29] which is an
optimized Network Calculus algorithm.

Once checked the correctness of the modelling, the
resulting metrics are applied to identify if the proposed
network meets the established requirements and to study its
behavior. If the modelling is correct and the network suits
the specifications, the development can move to the next step
towards certification. However, if the proposed network does
not pass the test, the network has to be redesigned and/or its
resources redistributed, and a new evaluation must be carried
out.

As defined, the AVVorks framework focuses on modelling
the Data Link Layer packet transmission. For this reason, the
simulation is performed by the definition of the interfaces
and the generation and management of packet entities of the
elements in the simulation model (e.g., ESs and switches).
Therefore, the key to achieve reliable evaluation tools lies in
the models used for the ESs and the switches, as described in
the next subsections.

A. END-SYSTEM MODEL
The ES model has two parts, the receiver and the transmitter.
The receiver contains a FIFO for each input port and
combines the timestamps of the packets once it is correctly
received. In the transmitter side, on-board equipment is
emulated through a packet generator source, redundancy
management and the route selector module.

The ES process follows the logical scheme shown in
FIGURE 6a. A timer is set when packets are generated,
which are then duplicated by the redundancy management
and sent through the corresponding physical interfaces by the
route selector. Queuing, switching and transmission times of
each given packet are modelled. Lastly, in order to model
transmission errors, the Cyclic Redundancy Check (CRC) is
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FIGURE 6. High-level schemes of the AFDX elements functionality.

set before sending the packet according to the established
BER of the link.

This delay modelling can be expressed by the equation
below:

Delay = dtx +
N∑
i=1

(dtxi + dswitchi + dqueuei )

= (N + 1)dtx + N · dswitch +
N∑
i=1

dqueuei (2)

where dtx is the transmission time of a packet, dswitch the
delay introduced by the switching, which can be considered
common for all switches and dqueuei is the queuing delay
of each of the N switches in the path. Hence, dtx and
dswitch are added as constants to the delay on each of the
blocks, while the dqueue depends on the functioning of the
switch.

Therefore, from the perspective of the simulation the ES
is responsible of generating the packet entities for each VL
at the right time and with the appropriate characteristics
according to the VL parameters and applying the first delay
corresponding to the transmission.

Considering this, the worst-case is established by setting
the transmission start time of each ES, in order to make VLs
packages to arrive to certain switches at the same time and
maximized the queue time of the VL whose worst-case is
being calculated.

B. SWITCH MODEL
The switch model consists of a FIFO queue for each
input port, the scheduler and output queues for each
interface. Its functioning is based in two processes, the
scheduling algorithm and the filtering policy, respectively.
These processes are shown in a flowchart in FIGURE 6b. The
first one corresponds to the upper part of the figure, which
checks the integrity of the packets and selects them following
the Round Robin algorithm. If the packet does not have a

correct CRC, thismeans, errors are detected in it, is discarded.
If not, it is sent to a buffer where the filtering policy is applied.
This is presented in the lower part of FIGURE 6b. In this case,
the filtering policy applied is Token Bucket which, for every
packet received, and if enough credit is available the packet
is sent, otherwise it is discarded.

Regarding the simulation, the switch receives each packet
and places it in a queue, then selects the packet to be
transmitted from the queue according to the scheduling
algorithm, applies the policy filtering. Finally, it applies the
technological and transmission delays to the packet before
sending it through the corresponding output port.

V. EVALUATION
This section presents the details on the real-world implemen-
tation of the proposed framework and the assessment of its
capabilities to evaluate avionics networks. For this, two key
examples use cases will be analyzed.

Here, the AVVorks framework has been implemented using
Matlab and Simulink. Given the discrete nature of packet
switching networks, a purely event-driven simulator [48]
approach is adopted. In this type of simulation only those
time instants with an event are evaluated, as opposed to the
bibliography time-driven simulators which requires sampling
the along the simulation time. This makes event-driven
simulations generally faster and more suitable for switching
networks simulations. This type of simulation is used in other
schemes, such as the validation of Hardware Description
Language (HDL) code in the design of FPGAs and
Application-Specific Integrated Circuits (ASICs).

In this way, the network model is used to generate
a Simulink environment with all the networks elements
configured with their simulation parameters. At this point,
certifiable code can be generated so it can be used in
the following stages of the project life cycle, as a system
constituted by individually certifiable elements is more prone
to be certifiable as well. This is usually done using tools such
as SimulinkCheck and Polyspace [55].
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TABLE 3. Network setup for the use case A.

TABLE 4. Worst-case end-to-end delays for the use case A.

FIGURE 7. Avionics network topology for use case A.

A. NETWORK USE CASE A
The example AFDX network use case considered in [29] has
been implemented in order to demonstrate the correctness of
the AVVorks framework and its usability in the evaluation
of AFDX network topologies. The use case consists in the
computation of the worst-case delays that could occur apply-
ing different constrains to the Network Calculus algorithm
reducing its pessimism. For this matter, an avionics network
topology defined in [29], with five transmitters and two
receivers, is depicted in FIGURE 7 and characterized by the
configuration presented in TABLE 3.
For this case, worst-case scenarios are summed up in

TABLE 4, where1t is a negligible time used to set the order
of the packets in the queues. This means1t � 1 µs is several
orders of magnitude smaller than the delays and it does not
affect the calculation of end-to-end delays. The table shows
the time when each ES has to start transmitting to obtain the
maximum delay for each VL and the worst-case end-to-end
delays for three evaluation methods.

In AFDX networks the worst-case scenario for a given
VL occurs when the backlog of the switches in the path
of the VL is maximized. The backlog is defined as the
number of bytes waiting in the queue to be transmitted.
In this way, the maximum backlog is given when a switch
receives at its input ports at the same time the longest possible
packets from the VLs competing for a common output
port.

Moreover, the TABLE 4 shows the delays obtained
from the three implemented methods: EPL, BNCOG and
simulation. The first method shown is EPL, the second is
BNCOG and the last is the result of the framework proposed
in this work. It can be observed the simulation results are
the same as the offered by state-of-the-art algorithms, which
for the proposed network are the exact worst-case results,
verifying the correctness of the simulation models.

B. NETWORK USE CASE B
It has been assessed in the previous use case that the proposed
framework implements properly the network behaviors,
with its results matching those offered by the baseline
mechanisms. An additional use case is defined in order to
evaluate execution times and the level of detail provided by
the framework. This includes many different path lengths
and several routes where the number of VLs is increased in
comparison with the previous use case. With the increased
number of VLs the number of messages sent during the
simulation also grows, which is the major impact factor for
the simulation execution time.

This second network is simulated with the configuration
summarized in TABLE 5. It has been established a small
difference between the minimum and maximum packet size
in order to obtain variation in the traces. These have been set
around 200 bytes being it a common value in AFDX networks
for the configured BAG of 4ms.

From this it can be observed how the level of detail
provided by the AVVorks goes far beyond of what can be
achieved using Network Calculus approaches. Packet traces
obtained from the simulation can be used to acquire metrics
as time series. This is an important feedback for the design
process as it contains information during normal operation,
which can be used to evaluate the performance of the network
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TABLE 5. Network setup for the use case B.

and establish figure of merits for the design beyond the
worst-case delays used for certification.

Accordingly, delay metrics are used to obtain different
statistical measures. The statistics from the delays of the
simulated scenario for each VL are shown in TABLE 6.
From these statistics, it can be assessed that VLs of each
‘‘group’’ (i.e., those between the same two ESs) have similar
behaviors, since within groups the configuration and paths
are the same. Conversely, comparing different groups such
as VLs 21-22 and VLs 33-34, the different number of nodes
in the path impacts the delay doubling it for VLs 33-34 even
if having half average packet size (as shown in TABLE 5).
The difference in the number of nodes in the path does not
only increase the delay, but also its standard deviation, as the
queuing delay of a VL is affected by the transmission time of
the packets. Furthermore, it can be seen that the difference of
the minimum a maximum packet size increases the standard
deviation of the delay comparing groups VLs 31-32 and
VLs 21-22. Here, the difference between maximum and
minimum in VLs 31-32 is 4 times the difference in VL 21-22,
and the former has roughly 4 times the standard deviation of
the latter.

Similarly, traces can be also used to obtain throughput
statistical measures. An example of these measures is shown
in TABLE 7. In the case of throughput, given the fact that a
packet is transmitted periodically according to the established
BAG (also for 4ms), the bigger the packet is, the higher the
throughput. In the same way, a shorter periodicity would
increase the throughput as well. Furthermore, it can be seen
that the variance of the throughput increases as the difference
between minimum and maximum size increases.

For the analysis of the computational costs of the
framework, the framework is tested for the use case B using
a PC platform equipped with an AMD Ryzen 5 3600 CPU
and 4x8GB of DDR4 RAM. During the evaluation of a model
the BAG is considered the most impacting parameter as it is
directly related to the total number of messages sent, making

FIGURE 8. Execution times.

the same functions of the model to be executed more times.
This would be similar to changing to a topology with more
switches in the path of each VL.

In this way, as represented in FIGURE 8, the execution
time measurements are performed for three different simula-
tions of one second of simulated time and setting the BAG of
every VL to 1ms, 2 ms and 4ms. This means a total of 80000,
40000 and 20000 messages sent and reaching around 2, 4 and
8 minutes of execution time respectively. It can be observed
that this time is linearly dependent with the number of sent
messages. In comparison to the results in [42], where sending
3500 messages took 10 minutes using an Intel Core(TM)
i5-2540M CPU at 2.60 GHz with 8 GB RAM the results
of the framework in this work are promising, although there
are some differences in the network topology simulated and
hardware differences are noticeable (hardware used in the
present work is about twice as fast in single core speed).
However, these execution times would allow evaluating real
networks in a timely manner. Furthermore, from the observed
linearity of the time with the number of messages it can be
expected that the execution time will not grow much more
rapidly than the number of VLs.

C. NETWORK USE CASE C
The previous use cases were used to ensure the simulator
behaves correctly and the simulation times are adequate
to simulate real aircraft-like avionics networks. Then, it is
necessary to assess the utility of the framework in the
development and testing of new network elements. For this
purpose, a key network example modelling an Audio Com-
munications Manager (ACM), two Digital Audio Control
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TABLE 6. Summary of statistical measures for delays (in microseconds).

TABLE 7. Summary of statistical measures for throughput (in kbps).

TABLE 8. Network setup for the use case C.

Panel (DACP), two Software Defined Radio (SDR) and two
ES with the addition of time synchronization using an ES as
master clock to enhance determinism is proposed.

The ACM is the equipment responsible of sending the
corresponding setting to the SDRs and the Digital Audio
Control Panels (DACPs), as well as receiving the status

responses from the SDRs. However, as the DACPs are
reception-only equipment, these can be modelled using
an ES. The ACM allows the crew to control de audio
communication through a Human-Machine Interface (HMI).
This makes the traffic sent by the ACM asynchronous, but
transmitted in a slot determined by the BAG of the VL.
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Regarding the simulation model, the ACM is based on
the ES model, but introducing a new packet generator,
which generates packets with a BAG of 50 ms and when a
randomly generated signal coming from an HMI is received.
Also, the SDR is based on the ES model, but replacing the
packet generator with one that generates packet with a BAG
of 50 ms.

The network topology and parameters used for this
simulation are presented in TABLE 8 and two experiments
will be carried out with this setup. In this configuration,
time synchronization between elements is supposed using
a protocol such as Precision Time Protocol (PTP). This is
represented by the 40 B packets sent by the clock and the 54 B
answers packets sent by the other elements. Furthermore,
the 12 B packet sent by the ACM are the DACP settings,
while the 40 B packets are the SDR settings. In the same
fashion, the SDR reports its status to the ACM with 60 B
packets. Both sends their packets every 50 ms, and the
ACM sends the packets to the DACPs randomly, but using
1 ms intervals. Lastly, ES2 transmit to the DACP2 and SDR
packets every 1 ms with a packet size of 400 B. However,
in a second experiment the packet size of ES is changed
to 600 B.

The results of the two experiments are shown in FIGURE9.
The experiments are carried out using the global time
synchronization to enhance the determinism. In this case, all
the ESs’ transmission start times are equidistantly distributing
within 1 ms. In FIGURE 9a can be seen that for this
configuration delays are constant. However, in FIGURE 9b
can be seen that if the size of the packet transmitted by ES2 is
increased to 600 B, the delay of VL14 shows periodic peaks.
These are caused by the packets the packets transmitted by the
ES now temporally overlapping with the packets transmitted
by the SDR in a switch. In this way, while the VL13 is being
transmitted, the SDR packet arrives at the queue and the
glsVL14 has to wait for the SDR packet to be transmitted,
resulting in an increase of delay every 50 ms when the packet
from the SDR is transmitted.

VI. DISCUSSION AND RESEARCH CHALLENGES FOR
AVIONICS NETWORKS
In the previous sections, the proposed AVVorks framework
has shown its capabilities to provide support the V&V tasks
for AFDX networks. However, looking at the general field of
avionics communications and as network requirements grow
to bemore andmore demanding inmultiple scenarios, current
protocols need to be more efficient and reliable.

As AFDX does not consider congestion defects caused
by Ethernet, the event-driven network paradigm is changing
to new standards based on optimized communications for
safety-critical systems, which are expected to be the ones gen-
erally implemented in avionics. Among these specifications
are TSN [56] and TTEthernet [5].

TSN is born as an evolution of the Ethernet-AVB standard,
in which an additional traffic flow known as Control Data
Traffic is included, being optimized for real-time oriented

FIGURE 9. Delays obtained from the simulation for VLs 13 and 14.

applications in a strict way. To implement these changes, it is
necessary to introduce a Time Aware Shaping (TAS) under
conditions of maximum reliability and reduced latency [57].
In addition, to ensure reliability and low latency, this standard
requires a synchronization process, so that the endpoint can
calculate time parameters such as delays and jitter based on
time stamps [5]. Due to these features, although TSN has not
yet made its appearance in the aeronautical communications
systems, although it is expected to start being used in future
aircraft generation [56].

As an intermediate step, and supported by the proposed
AVVorks framework, some of the mechanisms that could be
evaluated for AFDX are the global synchronization and the
TAS/Burst Limiting Shaper (BLS) used in TSN [57]. With
TAS all devices are synchronized and reserved bandwidth
cannot be used for other traffic. Moreover, BLS ensures
resources by limiting bandwidth and using priorities. The use
of this synchronization and shapers aims at reducing worst-
case end-to-end delays and increase the network capacity as
well as highly increase the capacity, while maintaining the
reliability of the avionics networks.

Furthermore, hybrid networks using several standards can
easily be part of a deployment, combining both legacy and
newly defined standards in order to cover the requirements
of different final elements and/or traffics. As these solutions
could be more cost-effective, their assessment is a challenge.

In order to address the presented challenges in terms of
new standards, network services and testing and optimization
techniques, proper platforms and tools are required. Here, the
proposed AVVorks is considered a key step to build upon in
order to evaluate these new protocols and the interoperability
of hybrid networks.

The proposed framework is applicable to develop and
evaluate the expected standards and mechanisms. The
adopted MBSE approach is especially suitable to facilitate
the development of novel algorithms, as existing blocks can
serve as a base for the new models. Moreover, the proposed
framework, as shown in Section IV allows for the type
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of iterative testing required in aeronautical communications
systems. Also, the described AVVorks specific implemen-
tation, being based on Simulink, allows the models to be
tested via simulations and then straightforwardly deployed in
development boards for further evaluation with real elements
as HIL [14]. In this way, the simulations can be used to verify
and validate the specifications of the proposed network, but
also allow to develop and test custom software that can be
used in hardware after the network design phase. This is
especially relevant in aeronautical communications, where
both a progressive evolution of the systems as well as an
exhaustive testing are necessary due to their complexity and
reliability requirements.

Current V&V frameworks in avionics are limited to
evaluate proposed topologies using a pre-established set of
tests. However, defining such tests and re-designing the
network topology is slow and costly. In this area, EASA
has defined a technology roadmap for the introduction of
Artificial Intelligence (AI) in aviation [58]. In this way, AI
solutions coming from other research fields are expected to be
implemented in V&V frameworks, such as testing software
completeness [59] and network topology optimization using
genetic algorithms [60], in order to significantly accelerate
this process and reduce cost. Here, the proposed framework
can support the application of AI in avionics by offering
an environment to implement the algorithms to automati-
cally evaluate and optimize the network during the design
phase.

VII. CONCLUSION AND OUTLOOK
This paper has proposed a framework for the verification
and validation of avionics networks based both in simu-
lation models and network calculus. This framework has
been focused on AFDX protocol-based implementations,
given therefore the present work a summary of the key
principles and characteristics of said protocol. The developed
framework includes the model generation mechanisms and
algorithms to evaluate any given AFDX network, in order to
assess different network topologies and configurations.

In the presented evaluation, the developed tool is focused
on the calculation of data link layer network metrics, which
will support the verification and validation of the network
requirements as well as optimizations of the configuration
under analysis. Hence, the defined AVVorks framework
has been tested against state-of-the-art Network Calculus
applications obtaining consistent results in estimating worst-
case end-to-end delays, while providing a much deeper
level of detail. Hence, by comparing the results with an
exact method to estimate worst-case end-to-end delays, the
correctness of the modelling of the different blocks has
been verified. Moreover, analyzing the execution times of
a realistic aircraft-like network scenario simulation, the
appropriateness of this framework to be used in widely
available computer platforms has been demonstrated. In this
way, the provided results have shown the capabilities of the
proposed framework in the V&V of avionics networks.
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