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ABSTRACT Introduction: The precise estimation of software effort is a significant difficulty that project
managers encounter during software development. Inaccurate forecasting leads to either overestimating or
underestimating software effort, which can be detrimental for stakeholders. The International Function Point
Users Group’s Function Point Analysis (FPA) method is one of the most critical methods for software
effort estimation. However, the practice of using the FPA method in the same fashion across all software
areas needs to be reexamined. Aim: We propose a model for evaluating the influence of data clustering on
software development effort estimation and then finding the best clustering method. We call this model the
effort estimation using machine learning applied to the clusters (EEAC) model. Method: We cluster the
dataset according to the clustering method and then apply the FPA and EEAC methods to these clusters
for effort estimation. The clustering methods we use in this study include five categorical variable criteria
(Development Platform, Industrial Sector, Language Type, Organization Type, and Relative Size) and the
k-means clustering algorithm. Results: The experimental results show that the estimation accuracy obtaining
with clustering consistently outperforms the accuracy without clustering for both the FPA and EEAC
methods. Significantly, using the FPA method, the average improvement rate from using clustering as
opposed to non-clustered was highest at 58.06%, according to the RMSE. With the EEAC method, this
number reached 65.53%. The Industry Sector categorical variable achieves the best accuracy estimation
compared to the other clustering criteria and k-means clustering. The improvement in accuracy in terms of
the RMSE when applying this criterion is 63.68% for the FPA method and 72.02% for the EEAC method.
Conclusion: Better results are obtained through dataset clustering compared to no clustering for both the FPA
and EEAC methods. The Industry Sector is the most suitable clustering method among the tested clustering
methods.

INDEX TERMS Software effort estimation, function point analysis, dataset clustering, K-means, categorical
variables, machine learning.

I. INTRODUCTION
Estimating the resources a project will need has always been
an essential step in project management, including software
development management [1]. The ability to estimate the
resources required for a software project (including effort,
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and cost) directly impacts the decision to launch, continue,
or cancel any project.

There are three aspects of interest in any effort esti-
mation process: underestimation, estimation accuracy, and
overestimation. Overestimation will lead to wasted resources
and perhaps customer rejection or a failed bid. In con-
trast, underestimation will lead to budget overruns, staffing
shortages, and delivery delays. Both the above problems
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can result in significant financial and contract losses [2].
However, the prediction of acceptable outcomes has never
been manageable.

Many researchers have focused on designing mod-
els to improve effort estimation accuracy. Many mod-
els and techniques have been proposed, which can be
broadly characterized into three categories [3], [4]: 1) non-
algorithm approaches, 2) algorithm approaches, and 3)
machine learning (ML) techniques. For the non-algorithmic
approaches, experts typically use historical sample projects
in project resource estimation. These approaches include
the Analogy Technique [5], Expert Judgment [6], Pricing
to Win, Wideband Delphi [7], Work Breakdown Structure
(WBS) [8], [9], and Planning Poker [10], [11]. The algo-
rithmic approaches are based on mathematical formulas.
Representative approaches include Software Life Cycle
Management (SLIM) [12], [13], Source Lines of Code
(SLOC) [7], the Constructive Cost Model (COCOMO) [14],
Use Case Points (UCP) [15], and Function Point Analysis
(FPA) [16], [17]. Other methods of this type that are based on
FPA include COSMIC [18], FiSMA [19], and MarkII [20],
and NESMA [21]. ML techniques have been most frequently
used in software effort estimation in recent years [22] and
include Artificial Neural Networks, Fuzzy Logic, Neuro-
Fuzzy Systems, Bayesian Networks, Regression Tree, Sup-
port Vector Machines, and the Genetic Algorithm.

However, the categorization of effort estimation into
different techniques is only relative. These methods are often
combined with each other in the sense that each method
performs a step in the effort estimation process. For example,
in our previous study [25], we used a combination of ML
and FPA in effort estimation: the ML algorithm was used to
estimate the UFP value, and then the FPA method was used
for effort computation.

FPA has played a significant role in the software industry.
However, it has many limitations, as mentioned in our
previous study [23]. In addition, applying the same formula
to all software domains may not be the best choice. This
study will investigate the use of FPA across different software
domains in terms of accuracy. In addition, we will also
investigate whether anML algorithm yields better results than
the FPA method within specific software domains.

A. PROBLEM FORMULATION
Many previous studies have attempted to improve the
accuracy of the International Function Point Users Group
(IFUFG)’s FPA method [18]–[21], [25]–[57]. Some of these
efforts have focused on the essential issues surrounding FPA
methods [18]–[21]. For example, the MarkII method was
proposed to reflect the internal complexities of application
systems, whereas the FiSMA method was designed as
a service-oriented method to improve upon the process-
oriented FPA method. The NESMA method uses the same
rules as the IFPUGFPAmethod, but, depending on the degree
of detail possible, it suggests one of three possible function
point counts, namely, detailed, estimative, or indicative.

Finally, the COSMIC method extracts the best features of the
other listed methods.

In addition, ML algorithms have also been applied to
this effort [25]–[57]. These approaches are designed to
circumvent potential problems arising from applying the
same computations to all fields and specialties, as in the FPA
method. One such approach involves clustering by various
criteria and has yielded specific improvements.Moreover, the
FPA method was built on the local IBM datasets [24]. Thus,
it cannot accurately reflect effort across the global software
industry.

We recently proposed a new effort estimation method [25],
along with a novel complexity weighting system for
the IFPUG FPA model. This system includes two mod-
els, namely, the calibration of functional complexity
weight (CFCW) and the calibration of functional complexity
weight with optimization (CFCWO) models. The CFCW
model is based on the Bayesian Ridge Regressor (BRR)
model and calibrates the complexity weights for the FPA,
while the CFCWO model uses a voting regressor model to
optimize effort estimations obtained from the CFCW model.

Recently, ensemble models have been shown to be much
better models than individual models [26]. In ensemble
models, individual models are combined using specific
combination rules to create a new technique. Many ensemble
models have been proposed, such as voting [27] and
stacking [28]. Rai et al. [29] proposed a hybrid model (HM)
in which two models are combined into an ensemble
model. This ensemble model averages the approaches of
the participating models, creating an effective model. The
participating models play equal roles in predicting the
outcomes. The authors used the Multiple Layer Perceptron
(MLP) model and the Generalized Linear Model (GLM) to
evaluate this approach in their paper. The MLP includes three
layers, where the input layer consists of seven neurons, the
hidden layer consists of 64 hidden units, and the output layer
contains one hidden unit. The activation function used in this
algorithm is the sigmoid function. The GLM algorithm uses
a random component variable from the dependent variables,
the formula η : η = Xβ is used as a systematic component,
and the formula E (y) = µ = g−1(η) is used as a link
function. The last formula correlates the expected value of the
response y to the linear component η. This study uses this HM
model in comparisons with the proposed EEACmodel on the
clustered and non-clustered datasets.We choose theMLP and
Linear Regressionmodels as base estimators for the ensemble
model. The initial parameter set in the authors’ study did
not yield good results for our study. Therefore, we tuned the
parameters, as shown in TABLE 1.

Many previous studies have aimed at improving the accu-
racy of software estimation featuring data clustering, such as
in [30]–[32] and [45]–[47]. However, the clustering methods
selected in these studies were not comprehensive (few
clustering methods per study). We surveyed the clustering
methods used in recent studies and selected those that were
most frequently used. We then clustered our dataset based
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TABLE 1. The HM model’s parameters.

on these chosen methods and estimated the software effort
needed for the clusters using the FPA method. In addition,
we also applied ML to estimate the effort per cluster as a
counterweight to the FPA method. We named this ML model
the Effort Estimation using machine learning Applied to the
Clusters (EEAC) model for ease of comparison. We also
wanted to identify the best clustering method among the
selected methods. The determination of the best clustering
method let us focus on investigating other comprehensive
methods for effort estimation.

The dataset used in this study is the International Software
Benchmarking Standards Group (ISBSG) dataset [33], which
contains contributions from many companies worldwide,
thus circumventing locality issues. Moreover, diversity was
considered in the selection of the clustering methods for this
study.

Based on the details provided above, we formulated the
following research questions:

RQ1: How does data clustering affect the FPA method’s
estimation accuracy? Are there significant improvements in
accuracy?

RQ2: Does the EEAC model outperform the FPA and HM
models on the dataset with and without clustering?

RQ3: Which clustering method leads to the best accuracy
among the studied methods?

We conducted an experimental investigation to answer
these research issues. In addition, we performed pairwise
t-testing to compare method accuracies [34], [35]. These
comparisons include: 1) the FPA method’s estimation accu-
racy on datasets with and without clustering, and 2) the
EEAC method’s estimation accuracy compared to the FPA
andHMmethods on datasets with andwithout clustering. The
hypotheses for these comparisons are expressed as follows:
• H1: There is a significant difference in the estimation

capabilities of the FPA method under clustering and
no clustering. This statement implies that the FPA
method estimation accuracy with clustering differs
significantly from that without clustering.

• H2: There is a significant difference in the estimation
capabilities of the EEAC method and the FPA, or HM
methods with and without clustering. This statement
implies that the EEAC method’s estimation accuracy
differs significantly from those of the other two
methods with and without clustering.

B. CONTRIBUTIONS
The essential contributions of this study are as follows:

1) This study shows that clustering according to a specific
method will lead to better accuracy than simply

applying FPA across all fields and specialties. The
effort estimation results for the clusters using the FPA
method is better than the effort estimation of the FPA
method without clustering. The clustering is based
on the categorical variables Development Platform
(DP), Industrial Sector (IS), Language Type (LT),
Organization Type (OT), and Relative Size (RS), plus
the k-means clustering algorithm.

2) The best-performing clusteringmethod, i.e., IS, is iden-
tified. This criterion was obtained via the following
evaluation criteria: MAE, MAPE, RMSE, MBRE, and
MIBRE.

3) The EEAC method with IS clusters achieves higher
accuracy than using the FPA model with such clusters.

The remaining sections of this paper are organized as fol-
lows: Section 2 presents the related work. The background for
our work, including an overview of the FPA method, and k-
means clustering, is present in Section 3. Section 4 describes
the research methodology, including the experimental setup,
data preprocessing, and evaluation criteria. The results and
a discussion are presented in Section 5. In Section 6,
we examine validity. The conclusion and future work are
presented in Section 7.

II. RELATED WORK
We conducted searches on the IEEEExplore, Google Scholar,
and Web-of-Science websites with keywords related to
‘‘ISBSG’’, ‘‘clustering’’, and ‘‘effort estimation’’ for the
period 2016-2020. This survey investigated the frequency of
grouping with some variables from the ISBSG dataset. Using
the results, we decided upon the clustering methods for our
research. Some of the results from the survey are found below.

In their systematic literature review, González et al. [36]
reported on the frequencies with which fields in the ISBSG
dataset were used from 2000 to 2013. According to the
research results, the four most frequently used categorical
variables for clustering were Development Type, Organi-
zation Type, Application Type, and Business Area Type.
However, in [13], the author proposed replacing the two
features Application Type and Organization Type with the
derived features Application Group and Industry Sector,
respectively.

Huang et al. [45] used seven categorial features, i.e.,
Development Platform, Development Type, Organization
Type, Business Area Type, Application Type, and Primary
Programming Language, to demonstrate how powerful pre-
processing data techniques and their combinations can be.

Meridji et al. [46] selected three clustering attributes,
namely, Organization Type, Application Type, and Develop-
ment Type, to test hypotheses about the relationship between
team size and work effort and between productivity and
project function size. They showed that the correlations
between these two pairs of factors are proportional.

Prokopová et al. [47] selected four independent variables,
i.e., Count Approach, Business Area Type, Industry Sector,
and Relative Size, to determine their influence on produc-
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tivity and Normalized Work Effort. The experimental result
showed that productivity is weakly dependent on the tested
factors.

According to Kaewbanjong and Intakosum [48], the best
15 independent variables for clustering data for predicting
user software satisfaction were: Client-Server, Personnel
Changes, Total Defects Delivered, Inactive Project Time,
Industry Sector, Application Type, Development Type, How
Methodology Acquired, Development Techniques, Decision-
Making Process, Intended Market, Size Estimate Approach,
Size Estimate Method, Cost Recording Method, and Effort
Estimate Method.

In a systematic review, Pillai et al. [49] singled out two
factors, i.e., Development Type and Industry Sector, for future
research.

López-Martín [50] used multilayer feedforward neural
networks on the Development Platform and Language Type
variables from the ISBSG dataset to confirm that the MLP
model can be used to predict the duration for which developed
software will be maintained.

Li et al. [51] used Language Type to examine the
correlation between programming language and productivity.
Their research comprehensively analyzed productivity across
languages.

Fernández and González [52] examined usage of Applica-
tion Group, 1st Data Base System, Development Platform,
Development Type, Industry Sector, Language Type, Pri-
mary Programming Language, and Used Methodology as
categorical criteria. The results showed that Development
Type, Language Type, and Development Platform were most
commonly used in categorical analyses. However, they also
recommended increased usage of the Application Group,
Project Elapsed Time, and 1st Data Base System variables.

In their paper, Silhavy et al. [31] proposed a new
categorical variable segmentation model. The model was
based on dataset segmentation via three categorical variables:
Relative Size, Industry Sector, and Business Area Type. The
proposed model with Relative Size increased the estimation
accuracy compared to clustering-based models and the
IFPUG FPA.

In their survey, Usharani et al. [53] found that the selective
classification approach classifying projects based on essential
attributes, such as Organization Type, Project Type, and
Development Platform, will improve effort prediction.

In [54], the authors proposed a learning-based adjustment
model for the FPA = using a Genetic Algorithm and
analogy-based estimation. They also used Language Type,
Development Platform, Development Type, and 1st Database
System as the crucial factors. As a result, their proposed
research method can improve both the usability and accuracy
of the FPA method.

Pospieszny et al. [55] used the attributes Industry Sector,
Application Type, Development Type, Development Plat-
form, Language Type, Package Customization, Relative Size,
Architecture, Agile, Used Methodology, and Resource Level
as input parameters to determine effort and duration. They

TABLE 2. Lists the fields used in the studies mentioned above. TABLE 2.
Categorical variables identified by the survey.

used an ensemble model with three ML algorithms (Support
Vector Machines, Neural Networks, and Generalized Linear
Model) to create a decision support tool for organizations
developing or implementing software systems.

Saavedra et al. [56] developed an automated estimation-
model generator system that uses ML techniques to analyze
the accuracy of these models, comparing them to the tradi-
tional estimation methods using an international database and
the internal database of a company. The authors used Relative
Size, Count Approach, 1st Operation System, and Language
Type as data partitioning criteria.

Song et al. [57] used Organization Type as the main criteria
in partitioning their dataset. They also used Development
Type, Language Type, and Development Platform as features
in their experiments. As a result, they proposed a novel
estimator with greater accuracy.

In the Sinaga K. P. and Yang M. study [44], an unsu-
pervised learning schema for the k-means algorithm (U-k-
means) was proposed so that it is free of initializations and
parameter selection while simultaneously finding an optimal
number of clusters. Experiments show that the U-k-means
algorithm has some outstanding aspects compared to other
clustering methods.

Based on TABLE 2 and FIGURE 1, the top seven methods
were identified as DT, DP, LT, IS, OT, RS, and AT.

Development Type is an essential criterion, as it determines
the approach to the project. Moreover, Gonzalez et al. [36]
found that 57.9% of the articles they reviewed used Develop-
ment Type as a categorical variable. We only wished to study
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FIGURE 1. Distribution of clustering methods used.

projects that were considered new developments. Therefore,
Development Type was included in the data filtering stage as
the most basic type of categorical variable.

In addition, many studies have used the k-means algorithm
for clustering to improve software effort estimation, see, for
example, [30], [37]–[43]. Therefore, this study also used the
k-means algorithm for clustering.

AT clustering was not included in this study, as the number
of clusters obtained with this criterion was too large. We also
considered BAT clustering but, after filtering the data, there
were too few fields left with more than 20 records (for just
new development types: Don’t Know – 224, Banking – 76,
Telecommunications – 49, Financial – 28, Engineering – 21,
and (blank) – 81). Therefore, we decided to remove BAT from
our experiment.

Thus, we retained six variables, namely, DT, DP, LT,
IS, OT, and RS, as our clustering criteria. In addition, the
k-means algorithm was used for clustering.

III. BACKGROUND
A. FPA METHOD OVERVIEW
In the late 1970s, the FPA method was first introduced by
Albrecht [24], who proposed it as a metric for measuring the
functionality of a project. IFPUG [17] has been the governing
body for FPA since 1986, making it responsible for improving
and developing counting rules and other related matters. With
the creation of IFPUG, the original FPA method became
known as IFPU FPA. In this study, the FPA method will
always refer to the IFPUG FPA method. FPA is currently
standardized by ISO/IEC 20926:2010 [16]. This standard
defines a set of definitions, rules, and steps for the application
of this standard [58].

The FPA method uses three transactional functions (Exter-
nal Input (EI), External Output (EO), and External Inquiry
(EQ)), and two data functions (Internal Logic Files (ILF), and

TABLE 3. Functional complexity weights.

External Interface Files (EIF)), all of which are called Base
Functional Components.
• An EI processes data or controls the information sent
outside the boundary.

• An EQ conveys or controls information outside the
boundary. The processing logic contains no mathemat-
ical formulas or computations and creates no derived
data.

• An EO sends data or control information outside the
application’s boundary and conducts processing beyond
that of an EQ. At least one mathematical formula or
computation must be included in the processing logic.
It must have the ability to create derived data, maintain
one or more ILFs, and/or change the system’s behavior.

• An ILF is a group of users with recognizable logically-
related data or control informationmaintainedwithin the
application’s measured boundary.

• An EIF is a detectable group of data or control
information connected to user logic, referenced by the
application being measured but kept within the bounds
of another program.

Each of these Base Functional Components is judged
as simple, average, or complex and assigned a weight
accordingly. TABLE 3 shows the functional complexity
weights of these functions.

To count the Unadjusted Function Points (UFP), we use
Eq. (1) below:

UFP =
∑

EI×weight +
∑

EO×weight

+

∑
EQ×weight +

∑
ILF×weight

+

∑
EIF×weight (1)

The effects of 14 factors (Fs) on the counting process
should be identified in this phase, and the General System
Characteristics (GSCs) should also be determined. Further,
the Value Adjustment Factor (VAF) should be computed (see
Eq. (2)) before counting the Function Points (FPs) for the
Adjusted Function Points (AFP) (see eq. (3)). The GSCs are
given ratings in the interval 0 to 5 according to their degree
of influence.

VAF = 0.65+ 0.01×
14∑
i=1

(Fi × rated) (2)

AFP = UFP× VAF (3)

The FP counting process can be summarized in the
following five steps:

1) Determine the counting scope and boundary.
2) Measure the data and transactional functions.
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FIGURE 2. Experimental process.

3) Compute the U FP.
4) Determine the GSCs and calculate the VAF.
5) Calculate the AFP.
To estimate the effort after AFP counting, we should have

another parameter, namely, the Productivity Factor (PF). This
factor explains the relationship between one FP and the
number of hours needed for its development by one person.
Productivity was studied in [59] and [60]. According to the
ISBSG, the Productivity Delivery Rate (PDR) is used to
measure efficiency in person-hours per FP. Thus, we can
derive the PF from the PDR by inverting it, and vice versa
[48]. Eq. (4) below can be used to calculate the effort:

Effort = AFP× PDR (4)

B. K-MEANS CLUSTERING
K-means clustering [61] is an unsupervised ML algorithm
used to cluster given objects into k clusters, where k is pre-
specified. In clustering k-means, each cluster is represented
by its center (centroid), i.e., the mean of the points assigned
to the cluster [62]. We can summarize the k-means algorithm
as follows:

1) Specify the number of clusters k.
2) Randomly select k points from the central data

set (centroids) for the k clusters.
3) Calculate the distances between the points and the

centers.
4) Assign the points to the centroids nearest them to form

the initial clusters.
5) Define new centers for the clusters by calculating the

means for the data points in the respective clusters.
6) Repeat step 3 until there no points change clusters.
In this study, the k-means algorithmwas implemented with

the sklearn.cluster.KMeans package, where the number of
clusters is obtained with the Elbow method (next section),
and other parameters are at their default settings. In this

package, the distances between the points and the centers are
calculated using the Euclidean Distance algorithm. When a
new project requires effort estimation, the Euclid distances
will be calculated, and the cluster to which the new project
belongs will be determined. For an effort estimate, the
selected cluster’s corresponding model will be applied.

1) DETERMINATION OF k
The Elbow approach is used to identify the number of clusters
(k) for the k-means algorithm and does so based on the
visualization graph. In particular, it looks at the attenuation
of the distortion function and selects the elbow point, which
is the point at which the reduced rate of the distortion function
will change the most. That is, after this point, increasing the
number of clusters does not significantly reduce the distortion
function [63], [64].

The essence of the Elbow method is the sum of squares
of errors (SSE). This quantity sums the squared Euclidean
distances from all points to their centroids:

SSE =
∑k

i=1

∑
p∈Ci
|p− mi|2 , (5)

where Ci is the ith cluster, p is a sample point in Ci, and mi is
the mean of the points in Ci (centroid of Ci).
In this study, we used the Elbow method implemented

by the Yellowbrick organization [65]. The KElbowVisualizer
object with the Distortion metric was used to detect the
optimal value of k .

IV. RESEARCH METHODOLOGY
A. EXPERIMENTAL SETUP
In this section, we explain the experimental setup, which is
outlined in FIGURE 2.

First, the data from the ISBSG dataset was filtered and
preprocessed to create the dataset for this experiment (see the
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next section). Next, we formed the three experimental groups
described below:

1) Experimental group 1: one experiment on the whole
dataset without clustering (WC)
a. Remove outliers from the entire dataset.
b. Create a 5-fold cross-validation.
c. Compute effort using the IFPUG FPA method for

the whole dataset.
d. Compute effort using the BRR algorithm for the

whole dataset.
e. Evaluation.

2) Experimental group 2: one experiment on k clusters
a. Remove outliers from the entire dataset.
b. Find the optimal k for the dataset using the Elbow

method.
c. Cluster the dataset into k clusters using the k-

means algorithm.
d. Create a 5-fold cross-validation for each cluster.
e. Compute effort using the IFPUG FPA method for

each cluster.
f. Compute effort using the BRR algorithm for each

cluster.
g. Evaluation of the clusters and the computation of

the mean value.
3) Experimental group 3: five experiments corresponding

to the five categorical variables
a. Cluster the dataset with the categorical variables.
b. Remove the outliers from each cluster.
c. Create a 5-fold cross-validation for each cluster.
d. Compute effort using the IFPUG FPA method for

each cluster.
e. Compute effort using the BRR algorithm for each

cluster.
f. Evaluation.

Finally, we conduct a comparison of the experimental
results.

B. TESTED MODELS
The proposed EEAC model was tested on the whole dataset
without clustering and on the dataset clustered according
to the categorical variables (DP, IS, LT, OT, and RS) and
the k-means algorithm. The models that were compared are
described briefly below:
• EEAC - the effort was computed using the EEAC
approach. This method infers the complexity weights
system from each cluster’s five base functional compo-
nents of the FPA counting process by using Bayesian
Ridge Regression (BRR). It then uses this com-
plexity weight system in the procedure of effort
estimation with the PF (PDR) parameter from the
dataset.

• IFPUG FPA – the effort was computed using the IFPUG
FPA approach [16] to find the UFP, VAF, and PF (PDR)
from the dataset (mean value from all sectors or values
based on each sector).

• HM – the effort was computed using the UFP obtained
with the average ensemble approach developed by

Rai et al. [29], and the VAF, and PF (PDR) came from
the dataset (mean value from all sectors or values based
on each sector).

C. DATA PREPROCESSING
The dataset we used in our experiment came from the ISBSG
repository for August 2020 R1 [33]. The data filtering criteria
in our study was as follows:

1) Record data quality was A or B.
2) We only selected records using the IFPUG the counting

approaches (including IFPUG Old and IFPUG 4+).
3) Development Type was New Development only.
4) Rows with empty Base Functional Component values

were removed.
5) Rows with empty values in Normalized Productivity

Delivery Rate (PDR) and SummaryWork Effort (SWE)
were also erased.

6) Fill in the blank VAF cells with the values obtained via
Eq. (3).

According to Lichtenberg [66], the number of records
in the dataset should be large enough for a given training
set size to attain the most satisfactory results. In addition,
Hammad [67] proved that some algorithms learn perfectly
once the training set is large enough. In our study, each
categorical variable cluster needed to contain more than 20
records. Any cluster unable to satisfy this condition was put
into a cluster named ‘‘Others’’.

Additionally, we observed several AFP and SWE values
that were too far from the mean group, implying that the data
was potentially noisy. We found and removed outliers based
on the interquartile range (IQR)method [34], which produced
a lower bound of 0.15 and an upper bound of 0.85. After
clustering using one of the categorical variables or the k-
means algorithm, we proceeded to remove the outliers before
continuing the experiments.

1) DEVELOPMENT PLATFORM
The DP is determined by the operating system used [68].
Each project is classified as having been developed on a
PC, developed on a mid-range (MR) computer, developed
on a mainframe (MF), or as multi-platform (Multi). In our
case, records without a development platform listed were
categorized into a cluster named ‘‘Others.’’ FIGURE 3 shows
the histogram of the DT variable, and FIGURE 4 provides the
boxplots of the dataset clustered according to DP before and
after removing the outliers.

2) INDUSTRY SECTOR
The IS indicates the sector in which the software is
maintained and supported. FIGURE 5 shows the histogram of
the IS variable, and FIGURE 6 provides the boxplots of the
dataset clustered according to IS before and after removing
the outliers.
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FIGURE 3. Histogram for DT.

FIGURE 4. Boxplots of the dataset clustered by DP.

FIGURE 5. Histogram for IS.

3) LANGUAGE TYPE
LT indicates the type of programming language used for the
project. In our study, there were three types of language: 3rd
generation programming language (3GL), 4GL, and Others
(projects with an empty LT field or with less than 20 records).
FIGURE 7 shows the histogram of the LT variable, and
FIGURE 8 provides the boxplots of the dataset clustered
according to LT before and after removing outliers.

FIGURE 6. Boxplots of the dataset clustered by IS.

FIGURE 7. Histogram for LT.

FIGURE 8. Boxplots of the dataset clustered by LT.

4) ORGANIZATION TYPE
OT identifies the type of organization that submitted the
project. FIGURE 9 shows the histogram of the OT variable,
and FIGURE 10 provides the boxplot of the dataset clustered
according to OT before and after removing the outliers.

The following organization types were used in our study:
Banking, Communications, Electricity, Gas, Water, Finan-
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FIGURE 9. Histogram for OT.

FIGURE 10. Boxplots of the dataset clustered by OT.

TABLE 4. Relative company size.

cial, Property & Business Services, Government, Insurance,
Manufacturing, Public Administration, and Others (blank
values for this criteria or less than 20 records).

5) RELATIVE SIZE
In the ISBSG dataset, there are nine relative company sizes,
as shown in TABLE 4. There were too few records in the
XXS, XS, and XL groups (XXS = 1, XS = 8, XL = 9), and

no records in the XXL and XXXL groups. So, we re-defined
the S group as companies having functional sizes from 0 to
100, and the L group as companies having functional sizes
greater than 1000. According to this re-grouping, the S group
contained XXS, XS, and S companies, and the L group
included L, XL, XXL, and XXXL companies.

FIGURE 11. Histogram for RS.

FIGURE 12. Boxplots of the dataset clustered by RS.

FIGURE 11 shows the histogram of the RS variable, and
FIGURE 12 presents the boxplot of the dataset clustered
according to RS before and after removing the outliers.

6) K-MEANS CLUSTERING
In the experiment using the k-means algorithm for clustering,
we proceeded to find the optimal k with the Elbow
method [65]. The distortion score reached the elbow value for
k = 6 (FIGURE 13). FIGURE 14 shows the boxplots plot of
the dataset before and after removing outliers. The attributes
of the k-means clustering algorithm are EI, EO, EQ, ILF, and
EIF.

D. EVALUATION CRITERIA
Choosing the criteria with which to evaluate the accuracy
of predictive models is also a matter of concern. According
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TABLE 5. The summary evaluation results.

FIGURE 13. Elbow method for optimizing k.

FIGURE 14. Boxplots of the dataset for k = 6 be and after removing
outliers.

to [7], [69], and [70], the Mean Magnitude of Relative
Error (MMRE) and Mean Magnitude of Relative Error
Relative (MMER) criteria are themost commonmetrics used.
However, [71], [72], and [73] have demonstrated that these
methods are biased. Azzeh et al. [74] recommend using
unbiased methods instead. In addition, de Myttenaere et al.
[75] state that the Mean Absolute Percentage Error (MAPE)
is practically and theoretically appropriate for evaluating

regression models and in its intuitive interpretation of the
relative error. Therefore, this study used the following
evaluation criteria: the Mean Absolute Error (MAE), Root
Mean Square Error (RMSE), Mean Balance Relative Error
(MBRE), Mean Inverted Balance Relative Error (MIBRE),
and MAPE. These criteria are defined below:

MAE =
1
n

n∑
i=1

|yi − ŷi| (6)

RMSE =

√√√√√ n∑
i=1

(yi − ŷi)
2

n
(7)

MBRE =
1
n

∑n

i=1

|(yi − ŷi)|
min(yi − ŷi)

(8)

MIBRE =
1
n

n∑
i=1

|(yi − ŷi)|
max(yi − ŷi)

(9)

MAPE =
1
N

n∑
i=0

∣∣∣∣yi − ŷiyi

∣∣∣∣ ∗ 100, (10)

where yi is the actual value, ŷi is the estimated value, and n is
the number of projects.

V. RESULTS AND DISCUSSION
The experiments were based on data clustering using cate-
gorical variables and the k-means algorithm, then performing
effort estimation using one of the three methods (FPA, EEAC,
or HM). The categorical variables used here were DP, IS,
LT, OT, and RS. In addition, baseline experiments on the
entire non-clustered dataset were performed to evaluate the
clustered performances. All three methods were trained on
each cluster and the entire dataset without clustering. The
results were then evaluated using the five evaluation criteria
MAE, MAPE, RMSE, MBRE, and MIBRE. TABLE 5
provides the experimental results.

In general, TABLE 5 shows the evaluation results for the
clusters using MAE, RMSE, MBRE, MIBRE, and MAPE.
The first row contains the evaluation results for the entire
dataset without clustering. The evaluation results of the five
categorical variables are displayed in the next five rows.
The last row contains the evaluation results for the k-means
clustering. For each evaluation criterion, there are three
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columns representing the FPA method, the proposed EEAC
method, and the HM method.

There are three main comparisons to be made in this
context: 1) comparing the values in the non-clustering row
with the remaining rows, 2) comparing the values in the
EEAC column with the values in the FPA column for each
evaluation criterion, and 3) comparing the values in the EEAC
column and the values in the HM column for each evaluation
criterion.

First, observe is that the estimation errors with clustering
are always better than those for without clustering, con-
firming once more that applying the original FPA method
across all areas is inaccurate. FIGURE 15 to FIGURE 19
show the evaluation results according to the evaluation
criteria (Eq. 6-10).

FIGURE 15. The MAE evaluation results for FPA, EEAC, and HM.

FIGURE 16. The MAPE results for FPA, EEAC, and HM.

For all the evaluation criteria, the error for the proposed
method is consistently lower than the errors for the FPA
and HM methods for without clustering and each clustering
method. Hence, the proposed method is better than the FPA
and HM methods according to all criteria.

FIGURE 17. The RMSE evaluation results for FPA, EEAC, and HM.

FIGURE 18. The MBRE evaluation results for FPA, EEAC, and HM.

FIGURE 19. The MIBRE evaluation results for FPA, EEAC, and HM.

From TABLE 5, there are three exciting points to be made:
1) the error values always decrease from the FPA column
to the EEAC column, 2) the error values for the categorical
variable rows and k-means row are always smaller than the
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TABLE 6. The statistical T-test based on evaluation results for the FPA method on the whole dataset without clustering with each cluster.

error values listed in the row for without clustering; 3) the
error values for the categorical variable IS are always smaller
than the error values for the other clustering methods in the
FPA and EEAC columns.

Based on these statements and the previous results, we can
now answer the research questions.

RQ1: How does data clustering affect the FPA method’s
estimation accuracy? Are there significant improvements in
accuracy?

TABLE 5 shows the evaluation results for the FPAmethod.
We can see that in each FPA column for MAE, MAPE,
RMSE, MBRE, and MIBRE, the errors for the categorical
variables and k-means clustering are all smaller than the error
for the row without clustering. Therefore, we can assert that
using the FPA method with clustering is more accurate than
using it with no clustering.

To determine whether there was a significant improvement
in accuracy due to clustering or not, we performed a
pairwise t-tests. TABLE 6 lists the average p-values and
tMAE, MAPE, RMSE, MBRE, and MIBRE values over
five different runs and the final statistical conclusions. The
notation� reflects the statistical superiority of the clustering
over no clustering at the 95% confidence level. Therefore, H1
is accepted i.e., there is a significant improvement in the FPA
method when it used in conjunction with clustering.

TABLE 7 shows the percentage improvements in the
FPA evaluation results with clustering compared to without
clustering. The mean percentage improvements across the
evaluation criteria vary from 21.29% for the MIBRE to
58.06%, for the RMSE.

RQ2: Does the EEAC model outperform the FPA and HM
models on the dataset with and without clustering?

TABLE 8 shows the results of the pairwise t-tests for
the clusters. There are two comparisons to be made for no

clustering and with each clustering method: EEAC versus
FPA, and EEAC versus HM. The results confirm that the
EEAC method with and without clustering is statistically
superior to the other methods at the 95% confidence level.
Therefore, we accept hypothesis H2, i.e., the EEAC model
outperforms the FPA and HM models with and without
clustering.

The improvement percentages in the errors for EEAC
versus FPA across the clusters can be found in TABLE 9.

RQ3. Which clustering method leads to the best accuracy
among the studied methods? shows that the estimation errors
for IS for both the FPA and EEAC methods are always the
smallest among the clustering methods (bold values in the
table). Thus, the estimation accuracies of the FPA and EEAC
methods are highest for this clustering method. On the other
hand, the results obtained for the k-means algorithm and
the OT criterion are also very positive. For this research
question, we can assert that using the categorical variable IS
for clustering leads to the best accuracy among the studied
clustering methods.

VI. VALIDITY
Internal validity is an incorrect/inaccurate evaluation
approach to analyzing the proposed method. However,
statistical sample validation needed to be considered. The
k-fold cross-validation method was used to mitigate the
threat to this validity, ensuring that the suggested method
was appropriately appraised. Another internal hazard that
could have affected the validity of the generated findings was
ML parameter selection. We employed the BRR technique’s
default parameter configuration in this work.

The external validity of the results produced in this
study is concerned with generalizability. The proposed
method’s prediction ability was tested using the ISBSG
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TABLE 7. The statistical t-test based on the evaluation results.

TABLE 8. Improvement percentage of the clustering in comparison to
without-clustering using the FPA method.

repository’s August 2020 R1 dataset. The dataset covers
a variety of software projects from various organizations
throughout the world, each with its own set of features, fields,
and size.

This study used the evaluation criteria MAE, MAPE,
RMSE, MBRE, and MIBRE to assess the experiment’s
accuracy. According to published studies, i.e., [76], and
[77], the above evaluation criteria are classified as unbiased

TABLE 9. Percentage improvement of EEAC versus FPA.

evaluation criteria. Therefore, we can conclude that this
study’s experimental results are highly generalizable.

VII. CONCLUSION AND FUTURE WORK
In this paper, we investigated the effectiveness of clustering
criteria for the FPA method. Specifically, we selected
categorical variables (DT, DP, LT, IT, OT, and RS) and a
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clustering algorithm (k-means) as our clustering methods.
These methods all lead to better effort estimation than no
clustering.

The evaluation results for these methods were compared,
and it was determined that the categorical variable IS was
the best clustering method used in this study. In addition,
it should be emphasized that using a selective ML algorithm
will provide better results than using the standard FPA
method.

With the FPAmethod, the average improvement rate for the
evaluation criteria for clustering over non-clustering reached
as high as 58.06% (RMSE). The other criteria had average
improvement rates of 51.04% (MAE), 39.47% (MAPE),
39.44% (MBRE), and 27.72% (MIBRE). Furthermore, the
best clustering method (IS) had a percentage improvement
high of 63.68% compared to the other clustering methods.

With the EEAC method, the average improvement rate
for clustering compared to non-clustering reached a high
of 65.53% for the RMSE. The other evaluation criteria
had average improvement rates of 61.74% (MAE), 48.02%
(MAPE), 46.67% (MBRE), and 38% (MIBRE). According
to this criterion, the best clustering method (IS) had a
percentage improvement high of 72.02% over the other
clustering methods.

In a comparison between the FPA and EEAC methods, the
average percentage improvement across all clusters peaked at
27.15% for the RMSE evaluation criteria; the other criteria
had average improvements of 22.55% (MAE), 17.39%
(MAPE), 14.68% (MBRE), and 12.58% (MIBRE). For the
best clustering method (IS), the percentage improvement was
lowest for the MIBRE (15.07%) and highest for the RMSE
(31.58%).

For the ISBSG dataset, many different clustering methods
can be used. In this study, we only chose six methods for
evaluation, which was not an exhaustive list. Therefore, in the
future, we will continue to study additional clustering meth-
ods, especially the Application Type criterion e mentioned in
the related works section. This criterion should be considered
due to its complexity. In addition, we will continue searching
for the best ML clustering algorithm.
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