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ABSTRACT In the places of railroad crossings, audible warning signals such as train whistles and railway
alarms are utilized to warn the road users of paying attention and giving priority to the approaching train(s).
However, road users may sometimes be unaware of warning signals due to various reasons, resulting in
inappropriate cooperation or even traffic collision between railway vehicles and non-railway vehicles. This
work studies deep learning-based approaches to develop systems for acoustic-based train arrival detection
(A-TAD). Firstly, we develop a novel audio dataset of train horns, railway alarms, railway noise, and
other urban noises to conduct A-TAD experiments. We then examine the efficiency of handcrafted acoustic
features (i.e. MFCC and Mel-spectrogram) in building A-TAD’s audio classifier, the MSNet, which is based
on two-dimensional convolutional neural networks (2D-CNN). Next, we propose to apply the attention
mechanism and utilize MFCC and spectrogram simultaneously to enhance the classification accuracy,
in which the combined use of acoustic features is considered at the input level (with InCom-TADNet), high-
level feature level (with FCCom-TADNet), and decision level (with DLCom-TADNet). Our experiments
have shown the efficiency of MSNet and attention mechanism as theMSNet trained with the single feature is
more performant than the baseline models and applying attention modules results in better accuracies. Also,
the combined use of MFCC and spectrogram significantly improve the system’s accuracy and robustness.
A-TAD systems can be utilized to extend the safety function of the railway crossing systems, private cars,
and self-driving cars, and particularly be useful for hearing-impaired road users.

INDEX TERMS Audio classification, attention mechanism, convolutional neural networks, feature
aggregation, railway audible warning signals, railway safety, train arrival detection.

I. INTRODUCTION
Train arrival detection (TAD) is an essential problem for
railway safety, involving railway passengers, road users, and
railway employees such as field operators and maintenance
personnel. For traffic safety in general, the early detection
of train arrival is used to warn road users of approaching
trains, so they can pay attention and cooperate appropriately,
especially at the level crossings. From the side of the road
users, they could recognize train presence directly bywarning
signals from the trains like train horn sounds, or indirectly
by other warning signals such as audible alarms, flashlights,
traffic lights, or public address systems, which are generated
by safety systems. However, sometimes, road users may
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not catch the warning signals. For example, the visual
warnings may occasionally be out of drivers’ vision, and
drivers may be unaware of the audible warnings due to the
noisy environment, interference of the in-car audio signal,
soundproofing of modern cars, or the distraction of drivers
themselves. The unawareness of train arrival can cause
potential traffic collisions between trains and other vehicles.
The early detection of oncoming trains also contributes to
the safety in the railroad working environment since the
railway employees, like maintenance workers, are almost
always exposed to the danger of injury or crash when their
activities are required to conduct in parallel with the transit
of trains to ensure smooth traffic.

TAD can be conducted using human operations or
automatic systems, in which the former approach has a low
level of flexibility and could be suffered from the operator’s
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distraction or absence. The latter approach is applying the
sensing techniques and detection methods that are more
popular in modern train arrival detection systems. In sensing
techniques [1], the traditional methods include the use of
treadle mechanisms, inductive sensors, and infrared beam
sensors, while more modern systems utilize radar technolo-
gies [2], acoustic sensing [3], time-domain reflectometry
[4], anisotropic magneto-resistive magnetometer [5], and rail
vibrations with accelerometers [6]. This work focuses on
the use of the acoustic sensing technique for TAD based
on the detection of audible train warning signals, which can
be deployed flexibly in real-world applications. Acoustic-
based TAD (A-TAD) can be not only set up along the fixed
locations of railway systems but can also be integrated into
moving objects like private cars or railway maintenance cars.
By contrast, other sensing-based systems such as treadle
mechanisms, inductive sensors, or the measurement of rail
vibration are only suitable for specific installation locations
like on the rail tracks.

Given an audio segment captured from the surrounding
environment, the role of the objective A-TAD system is to
determine whether that audio segment is an audible train
warning (ATW) signal or not, which can be viewed as a
kind of prediction about which of two classes, the ATW
class and not ATW (or NonATW) class, the input audio
belongs to. Thus, we can formulate A-TAD as a binary audio
classification problem with ATW and NonATW classes,
in which the first class involves ATW signals like train
horn sounds and railway alarm sounds, while the second
class covers any types of noises rather than ATW, such
as traffic noises, environmental sounds, and other sources
of urban noises. Figure 1 illustrates the overall structure
of the A-TAD system, in which a microphone is used to
continuously capture equal-length audio chunks from the
surrounding environment, and the features of each chunk
are extracted to feed into the binary audio classifier which
predicts probabilities for ATW and NonATW classes. The
system determines a positive detection of train arrival if the
decision rule applied on the classifier’s outputs assigns the
input signal to ATW class.

The contributions of this work can be listed as follows.
First, for experiment data, since there is no public dataset
related to the A-TAD problem, we develop a dataset for
experiments and evaluation. We collect data from sound
sources reflecting real soundscapes nearby the railway
system and urban traffic, so proposed networks trained
on our dataset could meet the requirement for practical
applications. Second, we propose a two-dimensional CNN-
based model (i.e. MSNet) to use as the classifier of the
A-TAD system, in which the model can be trained with
Mel-frequency cepstral coefficients (MFCCs) or spectrogram
features. We further examine the use of attention mechanisms
and prove that using attention blocks in MSNet brings
about significant improvement in classification accuracies.
Equally important, all variants of MSNet configured with
and without attention blocks are more performant than the

baseline models. Next, we propose the combined use of
acoustic features, in which we utilizeMFCC and spectrogram
features together in three styles, including input combina-
tion with InCom-TADNet, the combination of high-level
features at fully connected layers using FCCom-TADNet,
and decision level fusion with DLCom-TADNet. All InCom-
TADNet, FCCom-TADNet, and DLCom-TADNet achieve
better accuracies compared to those of networks trained on
a single feature set, and the FCCom-TADNet obtains the
highest accuracy and reaches a high level of robustness.
Last but not least, the results of this work can lay a good
foundation for the further development of A-TAD systems
and can be applied for useful applications. We can improve
the safety functions of modern cars by using the A-TAD
system to alert drivers who are unintentionally unaware of
the approaching trains. This application is especially useful
for drivers and road users with hearing impairment. For the
safety of railway service, the A-TAD system can be employed
individually or combined with other detection approaches to
provide early accurate warning of train arrival to employees
and passengers. A-TAD can be also integrated into smart
railway crossing solutions like automated railway gate
control.

We organize the rest of this paper as follows. The related
works are introduced in Section II. Section III analyzes the
methods we use for classifying the audible train warning
signals and noises. Then, we present the experimental results
in Section IV and provide a conclusion in Section V.

II. RELATED WORKS
A-TAD broadly belongs to the audio classification prob-
lem which is also known as sound classification (SC),
so prior works on SC can lay a good foundation for the
development of A-TAD systems. Sound classification has
recently received increasing research attention and applied
in a wide variety of applications, such as surveillance [7],
predictive maintenance [8], smart home security systems [9],
emergency vehicle detection [10], [11], environmental sound
classification (ESC) [12]–[14], and speech recognition [15].
The conventional solutions for sound classification include
signal processing techniques and traditional machine learning
methods, such as the Gaussian mixture model (GMM) [16],
[17], support vectormachine (SVM) [18], and hiddenMarkov
model (HMM) [19]. Recently, deep learning has been applied
and shown outstanding performance in many applications,
and sound classification is not an exception. Deep learning
models can extract useful discriminative features from a
large amount of training data, process the input of high
dimensions, and have excellent ability of generalization.
In many works of sound classification, such as in [10], [11],
and [13], deep learning-based systems have shown much
better performances compared to those based on conventional
machine learning techniques.

Generally, existing works employ deep learning methods
for sound classification in two directions. In the first
direction, handcrafted acoustic features are extracted from
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FIGURE 1. The overall structure of the A-TAD System. ATW stands for audible train warning.

the audio signal and fed into neural networks, in which the
widely used approach is to transform the audio into time-
frequency representations, such as log-mel spectrogram or
log-gammatone spectrogram, which are utilized as inputs
of two-dimensional CNN (2D-CNN) classifiers. One of
the early works in the first direction is [13] which pro-
posed a 2D-CNN model with log-mel spectrogram input
and outperformed the conventional machine learning-based
classifiers in different environmental sound datasets. Since
sound classification with the use of image-like features and
2D-CNN is similar to the image classification problem,
several networks for image classification like GoogLeNet and
AlexNet have been examined in sound classification [14],
resulting in promising results. Besides 2D-CNN, recurrent
neural networks (RNN) such as long short-term memory
neural networks (LSTM) [20], which can efficiently learn the
temporal dependencies in the spectrogram, have been also
adopted for sound classification.

The second direction is to use the raw audio waveform
as the input of the networks, in other words, deep networks
directly learn discriminative representations from 1D raw
data rather than from handcrafted features. [21] proposed
very deep fully convolutional networks for sound classifi-
cation with raw waveform input. [21]’s networks achieved
comparable performance compared to that of the baseline
model [13] which was based on log-mel spectrogram input,
but utilized much deeper architectures, with up to 34 1D
convolutional layers. More recently, the end-to-end approach
using 1D-CNN proposed in [22] obtained competitive accu-
racy with most of the state-of-the-art approaches in environ-
mental sound classification. Models based on the combined
use of 1D-CNN and 2D-CNN have been also proposed and
showed promising results, such as in [10] and [23], in which
1D-Conv layers and max-pooling layers are used to convert
raw data to 2D representation which is classified by 2D Conv
layers. In [10], the combined use of handcrafted features
and raw data for training an audio classifier has been also
proposed, showing significant improvement in classification
accuracy.

Recently, more and more techniques have been pro-
posed and incorporated into neural networks to improve
the performance in sound classification tasks. Audio data
augmentation is used to increase the amount of training data
and mitigate the problem of overfitting. [12], [24], and [25]

have applied different augmentation techniques, including
both time-domain and frequency-domain deformations such
as time-stretching, noise adding, and pitch-shifting, which are
efficient at improving the performances of sound classifiers.
Being inspired by the efficiency of the attention mechanism
in a wide variety of applications like machine translation,
automatic speech recognition, and document classification,
some works have investigated the use of attention in
audio classification problems and obtained favorable results.
In [26], the temporal attention mechanism is applied to the
LSTM layers of the convolutional recurrent neural network
to predict the importance of each time step, in which a
shallow neural network with a single fully connected layer
and a linear output layer is adopted to compute attention
weights, from which final output is calculated using the
weighted sum of hidden states of LSTM layers along the
time dimension. The temporal attention for convolutional
layers is introduced in [27], which proposed to calculate
an attention vector based on the input spectrogram and
produce the attention featuremaps using dot-product between
attention vector and output of convolutional layer along the
time dimension. [28] applied temporal attention for both
LSTM and convolutional layers to improve the classification
performance. In addition, some works have shown that using
multiple feature sets together can efficiently improve the
performance of sound classification. The combined use of
multiple features can come in different styles consisting
of input-level feature aggregation [24], [29], high-level
feature combination [27], and decision-level fusion [10], [29].
This work incorporates 2D-CNN with time-frequency audio
features, attention mechanism, feature combination, and data
augmentation techniques to build audio classifiers for A-TAD
systems.

III. METHODOLOGY
A. CONVOLUTIONAL NEURAL NETWORKS FOR A-TAD
Convolutional neural networks (CNN), a variant of feedfor-
ward neural networks, are normally composed of convolu-
tional (Conv) layers, pooling layers, and fully-connected (FC)
layers. Roughly, typical CNN architectures for classification
tasks have two parts: the first part contains different blocks
of Conv layers and pooling layers for feature extraction and
dimensional reduction; the second part is a simple neural
network of FC layers that processes features extracted by
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the first part and produce predictions on classification. This
work proposes to build 2D-CNN classifiers for the A-TAD
system, in which the networks’ input can be MFCCs and/or
Mel-spectrogram. Assuming that the input of the CNN is a
tensor of the shape (d (0)H , d (0)W , d (0)C ) where d (0)H , d (0)W , and d (0)C
indicate the input’s height, width, and the number of channels,
respectively. Note that d (0)H > 1 for 2D input. When the
feature extraction part of CNN gets deeper, the dimension
(d (l)H , d

(l)
W , d

(l)
C ) of feature map at the l th layer normally

decreases in height and width but increases in the number of
channels, i.e. d (l)H < d (l−1)H , d (l)W < d (l−1)W , and d (l)C > d (l−1)C .
Given input-output pairs (X, y) in the training dataset, a CNN
of L layers is trained to approximate the relationship between
every input X and its corresponding output y. We describe
this approximation by a composite nonlinear functionG (· | θ)
of input X and parameter θ , as expressed in (1), in which
the function or operation g(l)

(
· | θ (l)

)
is referred to as the

l th, l = {1, 2, . . . ,L} layer of the network, and θ (l) represents
parameters of this layer.

y ≈ ŷ = G (X | θ)

= g(L)
(
g(L−1)

(
. . .
(
g(2)

(
g(1)

(
X | θ (1)

)))))
(1)

a(l) = g(l)
(
a(l−1) | θ (l)

)
=

(
W (l) ~ a(l−1) + b(l)

)
, θ (l) =

[
W (l), b(l)

]
(2)

a(l) = ψ (l)
((

W (l)
)T

a(l−1) + b(l)
)
, θ (l) =

[
W (l), b(l)

]
(3)

p (c = ATW |X)

= a(L) = σ
((

W (L)
)T

a(L−1) + b(L)
)

(4)

c∗ =

{
ATW if p (c = ATW |X) ≥ threshold
NonATW if p (c = ATW |X) < threshold

(5)

If the l th layer is a Conv layer, its operation is expressed
by (2) where the layer’s input a(l−1) is a 3D tensor of d (l−1)C

channels, W(l) is a set of d (l)C filters, b(l) ∈ Rd
(l)
C ×1 is

a bias vector, ~ indicates the convolutional operation, and
ψ (l) is the element-wise activation function. In case the l th

layer is an FC layer of d (l) nodes, its operation is expressed
by (3), where the input a(l−1) is a column vector of length

d (l−1), W(l) is a 2D weight matrix of shape (d (l−1), d
(l)
),

and W(l)a(l−1) is a matrix product. Similar to Conv layers,
b(l) ∈ Rd

(l)
×1 and ψ (l) in FC layers are the bias vector and

the element-wise activation function, respectively. Note that
at the input layer (l = 0) we have a(0) = X , and the number
of neurons at the output layer is normally equal to the number
of sound classes, except for the binary classifier which may
have a single output node. Since we treat A-TAD as a binary
classification problem the objective model is designed with
an output layer of one neuron and a sigmoid activation
function. For each audio segment X , the model generates
the probability p (c = ATW |X) representing how likely the

input X is an audible train warning (ATW), from which the
system can determine the status of train arrival detection
based on the decision rule (5), where c ∈ {ATW ,NonATW }
and threshold ∈ [0, 1].

B. THE MSNET AND CONVOLUTIONAL ATTENTION
BLOCK
Figure 2 illustrates the general structure of the proposed
2D-CNN model, namely the MSNet which can be trained
with MFCCs or spectrogram inputs. For ease of explanation,
we illustrate the MSNet with the spectrogram input. The
extraction of spectrogram input for the MSNet is described
as follows. Generally, an input segment X of t seconds is
split into smaller overlapping frames using a sliding window
of P data samples and the hop length of Q data samples,
resulting inM =

⌈
(t × SR)

/
Q
⌉
successive frames, where d·e

is the ceiling function and SR is the sampling rate. For each
frame, we extract log-mel features of N components, so the
spectrogram for the whole input segment X has the shape
of (N ,M , 1) corresponding to the (feature, time, channel)
representation which is the channel-last input format for
the 2D-CNN-based MSNet. In our experiments, the input
length is 1 second (t = 1), and the sampling rate SR is
22,05 kHz which is commonly used in the audio domain.
We set the window length to 552 samples or 0.25ms,
and the hop length to 276 samples, so a 1-second input
segment is split into

⌈
(1× 22, 050)

/
276

⌉
= 80 frames of

50% overlapping. Consequently, the extracted spectrogram
has the shape of (128, 80, 1) in the (feature, time, channel)
format. The extraction of MFCC features is conducted
similarly to the spectrogram features, in which each
frame is extracted with 40 MFCCs, resulting in the
MFCC features of shape (40, 80, 1) for a segment of
1 second.

From Figure 2 we can see that the sp ectrogram is
processed by a series of 2D-Conv layers to extract useful
discriminative features which are then flattened and fed into
the fully connected layers for classification. The MSNet
contains eight 2D-Conv layers organized in four pairs
separated by pooling layers, in which layers in the next
pair double the number of filters in the previous pair. 8,
16, 32, and 64 are the number of filters in each layer
of the first, second, third, and fourth pairs of 2D-Conv
layers, respectively. In each 2D-Conv layer, we set the
receptive field to (3, 3), and stride to (1, 1). Among three
FC layers of the MSNet, the last layer has a single neuron
with the sigmoid activation function to output classifica-
tion probability p (c = ATW |X) for audible train warning
class.

We also investigate the use and efficiency of the attention
mechanism in the MSNet, in which attention blocks can be
placed at the input layer or after convolutional layers. The
attention used in this work is inspired by the idea of temporal
attention and frame-level attention proposed in [27] and [28].
Figure 3 illustrates the structure of an attention block at
the output of the l th convolutional layer. It is assumed that
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FIGURE 2. Illustration of the MSNet working with spectrogram input. SR is the sampling rate, Q is the hop length, and t is the input
length (in second).

FIGURE 3. The illustration of attention at convolutional layers.

the input features F of attention block at the l th convolu-
tional layer has the shape (d (l)H , d

(l)
W , d

(l)
C ) corresponding to

frequency, time, and channel dimensions, respectively. First,
a convolutional filter of size (3, 3) is applied to input F
to extract feature map M of shape (d (l)H , d

(l)
W , 1). Next, the

feature map M is processed using average pooling along the
frequency dimension to create a lower-dimensional feature
map which is further processed by the sigmoid function
to form the attention map or attention vector A of shape
(1, d (l)W , 1). Note that each element of attention map A
represents the attention weight for the corresponding frame
of input features F along the time dimension. Finally, the
input features F are multiplied with the attention vector A to
create the attention-weighted feature F ′. The operation of the
attention block is presented by (6) and (7), where σ denotes
the sigmoid function. This work examines the effect of atten-
tion blocks when they are applied in different positions of the
MSNet.

A = σ (AvragePool (M))

= σ
(
AvragePool

(
Conv

(
Filter3×3,F

)))
(6)

F ′ = F .A (7)

C. THE COMBINED USE OF MFCC AND SPECTROGRAM
FEATURES
It is assumed that the widely-used MFCC and spectrogram
features could possess different patterns and information
which are useful for A-TAD tasks, so we further explore
the combined use of those two feature sets by building and

evaluating various CNN models trained with both MFCC
and spectrogram inputs. Considering different positions in
the models where two sets of features or their high-level
representations are combined, we examine three types of
combinations as follows.

The first case of combination is illustrated in Figure 4,
in which the spectrogram and MFCC features are aggregated
at the input level, then the combined features are fed into
2D-Conv layers of the network. We refer to this network
as the InCom-TADNet. As shown in Figure 4, from the
position of the combined features, the InCom-TADNet works
similarly to the MSNet. In the second combination approach,
we utilize a two-stream structurewhere each stream processes
a feature set and outputs a high-level feature vector. We then
concatenate output vectors of two network streams and feed
the result into a fully connected layer for computing the
final output, as described in Figure 5. Since we combine
features from fully connected (FC) layers, the model in the
second approach is referred to as FCCom-TADNet. Lastly,
we examine an ensemble model, namely DLCom-TADNet,
which is based on the decision-level combination between
a network stream of the MFCCs input and another network
stream that processes spectrogram input. The structure of
DLCom-TADNet is presented in Figure 6, showing that
the predictions produced by two streams are combined
to generate the final classification probability. Specifically,
the DLCom-TADNet’s classification decision on an audio
segment is based on the average value of outputs from the two
network streams. We denote p(c) as the final classification
probability for class c, c ∈ {ATW ,NonATW }. Similarly,
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FIGURE 4. Illustration of the InCom-TADNet.

FIGURE 5. Illustration of the FCCom-TADNet.

FIGURE 6. Decision-level fusion model for A-TAD (DLCom-TADNet).

p(i)(c) presents the prediction for class c, which is yielded
by the ith, i ∈ {1, 2} network stream. The combination
of two streams’ outputs is expressed by (8), and the final
prediction of the DLCom-TADNet is determined by decision
rule (5).

p (c = ATW |X) =
1
2

∑2

i=1
p(i) (c = ATW |X) (8)

IV. EXPERIMENTS AND RESULTS
A. EXPERIMENTAL DATA COLLECTION
The experimental dataset contains two sound classes, audible
train warning (ATW) and noises (NonATW). We set several

criteria for data collection as follows. First, all data must
be real-field recordings captured at the traffic nearby
railroad systems and related urban environments. Second,
in order to build deep learning models with a high level
of generalization, the dataset must be adequately large and
covers various recording conditions. To achieve those two
primary goals, we collect data using three approaches:
(1) extracting data from online resources specialized in
audio/video clips of train arrivals; (2) directly recording data
in real traffic; (3) combining the self-collected data with
published datasets that contain various sources of urban
noise.
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TABLE 1. Data for A-TAD experiments.

TABLE 2. Data separation for A-TAD experiments.

In the first approach, thanks to the availability of YouTube
channels providing a large number of videos about train
arrival recorded all over the world, we have access to
a diverse database of train horns, railway alarms, and
traffic noises. In the second data preparation approach,
we captured noise recordings of Taiwan’s traffic using
mobile phones or a microphone plugged into a laptop.
60 recordings were conducted nearby the railway stations,
road intersections, or when we drove on the streets, in which
each recording lasted for three minutes under normal weather
conditions. Thus, approximately 3 hours of noise recordings
were recorded. Finally, we combined the data collected by
ourselves with that of Urbansond8K [30] and ESC-50 [31]
datasets. UrbanSound8K and ESC-50 contain useful subsets
of urban noises and environmental sounds, such as sounds of
car horns, engine idling, siren, street music, air conditioner,
drilling, jackhammer, and thunderstorm. Therefore, data in
those two datasets can complement the traffic noises recorded
by ourselves to form a diverse set of background noises.

The data extracted from online sources and our recordings
were split into non-overlapping clips of 2 seconds, resulting
in 15,183 and 5,252 samples for ATW and NonATW classes,
respectively. Then, we combined the self-collected data
with that of Urbansond8K [30] and ESC-50 [31] to form
the final dataset of 31,167 samples, as shown in Table 1.
We organize the experimental data into three subsets for
training, validation, and testing, respectively, each of which
has a similar amount of audio length for ATW and NonATW
classes. Also, the original recordings in a subset are entirely
different from those of the remaining subsets, to assure the
isolation between data for development and inference. The
detail of the training set, validation set, and testing set are
shown in Table 2.

B. EXPERIMENT SETUP
Note that the experimental data is collected from different
sources and has various properties like sampling rates, the

number of channels, and bit-depth. Thus, we standardize
the whole dataset into monophonic signals at a sampling
rate of 22,05 kHz, which is performed using Librosa [32],
a library for audio signal processing. Librosa is also utilized
in the process of acoustic feature extraction, in which we set
the frame length to 25ms and the frame overlapping rate to
50%. Although most of the recordings in the experimental
dataset are between 2s and 5s, we only examine the input
length of 1s for two reasons. It is more computationally
efficient to utilize short inputs as they help to reduce the
computational complexity of themodels. Short inputs are also
suitable for practical A-TAD applications with requirements
of a quick response and real-time processing. As described
in section III. B, for a sample of 1 second, we extract spec-
trogram and MFCCs of shapes (128, 80, 1) and (40, 80, 1),
respectively.

We performed experiments using a desktop PC built
with 16 GB RAM, an Intel Core i7-9700K CPU (8 cores
@3.60 GHz), and NVIDIA GeForce GTX 2080 Ti. The basic
setup to train deep networks in our experiments is as follows:
we use the cross-entropy loss function; Adam optimizer
[33] is employed to update model parameters, in which
the initial learning rate is 0.00001. Data augmentation is
applied to increase the amount and the diversity of training
data, which is achieved by randomly adding noise recordings
to the original training samples at random signal-to-noise
ratios (SNRs) to generate noisy samples. We additionally
utilize batch normalization to speed up the training process,
and dropout regularization [34] is applied to alleviate
overfitting. To evaluate the robustness of the proposed
models, we report their performances on noisy testing sets
of different SNRs consisting of+15dB,+10dB,+5dB, 0dB,
-5dB, -10dB, and -15dB. The original testing samples reflect
the real traffic soundscape, so they already contain certain
levels of noise. Therefore, noisy testing sets generated by the
noise addition approach create more challenging evaluation
conditions for the proposed models. Equally important, the
SNRs used in noisy test sets do not duplicate with SNR
values used for training data augmentation, which means
that the SNRs of testing sets are unseen by the pre-trained
models.

Since the experimental dataset is relatively balanced,
we employ classification accuracy as the primary metric for
model evaluation, the accuracy (in %) of the A-TAD system
is characterized by (9).

Accuracy =
#Correctly_classified samples

#Testing samples
× 100 (9)

C. PERFORMANCE OF THE PROPOSED MSNET
At first, we performed an initial experiment to find the
optimal configuration for the MSNet which is generally
illustrated in Figure 2 of section III.2. We evaluated the
performance of MSNet variants with 4, 6, 8, and 10 2D-Conv
layers, respectively. We stopped examining the number of
2D-Conv layers at 10 layers because with this configuration
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TABLE 3. Results of MSNet for different configurations.

the output of the last convolutional layer reaches a very
small size already. The results of this experiment are
summarized in Table 3, from which we can see that the image
classification-based approach using 2D time-frequency input
and 2D-CNN is useful for the A-TAD problem as all models
yield accuracies above 90%. Among all models, the MSNet
with 8 2D-Conv layers achieves the highest accuracy of
93.58% and 93.71% for spectrogram input and MFCC input,
respectively. For the first three models configured with 4,
6, and 8 2D-Conv layers, the larger the number of Conv
layers is, the higher the accuracies models achieve. However,
when it comes to 10 Conv layers configuration, the network
gets a significant decrease in accuracy, by around 1%. This
can be explained by the overfitting problem due to a large-
capacity network trained on a moderate amount of data. For
ease of explanation in later experiments and analysis, MSNet
is referred to as the 2D-CNN network of 8 2D-Conv layers
and three FC layers as presented in Figure 2.

We evaluated the performances of some baseline models
on the A-TAD dataset to make the comparison with the
proposed MSNet. We considered several models based on
image-like inputs (i.e. spectrogram and MFCCs), including
2D-CNN models [12], [35], [36] and can RNN model
[20], in which models in [12], [20] were directly pro-
posed for environmental sound classification tasks, while
AlexNet [35] and VGG [36] are well-known models in
the field of image classification. For the models which
work with raw audio input, two 1D-CNN models [37],
the SoundNet variants, and a model with the combined
use of 1D-CNN and 2D-CNN [23] were also taken into
consideration.

From Table 4 we can see that, except for VGG, the
proposed MSNet yields better accuracies compared to those
of baseline models for all kinds of input features, showing the
efficiency of theMSNet in A-TAD. VGG andMSNet achieve
comparable accuracies of above 93%, but the MSNet has a
much smaller number of parameters. For example, with the
spectrogram input of shape (128, 80, 1), the VGG network
has 15.79 million parameters while that for the MSNet is
1.47 million. Similarly, another high-capacity model, the
AlexNet attains smaller accuracies compared to those of the
MSNet. Thus, it is likely not necessary to utilize very high-
capacity models, such as VGG and AlexNet, for a moderate
dataset of two audio classes in A-TAD. In addition, for all
four 2D-CNN models, employing MFCCs input results in
slightly higher accuracies than using the spectrogram input.

TABLE 4. Results of baseline models on the A-TAD dataset. The number
of model parameters attribute is shown in millions (M).

TABLE 5. Effects of attention blocks on performances of the MSNet.

By contrast, the opposite trend is observed for the RNN
model. Also, among all models, 2D-CNN models are more
performant than the RNN model and 1D-CNN model.

D. EFFECTS OF ATTENTION MODULES
Next, we analyzed the effect of convolutional attention blocks
in the MSNet, in which we compared the results of the
proposedMSNet without and with attention blocks applied at
different positions of the network. Specifically, we performed
separate experiments about applying attention blocks to l0
layer (i.e. input layer), l2, l4, l6, and l8 layers of MSNet,
respectively.

As shown in Table 5, the use of attention blocks results
in considerable improvement in the classification accuracies.
For both types of input features, when using an attention
block at only one position, l0, l2, l4, l6, or l8 layer, we always
obtain better accuracy compared to that of the network
without attention. For spectrogram input, except for l8 layer,
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TABLE 6. Effects of feature combination for A-TAD.

applying attention to the deeper layers tends to achieve higher
accuracies. Whereas, no specific increasing trend is observed
for experiments with MFCC input. We further investigated
the case that we utilized attention blocks for all l0, l2, l4, l6,
and l8 layers. In this case,MSNet yields accuracies of 94.74%
for spectrogram input and 94.88% for MFCC input, which
are higher than the results of all cases in that we apply a
single attention block. Using attention at all five positions
brings about improvements of 1.16% (spectrogram input)
and 1.17% (MFCC input) compared to the results of MSNet
without attention. This experiment has shown the efficiency
of convolutional attention blocks to boost the accuracy of the
standard 2D-CNN network in A-TAD application.

E. EFFECTS OF THE COMBINED USE OF SPECTROGRAM
AND MFCC FEATURES
Table 6 shows the performances of proposed InCom-
TADNet, FCCom-TADNet, and DLCom-TADNet, three
models based on the combined use of spectrogram andMFCC
features. All three models achieve promising classification
accuracies, in which models based on feature-level combi-
nations are more performant than the model based on the
decision-level combination. Specifically, the InCom-TADNet
and FCCom-TADNet (Concat) obtain the accuracies of
96.39% and 96.55% which are 1.07% and 1.23% higher than
the result of the DLCom-TADNet, respectively. Among three
cases of using spectrogram and MFCC together, FCCom-
TADNet (Concat) achieves the highest accuracy. For the
method of combining high-level features at fully-connected
layers (FCCon-TADNet), we further compare the efficiency
of two combination approaches, including the concatenation
(FCCom-TADNet (Concat)) and addition (FCCom-TADNet
(Add)) of high-level features from two network streams.
Our experiments show that the concatenation approach is
much more effective as the accuracy of FCCom-TADNet
(Concat) is 1.15% higher than that of FCCom-TADNet
(Add). It is assumed that concatenating high-level features
is better at preserving the useful discriminative features
for classification. It is worth mentioning that although

FCCom-TADNet (Add) is not as effective as FCCom-
TADNet (Concat), it is still more performant than DLCom-
TADNet. In comparison with performances of models trained
on a single feature set (i.e. spectrogram or MFCC), the
accuracies of InCom-TADNet and FCCom-TADNet (Concat)
are much higher, by around 2% to 3%, showing that utilizing
spectrogram and MFCC features together brings about better
performance for A-TAD’s classifiers.

F. THE ROBUSTNESS EVALUATION
This experiment evaluates the robustness of the proposed
networks by testing the pre-trained models with testing
sets of different noise levels. Recall that the noisy testing
sets were created by mixing the recordings in the original
testing set with noise recordings at different signal-to-noise
ratios (SNRs). There were two sources of noise recordings
consisting of traffic noises and weather noises (i.e. heavy
rain sounds and strong wind sounds). It is worth mentioning
that the frequency range of currently manufactured train
horns is between 200 Hz to 4000 Hz, in which popular
train horns are in the 200-700 Hz range, and the most
high-pitch horns are in the range of above 700 Hz to 2000 Hz.
Figure 7 shows the spectrograms of a train horn sound and
two samples of the used noises. Since the frequency content
of the used noises is in the range of some thousand Hz,
which covers the most common train horns’ frequency range,
mixing those noises with data in the original testing set
definitely influence the spectral characteristic of the original
recordings.

From the statistic in Table 7, we can see that models
based on the combined use of spectrogram and MFCC inputs
have better robustness. Across all noise levels ranging from
-15dB to +15dB, models trained with both spectrogram and
MFCC features yield much higher accuracies compared to
those of models trained with only spectrogram or MFCC
features. Taking the average accuracy of all testing sets into
consideration, it is shown that InCom-TADNet, FCCom-
TADNet variants, and DLCom-TADNet are more performant
than MSNet variants, by 1% to 4%. Among all models, the
FCCom-TADNet (Concat) shows the best robustness since
this model obtains the highest average accuracy of 95.11%,
which is 2.5% to 4% higher than the results of MSNet
variants. At the moderate noisy conditions, i.e. the SNRs of
+15dB, +10dB, and +5dB, the performances of all models
drop slightly. For the noise level of 0dB, the performances
of MSNet variants without attention decrease significantly
by approximately 2%, while the accuracies of the remaining
models decline slightly.

In more noisy conditions, i.e. SNRs of −5dB, −10dB,
and −15dB, all models experience more considerable
performance degradation, but models based on feature
combination still attain high accuracies, inwhich the FCCom-
TADNet (Concat) achieves the highest accuracies of 95.03%,
93.84, and 91.31% for the test sets of −5dB, −10dB, and
−15dB, respectively. At the highest noise level (-15dB),
the accuracies of InCom-TADNet, FCCom-TADNet variants,
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FIGURE 7. Spectrograms of a train horn sound and two samples of the used noises.

TABLE 7. Performances of proposed models across various levels of noise.

TABLE 8. Performances of several baseline models for various levels of noise.

and DLCom-TADNet remain above 90%, while the figures
for models trained on a single feature set are smaller than
88%. Note that although MSNet variants with attention
are less performant than InCom-TADNet, FCCom-TADNet
variants, and DLCom-TADNet, their accuracies across all
noise levels are higher than those of MSNet without attention
for either spectrogram or MFCC features. This observation
further proves the efficiency of attention blocks in the
MSNet.

In addition, to compare the robustness of the proposed
models with the baseline networks, we evaluated the
performances of baseline models on the same testing sets
and summarized the results in Table 8. We can see that the

baseline models have lower levels of robustness compared
to our proposed models. Especially, at the negative SNRs,
the performances of baseline models degrade dramatically,
resulting in much lower accuracies than those of proposed
models.

V. CONCLUSION & FEATURE WORK
This work studied approaches for acoustic-based train arrival
detection (A-TAD) which was formulated as a binary audio
classification problem, in which two audio classes were
audible train warning sounds and noises. A self-collected
dataset of train horn sounds, railway alarm sounds, and
traffic noises was prepared and combined with published
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datasets to create the A-TAD dataset for system development
and evaluation. We first investigated the performance of the
proposed 2D-CNN model (i.e. the MSNet) whose input can
be either the spectrogram or MFCC features, and we found
that the MSNet outperformed almost all baseline models.
We then examined the effects of frame-level attention on the
performance of the MSNet, in which a comparative analysis
of applying attention blocks to different network layers was
conducted. The experimental results showed that, for both
spectrogram and MFCC inputs, the MSNet with attention at
every examined 2D-Conv layer was more performant than the
MSNet without attention. Especially, higher accuracies were
achieved when multiple attention blocks are used together in
the network.

Next, we investigated three different approaches to utilize
spectrogram and MFCC features together as the input of
the A-TAD system’s classifier, including input-level feature
combination, high-level feature combination, and decision-
level fusion with the proposed InCom-TADNet, FCCom-
TADNet, and DLCom-TADNet, respectively. Those three
models achieved significant improvements in classification
accuracies compared to the results of models with a single
feature set. In comparison with models only trained with
spectrogram or MFCCs, InCom-TADNet, FCCom-TADNet,
and DLCom-TADNet also have higher resistance to noise
as they produced better performances across various levels
of environmental noise, especially at considerable noisy
conditions like −15dB and -10dB. Among three models,
the FCCom-TADNet obtained the highest accuracies and
showed the best robustness. Some existing models were also
evaluated with the same experimental conditions, showing
that our proposed models achieved much better robustness.
All in all, incorporating 2D-CNN, attention mechanism, and
the combined use of spectrogram and MFCCs brought about
promising results in A-TAD, in which the proposed method
with low computational complexity outperformed baseline
methods.

Although promising results have been achieved, further
examination and development are still needed to maximize
the accuracy and robustness of the A-TAD system, so its
applicability can be extended. In future work, we would
collect a more comprehensive dataset that covers more
complex experimental conditions, such as different traffic
scenarios and weather conditions, so the A-TAD system
built on such an extensive dataset can reach a high level
of generalization. We would also examine the problem of
determining the direction and distance from the audible train
warning sounds.
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