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ABSTRACT Due to the increasing of traffic accidents, there is an urgent need to control and reduce driving
mistakes. Driver fatigue or drowsiness is one of these major mistakes. Many algorithms have been developed
to address this issue by detecting fatigue and alerting the driver to this dangerous condition. The major
problem of the developed algorithms is their detection accuracy, as well as the time required to detect
fatigue status and alert the driver. The accuracy and the time represent a critical condition that affects the
reduction of traffic accidents. Several datasets have been used in the development of fatigue or drowsy
detection techniques. These data are gathered from the deriver’s brain Electroencephalogram (EEG) signals
or from video streaming recordings of the driver behavior. This paper develops two distinct approaches, the
first based on the use of machine learning classifiers and the second depends on the use of deep learning
models to produce a high-performance fatigue detection system. The machine learning approach is used
to process EEG signals, whereas the deep learning approach is used to process video streams. In machine
learning classifiers, Support Vector Machine (SVM) provides up to 98% of detection accuracy, which is the
highest accuracy among the other five deployed classifiers. In deep learning models, Convolutional Neural
Network (CNN) provides up to 99% detection accuracy, which is the highest accuracy among the other two
deployedmodels. The experimental results demonstrate that the two proposed algorithms provide the highest
detection accuracywith the shortest Testing Time (TT) when compared to all other recent and efficient fatigue
detection algorithms.

INDEX TERMS EEG signals, fatigue detection systems, video streaming, support vector machine, convo-
lutional neural network, testing time.

I. INTRODUCTION
Many projects are currently underway in automobile manu-
facturing companies to address the issue of driver fatigue by
developing a fatigue detection system. According to Internet
of Things (IOT) components and applications such as sensors,
cloud, servers, smartphones, centralized and decentralized
data processing, and so on [1], this idea is promising. Three
major techniques are being used to create a robust and effec-
tive fatigue detection system. These techniques are classi-
fied as behavioral-based, vehicle-based, and physical-based
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techniques [2]. Figure 1 summarizes the details of the three
major techniques of fatigue detection systems.

First, behavioral-based techniques analyze images and
videos captured from the driver using image processing and
computer vision methods. This technique is based on the
analysis of some vital parameters that appear on the driver
to ensure that the driver is in a state of attention, fatigue
or drowsiness. These vital parameters are extracted based
on monitoring features such as eye blindness, yawning by
opening and closing the mouth, eye closure, facial features,
and head position and nodding [3].

Second, vehicle-based techniques employ devices and
sensors built into vehicle wheels to create an embedding

VOLUME 10, 2022
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 79403

https://orcid.org/0000-0003-4968-950X
https://orcid.org/0000-0002-7651-8362
https://orcid.org/0000-0002-7242-5281
https://orcid.org/0000-0002-9136-0970
https://orcid.org/0000-0002-4789-6700


R. Alharbey et al.: Fatigue State Detection for Tired Persons in Presence of Driving Periods

FIGURE 1. The three major techniques of fatigue detection system.

system for detecting driver fatigue. This embedded system
detects driver behavior by monitoring measurements such as
Steering Wheel Angle (SWA), Steering Wheel Movements
(SWM), Steering Wheel Velocity (SWV), hand position,
hand absence, and lane deviation [4].

Finally, the physical-based techniques use peripherals that
attached to the driver’s hands, head, fingers, and chest to
monitor various types of body system signals. Electroen-
cephalogram (EEG), Electrocardiogram (ECG), Electroocu-
logram (EOG), and Percentage of eyelid closure (PERCLOS)
are the different types of attached devices. The output sig-
nals such as breathing rate, body temperature, respiratory
rate, electrical brain activity, pulse rate, heart rate variabil-
ity, and general heart rate are used to detect the driver’s
status [5].

Attempts to build a fatigue detection system, on the
other hand, are divided into traditional-based algorithms
and machine learning based algorithms [6]. Support Vector

Machine (SVM) and Convolutional Neural Network (CNN)
are the most effective and usable classifiers in machine learn-
ing algorithms [7]. SVM provides a high precision value in
addition to its speed but in the small datasets but it suffers
from lower speed and precision value in large datasets. CNN
provides the highest precision value aswell as stability in both
large and small datasets, but it provides slow training with
high processing cost [7].

The paper is organized as follows. Section 2 reviews the
related work of fatigue and drowsiness detection algorithms.
The full details and discussions of the proposed fatigue
detection and prediction algorithm illustrate in section 3.
Section 4 displays and discusses the experimental results
obtained by the proposed algorithm with different datasets,
as well as results compared to other fatigue detection algo-
rithms. The conclusion of the paper and the future work is
presented in section 5. The paper ended with acknowledge
and references.
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II. RELATED WORK
Developing a fatigue detection system is an ambitious project,
which aims to establish driving safety rules. The algorithms
in this area is divided into two main trends, image and video
based techniques and signal processing techniques as high-
lighted in the following:

A. IMAGE AND VIDEO BASED TECHNIQUES
The earlier attempt for the behavioral-based techniques is
performed by evaluating a real-time image acquisition for the
driver using IR illumination, followed by monitoring driver
behavior using software [8]. This proposal employs several
parameters as metrics to monitor the driver behavior. These
parameters are PERCLOS, blink frequency, face position,
nodding frequency, and eye closure duration. A fuzzy clas-
sifier to detect the emergency status of the driver evaluates
these metrics. This variety of monitoring and analyzing
parameters combined with the day and night acquisition
conditions, resulted in the system outperforming other algo-
rithms at the time. Flores et al. [9] proposed an ADAS
(Advanced Driver Assistance System) that detects and tracks
the driver’s face and eyes before analyzing the driver’s facial
emotions and eyes movement to detect drowsiness. The
system had been tested in real time under different light-
ing conditions. Abtahi et al. [10] developed a straightforward
image processing-based technique. Their proposal is based on
detecting some signs of fatigue in the driver. These signs can
be detected from: monitoring the driver face in the image and
then tracking face details such as eye and mouth movements
to detect yawning and eye languor. This proposal makes
use of variations in the geometric features of the driver’s
face. Other algorithms, such as [11]–[13], attempt to improve
fatigue detection performance by performing the same facial
geometrical features detections as illustrated in [10].

Sigari et. al [14] developed a technique that compares
real-time driver’s head position and prepared face template.
In addition to this matching process, the top half of the
driver’s face image had been horizontally projected to track
eye closure and eyelid distance change. The algorithm had
been automatically initialized using a fuzzy expert system
that combines the two previous parameters. This algorithm’s
performance had been generally accepted but it suffers during
the day and fails when the driver wears glasses. In [15],
a deep neural technique had been proposed as one of the
earliest attempts to use deep learning techniques to solve the
drowsiness detection problem. This method extracts facial
features from the driver’s RGB video. This method combined
three CNN models, Visual Geometry Group16 (VGG16),
InceptionV3, and Residual Network (ResNet50) to create
feature fused architecture (FFA). The main disadvantages of
this technique is its low accuracy of 78%. Galarza et. al [16]
developed an Android-powered smartphone to develop an
interaction system that detected the driver’s drowsiness. This
system also employed behavior metrics such as eyes position,
head position, and yawning frequency. The benefits of this
system include consistent results under different conditions

such as lighting and driver accessories such as glasses, cap,
or hearing aids. The system had a high drowsiness detection
accuracy of 93.37%.

Bassi et. al [17] created an efficient fatigue detection sys-
tem using machine learning techniques such as local binary
pattern, SVM, and Principal Component Analysis (PCA).
The proposed system compares linear kernel, polynomial
kernel, and quadratic kernel for SVM and finds the most
efficient one.

The accuracy of that model varies, but the highest accuracy
value is achieved by using polynomial kernel of SVM to
achieve approximately 99% accuracy. This method provides
good performance, but it suffers from a high computational
cost and a long testing time. Ouabida et. al [18] proposed
an optical correlator detection system for driver’s eyes. The
authors used Vander Lugt Correlator (VLC) to estimate the
eye center in addition to filter the eye scene in the noisy
and abnormal environment. This method provides good per-
formance through eye and closure tracking achieving 95%
accuracy. The main problem of that method is its vulner-
ability to light reflections from other cars or street lights.
Maior et. al [19] to proposed another drowsiness detection
algorithm based on eye patterns extracted from a video
stream. This proposal employed machine learning and com-
puter vision algorithms to monitor eye behavior and created a
history of the driver’s blink motion. This method used SVM,
random forest and multi-layer perceptron. This algorithm’s
best accuracy is about 94%, but it takes long execution time.
Saurav et. al [20] proposed another algorithm based also
on video streaming monitoring of yawning behavior. This
method combined different deep learning models, including
Bi-directional Long Short-Term Memory (Bi-LSTM) and
one-dimensional CNN. The mouth region features had been
extracted based on video steam. A yawning emotion had been
detected and classified as a normal motion or a fatigue sign
using the two previous combined models. This algorithm
achieved approximately 96% accuracy with a medium com-
putational cost when tested on the datasets YawDD [21] and
NTHUDDD [22].

Biswal et. al [23] proposed an intelligent vehicle fatigue
detection alarm system. This system is based on capturing
video streams and analyzing blink behavior. This analysis is
performed by two parameters: Euclidean distance between
the eye and the face, as well as Eye Aspect Ratio (EAR).
Another privilege provided by this algorithm is the ability
to embed Internet of Things (IOT) modules to warm about
road collisions. Jeon et. al [24] proposed a system which
combined both vehicle-based and behavioral-base methods.
The method is based on collecting signals from the steering
wheel and pedal pressure, then processing these signals with
CNN. This method achieved performance of 94%. The main
issue with this method is the inconsistency of its accuracy as
the road environment changes.

B. SIGNAL PROCESSING BASED TECHNIQUES
Some algorithms, on the other hand, developed the physical
methods based on signals such as EEG, ECG, and EOG by
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combining machine and deep learning models. These meth-
ods function as a hybrid of physical-based and behavioral-
based methods. Ko et. al [25] proposed an algorithm that used
EEG samples to extract Differential Entropy (DE), followed
by a classification process using CNN. A hierarchical feature
and class-discriminative are extracted as a result of the clas-
sification process, and a density-connected layer is used for
drowsiness decision. Zhu et. al [26] proposed an algorithm
that collected signals fromwearable EEG devices and process
them using CNN. After collecting EEG signals through brain
computer interface, the AlexNet module is deployed with
CNN to classify these signals. This algorithm has a 94%
accuracy rate. The main problem is the time lag between
collecting EEG signals and processing them through CNN.

III. THE PROPOSED ALGORITHM
Because of the importance of traffic safety and preservation
of road users’ lives, this paper proposed a new automatic
drossiness detection system. There are numerous techniques
used in other researches related to drive fatigue detection
process. The proposed algorithm employs a variety of tech-
niques to achieve the highest performance in the shortest
amount of time and with the least amount of processing
complexity. To accomplish this goal, the proposed algo-
rithm employs an Artificial Intelligence (AI) approach that
includes both machine learning and deep learning mod-
els. Actually, this proposed method is divided into two
approaches the machine learning approach and deep learn-
ing approach. In machine learning approach, the proposed
algorithm deployed models such as SVM, Random Forest
(RF), Naive Bayes (NB), Logistic Regression (LR), Decision
tree (DT), Multilayer Perceptron (MLP), K-Nearest Neigh-
bor (KNN) and Quadratic discriminant analysis (QDA) mod-
els. Furthermore, in deep learning approach, several models
are deployed including CNN, Convolutional Long Short-
TermMemory (ConvLSTM) and hybrid models that combine
CNN and ConvLSTM. The goal of using all of these models
is to determine which techniques or hybrid of them achieve
the best performance, as well as to conduct a detailed analysis
of the results of different techniques. The overall structure of
the two different approaches are displayed in figure 2.

A. MACHINE LEARNING APPROACH
In machine learning approach, the proposed algorithm uses
the EEG signals as a data input to perform the drowsiness
detection process. First, the EEG signals are transformed
using Discrete Wavelet Transform (DWT) to select the coef-
ficients of high energy signals and discard unwanted signals.
Second, discriminant features extracted from the EEG sig-
nals are presented. During the pre-processing step, PCA is
used to select the important features. In order to facilitate
the classification task, a standard scaling is performed in
a pre-processing step to examine the differences between
features. The extracted and pre-processed features are fed
into classifiers, which detect drossiness in the given signal.
For the classification step, DT, KNN, a multiclass SVM [27],

Gaussian NB, MLP with backpropagation, QDA, RF, and LR
classifiers are used. The grid search technique [28] automates
the trial-and-error process in order to identify the optimal
structure and hyper-parameters of classifiers. Table 1 displays
the resulted appropriate hyper-parameters of classifiers used
in the current study.

B. DEEP LEARNING APPROACH
Unlike the previous approach, deep learning approach han-
dles the driver’s visual expressions rather than collecting
physical signals. In deep learning approach, the proposed
algorithm uses video streaming produced by monitoring the
driver through a camera during the driving process as a data
input to perform the drowsiness detection process. First, in the
video segmentation step, the video streaming for the driver
is divided into frames. These segments are ready to be fed
into one of the three models described in this section. In deep
learning approach, three deep learning models are proposed
to achieve the highest performance drowsiness detection
algorithm.

The first model is based on CNN, which consists of one
input layer, four convolutional layers, four pooling layers
followed by one global average pooling layer, and one dense
layer. The input layer is considered to batch the input frame.
The convolutional layers are designed with input image size
224 × 224. The number of filters are implemented as 16,
32, 64, and 128 respectively for the 4 convolutional layers.
A fully connected network is also performed using a global
average pooling layer. A dense layer with a soft-max activa-
tion function performs the classification process. Figure 3 dis-
plays the processing steps with different input size and filters
number for each layer structured of this model. In addition to
number of parameters produced in each convolutional layer
to tune the results of that model. The second model is based
on ConvLSTM, which is implemented as a 2D recurrent net-
work. This model consists of a one input layer considered to
batch the input frame, one ConvLSTM layer with 3×3 kernel
size and employ 32 filters followed by one global average
pooling layer, and one dense layer. This model is used as a
benchmark to demonstrate the performance of the proposed
deep learning model. Figure 4 presents the processing steps
for input frame with the filter size structured in addition to
number of parameters tuned in the ConvLSTM approach to
reach best results for that model.

Finally, the thirdmodel is a hybridmodel that employs both
CNN and ConvLSTMmodalities. This model consists of one
ConvLSTM layer with input frame size 224× 224 as height
andwidth respectively and followed by three channels. On the
other hand, the size of the feature map in the sequence of
layers is represented by (height, width, number of filters) such
as (111, 111, 16) which refers a height of 111, width of 111,
and number of filters of 16. After ConvLSTM is followed
by three convolutional layers with frame size 222× 222 after
normalization process to reach frame size 52×52 for the third
convolutional layer. Three max pooling layers is following
the three convolutional layers. Finally, one global average

79406 VOLUME 10, 2022



R. Alharbey et al.: Fatigue State Detection for Tired Persons in Presence of Driving Periods

FIGURE 2. The overall structure of machine learning and deep learning approaches.

pooling layer and one dense layer is duilt. The processing
steps with different input size and filters number for each
layer structured of the hybrid approach (ConvLSTM and
CNN) is displayed in figure 5. In addition to number of
parameters produced in each layer to tune the results of that
model

Generally, figures 3, 4, and 5 display the structure of each
model. Each figure displays three important data. The first
column, displays the type and number of layers in each
model in addition to the sequence of these layers. The second

column, displays the input size for each layer where each
output of a layer acts as input for the next layer in his struc-
ture. The third column, displays the number of parameters or
features used to tune the model in different iterations to reach
the best available results for each model.

There are criteria of video segmentation by takes 51 frames
for each subject or scene as shown in [29]. These 51 frames
is representing the number of frames per second. In the three
proposedmodels, all of the 51 frames are used as input images
into the input layer where each frame represents as input
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TABLE 1. List of hyper-parameters of adopted classifiers.

FIGURE 3. The processing structure of CNN approach.

image. For each model, different layers are processing over
each input image to extract this image features. All features
extracted from processing all input images are used to build
a feature map. This map is used for comparing with features
extracted from tested images or frames to decide if this scene
or subject is a fatigue status or a normal status.

IV. EQUIPMENTS AND DATASETS
A. EQUIPMENTS
The proposed approaches are implemented on a PC with Intel
core i7 CPU, a 4 GB CUDA GPU driver, an 8 GB RAM size,
andWindows 10 operating system. The proposed approaches
are implemented in python 3.5 and use Keras and TensorFlow
toolkits. In addition, the details of the proposed approaches

FIGURE 4. The processing structure of ConvLSTM approach.

FIGURE 5. The processing structure of hybrid (ConvLSTM and CNN)
approach.

layers and learning parameters are listed in table 1 as well as
figures 3,4, and 5.

B. DATASETS
This paper is used a well-tested dataset that is divided into
two consists of two major data categories. This dataset is the
‘‘ULg Multimodality Drowsiness Database’’, also known as
DROZY [29]. This dataset is divided into two parts. The first
part is to collect data from video streaming monitoring for
14 healthy young persons, three males and eleven females.
The data in this section is collected using Kinect technology
and video sensors with Near-Infrared (NIR) intensity, which
produced 512× 424 pixels in MP4 format. Figure 6 presents
examples of the produced NIR intensity scenes generated
from video frames are.

The second part of the DROZY dataset is collected
from drowsiness measurements such as Karolinska Sleepi-
ness Scale (KSS), and Polysomnography (PSG) signals.
Polysomnography signals include five EEG channels, two
EOG channels, Electromyography (EMG) channels, and
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ECG channels, all at 512 Hz. Figure 7 shows the distribution
of polysomnography signals through the driver’s head. In the
future, the driver can wear new equipment called NeuroSky.
NeuroSky is EEG and ECG biosensors, which are breaking
the boundaries of body and mind monitoring and analysis for
consumer-facing, wearable technology products.

V. EXPERIMENTAL RESULTS
This section contains a comprehensive evaluation of the
proposed approaches. First, the dataset is described with
its full details. Second, the evaluation metrics used to
evaluate the approaches results are displayed. Next, the
results as well as the discussions and comments on
those results are listed. Finally, well-test comparisons are
performed.

A. EVALUATION METRICS
Various evaluation metrics are used to assess proposed
approaches. Accuracy, Sensitivity (equal to True Positive
Rate (TPR)), False Positive Rate (FPR), False Negative
Rate (FNR), False Discovery Rate (FDR), Specificity that is
equal to True Negative Rate (TNR), Precision, F1 score, and
Matthews Correlation Coefficient (MCC). Equations (1), (2),
(3), (4), (5), (6), (7), (8), and (9), as shown at the bottom of
the page, define all of these metrics.

Where:
1) False Negative (FN ) represents the number of drowsy

statuses which had been incorrectly classified as a nor-
mal status.

2) True Positive (TP) represents the quantity of drowsy
statuses which had been correctly classified as a drowsy
status.

3) True Negative (TN ) represents the quantity of normal
statuses which had been correctly classified as a normal
status.

4) False Positive (FP) represents the quantity of normal
statuses which had been incorrectly classified as a
drowsy status.

FIGURE 6. Examples of NIR intensity scenes produced from drozy video
frames.

FIGURE 7. The physical distribution of drozy polysomnography signals on
the driver’s head.

On the other hand, another important evaluation metric is
involved in the proposed approaches evaluation. This param-
eter is Testing Time (TT), and it represents the average time
that each approach takes to test the driver’s status over the
number of (K ) rounds of testing. Furthermore, the learning
time (training time) is not taken into account because this
time is spent offline for each approach only once to build the
classification behavior.

B. RESULTS AND DISCUSSION
1) RESULTS
First, a k-fold cross validation process is used to test the
performances of the proposed approaches on the DROZY

Accuracy =
No. of correctly detected images

Total No. of images
× 100

=
(TN + TP)

(TP + FP + TN + FN )
× 100 (1)

Sensitivity = TPR = TP/(TP + FN ) = (1− FNR) (2)

FPR = FP/(FP + TN ) = (1− TNR) (3)

FNR = FN /(TP + FN ) (4)

FDR = FP/(FP + TP) (5)

Specificity = TNR = TN /(TN + FP) (6)

precision = TP/(TP + FP) (7)

F1 = 2 ∗ ((precision ∗ recall)/(precision+ recall)) (8)

MCC =
(TP × TN )− (FP × FN )

√
((TP + FP)× (TP + FN )× (TN + FP)× (TN + FN ))

× 100 (9)
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FIGURE 8. Pipeline for fragmentation of dataset.

dataset. This k-fold process helps in estimating the optimal
hyper-parameters combinations to avoid overfitting. The pro-
posed approaches used 10-fold cross-validation. This paper
proposed two main approaches; machine learning approach
and deep learning approach.

a: MACHINE LEARNING APPROACH
Several classifiers (SVM, RF, LR, MLP, KNN, QDA) are
used in the machine learning approach to achieve the best per-
formance. The EEG signals in theDROZYdataset are divided
into train and test signals, which are separated from each
other. The training component is used to train and validate
the classifier. The performed technique in the data splitting
process is based on two main segmentations. Firstly, the data
is automatically and randomly shuffled into 80 and 20 % for
training and testing, respectively. On the other hand, the train-
ing data is proceeded using k-fold cross validation technique
with k of 10. Therefore, the data is training, validated with
80 % of the whole data, and tested with a blind data of 20 %
to ensure the reliability of the proposed methods. The dataset
had been divided into 80/20 as shown in figure 8.

The classifier had been trained using nine folds of cross-
validation and the learning had been validated using the tenth
fold. This method is repeated until each of the ten folds
has been validated exactly once, at which point the process
completed. It is now the time to put those configurations to
the test.

Table 1 shows the hyper-parameters of eachmachine learn-
ing classifier used in this study. Table 2 displays the results of
each classifier under different evaluation metrics. In addition,
confusion matrices for all classifiers are shown in figure 9.
The x-axis presents the predicted classes generated by the
proposed machine learning algorithm, while the y-axis dis-
plays the true values. The confusion matrix is essential for
samples representation.

Figure 10 shows the learning curve for each classifier.
The learning curve, which is commonly used in machine
learning for algorithms that learn incrementally over time
such as deep learning neural networks, had been also used.
The learning curve is a good representation of the actual
difference between learning process behavior and the actual
performance of each classifier that shown in the testing pro-
cess. It compares the model’s performance on training and
testing data over a variable number of training instances.
Learning curve presents when a model has learning as much

as it can about the data. The learning curve can be used
to determine whether the model is underfitting or overfit-
ting. For the training curve if the cost is high and doesn’t
decrease with the number of iterations, it’s underfitting. The
learning curve detects overfitting when the loss decreases
until a turning point is found, and then begins to rise again,
this point represents the start of overfitting. No proposed
algorithms suffered from underfitting or overfitting, which is
a significant advantage of these algorithms.

Finally, the Receiver Operating Characteristic (ROC)
curves of each classifier had been plotted. It is a graphical rep-
resentation of a binary classification evaluation metric. On a
ROC curve, the TPR (sensitivity) is displayed as a function
of the FPR (specificity) at different cutoff points. Each point
on the ROC curve represents a sensitivity/specificity pair that
associated with a specific decision threshold. A successful
discriminating test (no crossing between the two distribu-
tions) indicates that the ROC curve (blue curve) exceeds in the
upper left corner (100 % sensitivity, 100 % specificity). As a
result, the closer the ROC curve is to the upper left corner,
the better the overall accuracy of the test. Figure 11 shows
the ROC curve of each classifier used in the machine learning
approach.

b: DEEP LEARNING APPROACH
For the deep learning approach, three models, (ConvLSTM,
CNN, and hybrid CNN ConvLSTM), had been employed
to reach the best performance. The video streaming sam-
ples in the DROZY dataset are segmented into frames and
these frames are subjected to image processing and computer
vision analysis. In the deep learning approach, the three
different models used to predict the best behavior of the
data training, validating, and testing using the same strategy
displayed before in figure 8. Table 3 shows the results of each
model under different evaluation metrics. Figure 12 depicts
the confusion matrices for all models. Figure 13 shows the
learning curve for each model containing model accuracy and
model loss behaviors. Figure 14 shows the ROC curve of each
classifier used in the deep learning approach.

C. DISCUSSION
1) MACHINE LEARNING APPROACH
From table 2, it is shown that the accuracy of classifiers
ranged from approximately 91% to 98 %. It is observed
that the SVM classifier has a higher accuracy (98.01%) than
the others, whereas the QDA classifier has a lower accuracy
(91.32%). TPR, FPR, FDR, sensitivity, specificity, precision,
F1 score, and MCC are some of the evaluation metrics used,
and their values are displayed in table 2 for all classifiers.
The SVM gives higher performance than the other classifiers
in the problem of multi-class classifications. It is based on
the probability function to perform classification between two
classes. Although the SVM classifier gives relatively high TT
equal to 0.187 seconds compared to, for example, the LR
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FIGURE 9. Confusion matrix for each classifier (SVM, RF, LR, MLP, KNN, and QDA) respectively.

TABLE 2. The results of machine learning approach with different classifier.

classifier which gives only 0.002 seconds, but the difference
is only fractional of seconds and could be negligible.

Figure 9 presents the convolution metrics of all classifiers.
The x-axis presents the predicted classes by the machine
learning algorithm, while the y-axis presents the true values.
The confusion matrix is required for the representation of the
samples. The samples that are truly predicted are presented by
the two black boxes. The TN is shown in the upper left black
box, and the TP is shown in the lower right black box. The
samples that are incorrectly predicted are represented by the
two white boxes. The FP is shown in the upper right white
box, and the FN is shown in the lower left white box. The
SVM classifier provides the highest TN (100%) and highest
TP (97%) while having lowest FP (1.5%) and lowest FN
(2.5%) compared to other algorithms.

Figure 10 shows the learning curve for each classifier.
The red line presents the learning score of 100% that
the classifier needs to reach. The green line presents the
cross-validation score. Each classifier needs to reach to
higher learning score with increasing number of iterations

of training. The right blue curve represents the training
time required by the algorithm with different number of
training iterations. The training time is not an important
metric in comparison because each algorithm is trained
only once, and the difference between algorithms is frac-
tional of a second and can be ignored. The SVM classi-
fier achieved a 98% accuracy with 1000 training iterations
with low training time equal to 0.4 seconds. The LR algo-
rithm requires less training time (only 0.07 seconds), but it
achieves an accuracy of 95.84% with the same training itera-
tions (1000 iterations), which is lower than the SVM accu-
racy. Therefore, the SVM algorithm outperforms the other
algorithms.

The ROC curve of each classifier used in the machine
learning approach is presented in figure 11. The Larger the
area under the ROC curve, the better the algorithm’s perfor-
mance. SVM and LR have larger area under the ROC curve
than other algorithms, but the SVM algorithm has a higher
area under the ROC curve equal to 98% compared to the
95.9% for the LR algorithm.
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FIGURE 10. The learning curve for learning each classifier.

2) DEEP LEARNING APPROACH
Table 3 summarizes the values of different metric parame-
ters for three deep learning approaches (ConvLSTM, CNN,
and hybrid CNN ConvLSTM). These three approaches had
been applied on video streaming samples from the DROZY
dataset. The accuracy ranged from approximately 70.5% for
the ConvLSTM algorithm to 98.8% for the CNN algorithm.
TPR, FPR, FDR, sensitivity, specificity, precision, F1 score,
andMCC had been all measured as evaluationmetrics param-
eters for all classifiers. The CNN algorithm outperforms the
ConvLSTM algorithm, and it outperforms the (Hybrid CNN
ConvLSTM) algorithm slightly better. Furthermore, the CNN
algorithm has a lower TT of 10.61 seconds compared to
19.28 seconds for ConvLSTM algorithm and 26.60 seconds
for (Hybrid CNN ConvLSTM) algorithm.

There are two different parameters are affecting on the
testing time. Firstly, the size of the used dataset to evaluate an
algorithm. Secondly, the number of frames taken for each sec-
ond or scene. According toDROZYdataset, which consists of
about 500,000 frames as mentioned in [29] and by comparing
to other datasets, DROZY dataset is classified as a very large
size dataset. The proposed algorithm takes 51 frames per
second and these 51 frame are encapsulated as one case and
tested one time to check the deriver fatigue status at this case.
In the proposed algorithm, the testing time 10.61 seconds is
the testing time that taken to reach final decision about 20%
of the overall cases in dataset. For example, there are about
500,000 frame in DROZY dataset and the algorithm takes

51 frames per seconds so, there are a about 9804 (500,000
/ 51) second. The testing part that represents 20% is equal
to about 1960 cases in addition to 80% that represents about
7844 cases in training part. Therefore, the testing time equal
to 10.61 seconds is for 1960 cases at the testing part not for
only one case. The testing time for only one case at a time is
average of 10.61/1960 = 0.005 seconds, which represents as
a very small value. Small video sizes reflects on small testing
time. In addition, decreasing the number of frames taken per
second is reflecting on decreasing of testing time but it effects
on detection accuracy also.

Figure 12 presents the convolution metrics of the three
classifiers. The CNN algorithm has a higher TP and TN of
one and 0.98, respectively, compared to one and 0.96 for the
(Hybrid CNN ConvLSTM) algorithm and 0.8 and 0.61 for
the ConvLSTM algorithm. The CNN algorithm also has a
lower FP and FN with 0.024 and 0, respectively, compared
to 0.04 and 0 for the (Hybrid CNN ConvLSTM) algorithm
and 0.39 and 0.2 for the ConvLSTM algorithm.

Figure 13 shows the learning curve for each classifier. The
CNN algorithm achieved near perfect (near 100%) accuracy
with a smaller number of epochs equal to only 5 epochs,
whereas the ConvLSTM algorithm achieved near-perfect
(near 100%) accuracy with a larger number of epochs equal
to 10 epochs. In addition, the CNN model has lower model
loss when compared to the other algorithms.

Figure 14 shows the ROC curves of all classifiers. The
CNN algorithm has a larger area under the ROC curve (99%)
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FIGURE 11. The ROC curve for each classifier.

TABLE 3. The results of deep learning approach with different models.

than the (Hybrid CNN ConvLSTM) algorithm, which has
98% and 71% for the ConvLSTM algorithm.

D. COMPARISIONS
Comparison study is presented in this section between the
proposed approaches and other recent high-performance
algorithms to validate their performance prior to fatigue issue.
The lake of datasets unifying in other fatigue detection studies
is one of the most difficult issues in this area. The objective
of this study is to demonstrate the superiority of the investi-
gated proposed approaches regardless of the dataset used in
previous studies. One of the rules that supports this idea is
the match between all human EEG signals and all human

face expressions, which leads to the detection of fatigue
status whether EEG signals or video streaming are used as a
reference. The algorithms that involved in this comparison are
listed as Maior et. al [19], Biswal et. al [23], Jeon et. al [24],
Ko et. al [25], Zhu et. al [26], Zhang et. al [30],
Gwak et. al [31], and Bakheet et. al [32] in addition to the
proposed approaches. The comparison is divided into two
parts, the video streaming-based algorithms and physiolog-
ical signals (EEG) based algorithms. For the video stream-
ing part, algorithms Maior et. al [19], Biswal et. al [23],
Jeon et. al [24], Gwak et. al [31], and Bakheet et. al [32]
have been compared with the proposed deep learning
approach. For EEG signals part, algorithms Ko et. al [25],
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TABLE 4. Comparison between the proposed machine learning approach and EEG based algorithms.

FIGURE 12. Confusion matrixes for LSTM, CNN, and hybid CNN-ConvLSTM
models.

Zhu et. al [26], Zhang et. al [30], and Gwak et. al [31]
have been compared with the proposed machine learning
approach. Gwak et. al [31] algorithm is involved in both
comparisons because it performs experiments in both video
streaming and EEG signals. Table 4 shows a comparison of
the proposed machine learning approach to the other EEG
based algorithms.While the comparison of the proposed deep
learning approach to other video steaming-based algorithms
is shown in table 5.

According to table 4, the proposed machine learning
approach has an accuracy value of 98.01%, comparing
to 96%, 94.68%, 90.70%, and 89.80% for the algorithms
Ko et. al [25], Zhu et. al [26], Zhang et. al [30], and
Gwak et. al [31] respectively. Also, the proposed approach
has a sensitivity value of 97.49%, whereas algorithms
Zhu et. al [26], Zhang et. al [30], and Gwak et. al [31]
have values of 95.32%, 90.20%, and 89.50%, respectively.
In addition, the precision value of the proposed algorithm
is superior by value 98.48% comparing with 97%, 95.57,
and 88.70% for algorithms in Ko et. al [25], Zhu et. al [26],
and Gwak et. al [31] respectively. F1 score for the proposed
machine learning algorithm is 97.98% which it is larger than
values 95.48% and 89.10% in algorithms Zhu et. al [26], and
Gwak et. al [31] respectively. The TT, which represents the
speed of the algorithm response in detecting fatigue status,
is an important parameter used in this study. The proposed
algorithm produces TT with a value representing a fraction
of a second equal to 0.187 second, as opposed to one sec-
ond and 2.20 seconds for algorithms Zhu et al [26] and
Zhang et al [30], respectively. Based on that comparison, it is
clear that the proposed machine learning algorithm outper-
formed all other compared algorithms across all evaluation
metrics.

According to table 5, accuracy value for the proposed
deep learning approach is reaching 98.01% comparing
with 94%, 97.10%, 94.20%, 95.4%, and 85.62% for algo-
rithms Maior et. al [19], Biswal et. al [23], Jeon et. al [24],
Gwak et. al [31], and Bakheet et. al [32] respectively. The
sensitivity value of the proposed approach is reaching 100%
comparing with 97.13%, 94.74%, and 93.5% for algorithms
Biswal et. al [23], Jeon et. al [24], and Gwak et. al [31]
respectively. The values of TNR are close for all algo-
rithms which reaching 97.61% for the proposed algo-
rithm comparing with 97.05%, 94.74%, and 95.4% for
algorithms in Biswal et. al [23], Jeon et. al [24], and
Gwak et. al [31] respectively. For F1 score the proposed deep
learning approach is gives 98.81% while other algorithms
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FIGURE 13. The learning curves for LSTM, CNN, and hybrid CNN-ConvLSTM models.

give 97.65%, 94.18%, 94.9%, and 87.84% for algorithms
Biswal et. al [23], Jeon et. al [24], Gwak et. al [31], and
Bakheet et. al [32] respectively. For the values of FPR, the

proposed approach gives 2.39%, which it is nearing 2.95%
offered by algorithm in Biswal et. al [23] but the overall accu-
racy in favor of the proposed algorithm. The TT is neglected in
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TABLE 5. Comparison between the proposed deep learning approach and video streaming based algorithms.

FIGURE 14. The ROC curves for LSTM, CNN, and hybrid CNN-ConvLSTM
models.

other compared algorithms because the deep learning meth-
ods especially, on video streaming analysis takes large time.
The proposed deep learning approach gives 10.61 seconds
that represents a minor time for testing process performed
over a complete video streaming analysis.

From that study, it is noticed that the processing time of
machine learning classifiers is less than the processing time
taken by deep learning classifier. The reason for this is due to
the nature of each dataset, where machine learning classifiers
process signals and deep learning classifiers process video
streaming. Furthermore, deep learning classifiers provide
good performance and stability in video streaming analysis.
Based on previous comparisons and evolution metric val-
ues, it is clear that the two proposed approaches outperform
all other compared algorithms. This progress is reflected in
lower TT by high performance with low computational cost.
Because of their high performance and low TT, the proposed
methods more applicable in real time in the context of car
systems.

By comparing the proposed algorithm testing time with
other algorithms testing time it is shown that the testing time
is neglected in other compared algorithms because the deep
learning methods especially, on video streaming analysis
takes large time. The proposed deep learning approach takes
10.61 seconds that represents a very little time for testing
process performed over 20% of the complete video streaming
analysis for all DROZY dataset videos streaming.

VI. CONCLUSION
This paper presents two different approaches: machine learn-
ing approach and deep learning approach. The main goal of
that paper is to develop an effective fatigue detection sys-
tem for high-performance cars drivers. The machine learning
approach addresses the EEG signals processing by predict-
ing driver behavior to detect fatigue status. This proposed
machine learning algorithm had been developed by apply-
ing different machine learning classifiers such as SVM, RF,
LR, MLP, KNN, and QDA. The proposed algorithm used
this variety to achieve the best performance, as measured
by the highest detection accuracy and the shortest detection
time, with a high weight for the accuracy metric. According
to the proposed algorithm results and using the DROZY
EEG signals dataset, SVM is the best classifier deployed for
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solving this issue. The SVM classifier used in the proposed
algorithm achieves detection accuracy of nearly 98% within
a TT less than 0.18 seconds. These results outperform other
well-known and efficient fatigue detection algorithms that
use EEG signals from drivers. The deep learning approach,
on the other hand, predicts the driver’s behavior to detect
fatigue status by processing the video streaming recordings
of him. This deep learning proposed algorithm was created
by combining several deep learning models including CNN,
ConvLSTM, and hybrid CNN-ConvLSTM. The CNN is the
best model for detecting driver fatigue status, according to
the proposed algorithm results and using the DROZY video
streams dataset. The CCN achieved 99% detection accu-
racy within TT of 10.61 seconds, outperforming other resent
and efficient fatigue detection algorithms that process driver
video streams.

In the future, the two approaches will be tested under other
challenging datasets to demonstrate their efficiency against
a variety of driving conditions. Furthermore, the ability to
combine the two proposed approaches to improve results is
being investigated. On the other hand, significant efforts are
being performed to deal with video streams processing in
order to integrate this detection system with IOT systems via
cloud computing. In addition, we will prepare a prototype for
the proposed algorithm.
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