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ABSTRACT Techniques for detecting salient objects mimic human behavior by recognizing the most
noticeable parts of images as objects. Salient object detection has attracted many researchers’ attention
nowadays for various computer vision and pattern recognition applications. In this paper, a unique approach
is proposed based on the global and local saliency detection using wavelet transform and hybridizing it
with learning-based saliency detection using a guided filter. First, the input image is subjected to superpixel
segmentation to achieve visually uniform regions and to reduce the computational cost. The global and local
saliency maps are then generated using global and local features extracted by the wavelet transform of the
segmented image, as the wavelet transform gives a multiscale analysis of images in frequency as well as
in spatial domain. The learning-based saliency maps are generated using random forest regression which
considers the location, color, and textural features of the segmented image. The global and local saliency
maps are fused to generate the wavelet-based saliency map which is further hybridized with the saliency
map generated using random forest regression. The paper discusses the novel technique for hybridizing
wavelet-based and learning-based saliency maps using a guided filter-based attention map generation.
Several experiments are conducted on five different saliency datasets containing images with complex
backgrounds, multiple objects, and low contrast. To evaluate the efficacy of the proposed method, extensive
qualitative and quantitative performance analysis is carried out. Experimental results validate the significant
improvement in the detection of salient regions as compared to the state-of-the-art methods.

INDEX TERMS Discrete wavelet transform (DWT), guided filters, learning based saliency map, random
forest regression, salient object detection, wavelet based saliency map.

I. INTRODUCTION

Salient object detection is a technique where some objects
draw more visual attention than its surrounding. The human
visual system (HVS) is a very complex process and it can
easily detect salient objects. But it is very difficult to apply
HVS in the applications of computer vision. Salient object
detection methods are mostly based on the development of
human attention mechanisms. The main aim of salient object
detection is to localize the objects of interest as per HVS and
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suppress the other surrounding part. It detects to what extent
the objects are distinct from its surrounding and based on that
the saliency maps are calculated. Salient object detection is
considered to be a very effective step as it reduces a lot of
computational time in a selection of computer vision appli-
cations like image segmentation, object recognition, image
compression [1], image thumbnailing, image quality assess-
ment, image retrieval, video summarization, object tracking,
and medical imaging, etc. [2]. Zhu et al. [3] used percep-
tual information using visual saliency detection for image
style transfer which is an artwork application of saliency
detection. Many deep learning techniques for salient object
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detection (SOD) tasks are proposed in recent years [4] which
gives very good results at the cost of large data availability,
very high computational and architectural complexity. Also,
their results are quantitatively good but lack in preserving the
complete boundaries and edges of the objects. The work in [5]
used contour information to obtain the boundary preserved
saliency maps by using a twice learning strategy. This method
gives good results however the CNN model has to be trained
twice, first to obtain the contour map, and this contour map
is used as an input for the second training to obtain the final
saliency map. This twice learning strategy may result in com-
plex architecture. As a result, the work of SOD employing
handcrafted features plays an important role in today’s world
for applications where data availability is limited and low
computing complexity is preferred with better preservation
of details.

In the proposed work superpixel segmentation is used to
convert an image into visually consistent regions called super-
pixels, with the improvement in the computational efficiency
of the proposed method. Superpixels are non-overlapping and
aesthetically meaningful sets of pixels that can be used in
place of individual pixels. HVS is more attracted to image
regions than the individual pixel, as image regions give
more information. In recent years, there has been a rise in
developing saliency detection algorithms in both the spatial
and frequency domains. It is very important to consider an
acceptable range of frequency components to detect the entire
salient region consistently. In most of the spatial domain
approaches, the high-frequency components are discarded
which results in the blurring of edges and boundaries of the
objects. So the complete salient region in an image can not be
highlighted uniformly. This limitation can be addressed by
using frequency-domain techniques. The wavelet transform
deals with the multiresolution analysis of an image, i.e. it uses
both spatial and frequency domain-based knowledge to gen-
erate the saliency maps. The majority of saliency detection
algorithms consider only the local saliency features, which
are based on the image’s fundamental characteristics, but
the overall significance is frequently overlooked. The global
saliency map depicts global information based on low-level
characteristics. It accurately and consistently recognizes the
complete important object. As a result, combining global and
local saliency maps can improve saliency detection perfor-
mance. In the proposed work the local and global saliency
maps based on wavelet features are fused to generate the final
wavelet transform-based saliency map. The learning-based
method deals with the features i.e. spatial distance and local
and global color contrast between the superpixels, and textu-
ral distance to obtain the saliency map using random forest
regression. With the help of the wavelet transform-based
method, we are concentrating on the textural information
and by using the learning-based method, location, color, and
textural contrast-based features are considered.

For creating the final saliency maps, most state-of-the-
art algorithms use saliency map integration of previously
produced baseline saliency maps [6]-[8]. For integrating
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baseline saliency maps many methods [9], [10] use sim-
ple pixel-wise addition or multiplication. Edge blurring or
artifacts around the object boundaries may emerge if these
methods ignores the intensity variations of nearby pixels.
Some of the methods integrate global and local saliency
maps using a weighted average, however, the selection of
weights is generally done by trial and error. Meta-heuristic
optimization approaches have also been proposed, although
they come at a higher cost in terms of computing. In the pro-
posed work the novel hybridization technique using guided
filters is presented, to intelligently integrate the more visually
prominent regions from the wavelet transform-based saliency
map and learning-based saliency map. A guided filter-based
model extracts the prominent visual features by generating
the decision maps of the wavelet and learning-based saliency
maps and gives a more informative and perceptually appeal-
ing final saliency map. Mainly the work in video saliency
detection requires computationally efficient methods to apply
in real-time video salient object detection tasks. The proposed
method can also be applied to video saliency detection [11]
in the future as it is computationally efficient and has simple
architecture.

In the era of deep learning-based methods, the employ-
ment of handcrafted feature-based algorithms and conven-
tional computer vision techniques to solve SOD tasks is
still highly significant [12], [13]. Traditional computer vision
methods can solve problems faster and with fewer lines of
code than deep learning-based methods. Handcrafted feature-
based methods, such as simple color thresholding and pixel
counting techniques, are not class-specific, which means they
work with any image making it independent of the data.
Deep learning features, on the other hand, are specific to
the training dataset and are unlikely to work well for images
other than the training set if poorly created. If the training
dataset is too small, the machine may be unable to gen-
eralize to the situation at hand due to over-fitting. Manu-
ally changing the model’s parameters would be too complex
because a deep neural network has millions of parameters,
each with complicated inter-relationships. Most recent deep
learning algorithms may achieve far higher accuracy but
at the cost of billions of additional math operations and
a higher computing power demand. For some applications
where low computational complexity and less data depen-
dency are required, machine learning-based algorithms play
a very important role. As machine learning techniques are
computationally less complex and can work on less amount
of data than deep learning methods. So the handcrafted
feature-based and machine learning-based salient object
detection techniques are not obsolete. In the proposed work
machine learning-based salient object detection technique
is used which makes the proposed method computationally
efficient.

The following are the major contributions of the proposed
work:

« A novel technique is used to obtain local and global

saliency maps using wavelet transform, as earlier
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research worked only on generating global saliency
maps using wavelet transform.

o The learning-based saliency map is predicted by a ran-
dom forest regression model using location, color, and
textural features of superpixels.

o The novel hybridization method to merge the wavelet-
based and learning-based saliency maps using a guided
filter is proposed. Guided filters work on decision
map generation by refining the attention maps which
considers saliency maps using wavelet transform and
learning-based method as guidance images.

o The proposed method detects more than one salient
object accurately by preserving boundaries and edges
of salient objects concerning other state-of-the-art
methods.

The remainder of the paper is laid out as follows.
Section 2 discusses, in brief, the salient object detec-
tion techniques concerning wavelet transform-based as
well as learning-based approaches. Section 3 presents in
detail the implementation steps of the proposed method.
Section 4 presents the experiments and discussions. The run
time analysis is presented in section 5. Finally, the limitations
and conclusion are presented in sections 6 and 7 respectively.

Il. RELATED WORK

The saliency methods are mainly based on two approaches:
generation of eye fixation maps and generation of saliency
maps. The work in [14] and [15] indicated saliency by captur-
ing eye gaze points. The eye fixation point prediction is used
in various applications such as advertisement placement in a
video, finding fixation scan paths of an eye, etc. But the tasks
in computer vision and pattern recognition mainly deal with
locating and segmenting the salient objects, where locating
the eye fixation points does not work. So other methods
like [7], [16] provided the results as a saliency map which
indicates the probability of each pixel being salient. Further,
the saliency detection task is classified into bottom-up and
top-down approaches. Bottom-up techniques are typically
used for handcrafted low-level features that are data-driven.
The bottom-up saliency approaches [2], [17], [18] employ
self-information, histogram, and region-based characteris-
tics, dissimilarities measured in local areas, weighting based
on information content, and a frequency refined approach
to compute the saliency. Many saliency detection [6], [17],
[19] techniques use graph-based approaches with the help of
handcrafted low-level features and different saliency priors
which has improved the saliency detection results to great
extent. All the above-discussed methods use saliency models
to identify the most important object based on color contrast.
As a result, items with comparable colors to the background
will not be identified by these methods, and textures and
edges will not be retained. Bottom-up techniques are concise
to develop and converge faster, but they have limitations when
dealing with low contrast and dynamic patterned images.
Top-down saliency detection methods, on the other hand, are
task-driven and use convolutional and deep neural networks
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to recognize task-specific high-level features [4], [20]. The
use of such technologies improves performance in this area
but at the cost of a significant amount of data and a lot of
computer power. Also recently many researchers are focusing
on depth enhanced saliency detection models [8], [12], [20]
which take the information from depth cues to enhance the
performance of saliency detection.

Salient object detection techniques can also be categorized
as supervised, semi-supervised and unsupervised techniques
as suggested by Ji et al. in [4]. The proposed method can be
treated as the hybridization of supervised and unsupervised
saliency detection techniques. The transform-based saliency
detection and hybridization part using guided filters of the
proposed method does not involve any training process with
labeled data so they are categorized as unsupervised saliency
detection while the learning-based saliency map generation
process of the proposed method involves training of ran-
dom forest regression model using labeled data to predict
the result, so it can be categorized to supervised saliency
detection technique.

The wavelet transform-based methods are used in the liter-
ature on salient object detection for extracting the image fea-
tures in frequency domain [21], [22]. The work in [23], [24]
utilizes wavelet transform for detecting the salient objects.
The main advantage of using wavelet transform for salient
object detection is that it uses multi-scale analysis of the
image by considering frequency domain as well as spatial
domain information at the same time. The saliency model
based on wavelet transform [25] detects the salient regions
which consider only detail coefficients at different scales
to generate multi-scale feature maps. The method proposed
by [24] utilizes the visual data extraction by using a combina-
tion of wavelet transform and contrast mechanism. Here the
difference of Gaussian function is used as the basis function
for the wavelet transform and wavelet transform decompo-
sition is applied to the multi-channel of the human visual
system. The wavelet-based saliency detection techniques help
to preserve the details of the objects to a great extent but
the entire object cannot still be detected using only wavelet
transform.

In recent research, machine learning-based bottom-up
saliency detection methods are also extensively accepted.
For saliency identification, Pang eral. [16] employed a
bagging-based distributed learning strategy that uses training
samples based on center prior and background prior infor-
mation. Singh and Kumar [26] and Lei et al. [27] used a
framework based on bagging and Bayesian decision, respec-
tively to enhance the basic rough saliency map extracted
using several saliency techniques. Tong et al. [9] used a boot-
strap learning strategy to create a powerful classifier that
can differentiate between prominent and background objects.
Yang and Yang [28] used a conditional random field (CRF)
and a visual dictionary to quantify saliency. Huang et al. [29]
proposed a saliency metric that takes into account both
object suggestions and multiple instances of learning. The
suggested method’s learning-based saliency detection is also
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FIGURE 1. Workflow of proposed algorithm.

based on a machine learning-based bottom-up salient object
recognition methodology. All the above-discussed models are
accurate and simple but they require more computational
time. So in this paper, we have used superpixel-wise com-
putation to overcome the limitation of high computational
time. Superpixel segmentation is generally used to reduce
the computational cost of many algorithms, which is largely
used in salient object detection research. Superpixel-wise
segmentation helps to convert an image into homogeneous
regions which are considered as the image elements for that
particular group of pixels, which further helps to reduce the
computational overhead.

The wavelet transform-based salient object detection
method helps to preserve the edges and boundaries of the
objects but can not highlight the object as a whole. While
learning-based techniques consider various visual features
to detect the complete salient objects but can not preserve
the object boundaries. So, to utilize the advantages of both
wavelet-based and learning-based salient object detection
methods, the proposed method merges wavelet-based and
learning-based saliency maps using edge-preserving guided
filters. There are many methods proposed to merge the base-
line saliency maps. To incorporate several existing saliency
approaches, Xu et al. [30] presented an arbitrator model. The
method created a reference map by combining the results of
numerous existing saliency methods with external knowledge
to create a reference map. After that, the method picks up
on current saliency methods’ expertise. Finally, to merge the
known saliency methods of varying expertise with the refer-
ence map, a unique integration framework based on Bayesian
inference is used. Qin et al. [31] proposed a cellular automata

VOLUME 10, 2022

Saliency map generation using Learning based method

| Guided filier based
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aggregation approach for incorporating diverse saliency maps
created by existing saliency methods. These integration meth-
ods fail to preserve the details of existing saliency maps.
So the proposed method uses boundary preserved guided
filter-based integration which improves the salient object
detection task by preserving the edges and boundaries of
objects and also by detecting more than one salient object
with better accuracy.

llIl. PROPOSED METHOD

The workflow of the proposed method based on hybridization
of wavelet-based and learning-based saliency maps using
guided filters is shown in Fig.1. The implementation details
of the proposed method are given below.

A. SUPERPIXEL SEGMENTATION

Single pixels are less appealing to the human visual system
than image sections. In the proposed method firstly an input
image is transformed to CIELAB color space, as CIELAB
color space is thought to be highly similar to human per-
ception. An image is split into the superpixels after it has
been converted to CIELAB color space. Many research [12],
[32]-[35] have also shown that superpixel segmented images
are computationally intensive and particularly successful for
salient object detection. We obtain the superpixels SP from
an input image / by over-segmenting an image, where SP is
given by,

SP = {SPy,SPs, ...... ,SPp} (€))

In the proposed work the number of superpixels P is consid-
ered to be P = 500. For segmenting an image into superpixels
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SLIC superpixel algorithm [36] is used. It is computationally
effective as the search space in SLIC superpixel segmentation
is considered to be the region similar to the size of the
superpixel instead of the whole image.

B. SALIENCY MAP GENERATION USING WAVELET
TRANSFORM

The proposed method works on obtaining the local and global
feature maps using wavelet transform. The local saliency
maps detect the saliency of pixels within the fixed neigh-
borhood and global saliency detects the saliency of pixels
considering the entire image. Wavelet transform is preferred
over other transform domain techniques as it deals with
multiresolution analysis, while other transforms like Fourier
transform, performs more local analysis. In the proposed
method, the 1, a, and b values of all the pixels which belong
to one superpixel are replaced by the I, a, and b values of
the center of that superpixel. The most unique superpixels are
located by applying the Wavelet transform to the 1, a, and b
channels of the superpixel segmented image. The application
of wavelet transform to the superpixel segmented image is
given by Eq. 2.

{Ag DS } — DWTs(SPC) )

SPC denotes the superpixel of the image at each color chan-
nel. DWT (.) denotes the Discrete Wavelet Transform and
Ag and Dg represents the approximation coefficients and
detailed coefficients containing horizontal, vertical and diag-
onal details of an image, at different scales for each color
channel C € {l,a,b}. S € {1,2,....,N} indicates the
decomposition levels of wavelet transform where N is the
maximum decomposition level which we have considered
8 here. Based on the superiority of wavelet transform in multi-
scale decomposition, the wavelet transforms coefficients at
each scale are used to extract the local and global features
which are further used to generate the local and global feature
maps for salient object detection. The local feature maps
are obtained by using some statistical process on low pass
sub-band and global feature maps are obtained by utilizing
the high pass sub-bands of the wavelet transform.

1) LOCAL SALIENCY MAP GENERATION USING WAVELET
BASED FEATURES

The local feature maps using wavelet transform are obtained
by extracting features from low pass sub-bands. After each
decomposition level, the low-pass sub-band is partitioned
into blocks of p x g superpixels, and the local variance of
each block is taken as the block’s local feature map value,
as indicated in Eq. 3.

LlC,='{AC+’+}
ocalg (x,y) = variance A5 (x +p,y+¢q) (Pg=+2.41,0}

3

These local feature maps describe the image’s different tex-
tural features at different decomposition levels. To generate
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the local saliency map, the local feature maps are linearly
combined using low entropy criteria. The local saliency map
is given by Eq. 4.

8
Smapr(x,y) = Z nglagcb} (ngocalSC) 4)
S=1 o

wg describes the weights to corresponding features at each
decomposition level for each color channel. The weight val-
ues are decided based on the entropy of the local feature
maps. A low entropy value generally indicates that the data is
concentrated towards one value i.e. the spread is less, which
is the useful criteria for saliency detection. So the weights are
assigned according to the Eq. 5.

e Zx’yM (Nr(LocalSC))
§ H (LocalSC * G)

&)

M is a two-dimensional centered Gaussian mask with ele-
ments that have the highest value of 1 and with the same
size as the channel feature map. Here centered Gaussian
map is considered, since saliency is generally considered at
the center of an image. Nr (-) indicates the normalization
function applied to local feature maps. H (-) refers to the
entropy value of the smoothened local feature maps which
are filtered with Gaussian kernel G.

2) GLOBAL SALIENCY MAP GENERATION USING WAVELET
BASED FEATURES

The global saliency map is generated based on the selection
of detailed coefficients of wavelet transform over each scale.
These wavelet coefficients are further used to generate the
feature maps with multiresolution analysis using superpixels.
To extract the global features of an image from the three color
segmented channels, inverse wavelet transform is used where
the reconstruction is done only using the detailed wavelet
coefficients from finer to coarser scale which is given by
Eq. 6.

C1\2

Global§ = w (©6)
where GlobalSC denotes the global feature maps for each
color channel at various decomposition levels and IDWT (-)
denotes the inverse discrete wavelet transform which is used
for reconstruction. The feature maps are scaled using the
scaling factor k which is considered as k = 10*. The scaling
of the feature map is important to minimize the large fluc-
tuations in the co-variance matrix while calculating inverse
wavelet transform. The feature maps at different decompo-
sition levels represent the 1, a, and b color channels features
from finer to coarser level i.e. it indicates the features from
edges to different textures of an image. To obtain the global
saliency map from the extracted features, only the maximum
value from three color channels {/, a, b} is considered and
finally these maximum valued features are summed over all
the decomposition levels. The Gaussian lowpass filter G is
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TABLE 1. Features of each superpixel used in learning based method.

Features Dimension
Superpixels spatial distance from K-nearest superpixels K
Superpixels global color distance from K-nearest superpixels 8K
Superpixels local color distance from K-nearest superpixels 8K
Superpixels textural distance from K-nearest superpixels 10K

applied to this global saliency map to obtain the smooth
saliency map Smapg(x, y) which is given by Eq. 7.

8
Smapg(x,y) = () max (Global§) G (1)
= Cell,a,b}

The saliency map based on wavelet transform is obtained by
merging the local and global wavelet-based saliency maps.
The saliency map using wavelet transform is given by Eq. 8.

[SmapL X es’"“p‘?]lm/i

V2

Smapyw represents the final saliency map using wavelet trans-
form by fusing local and global saliency maps. Saliency is
nothing but the region of an image that stands out in the
entire image. Global saliency helps to preserve the edges of
the objects, while local saliency takes neighborhoods into
account to detect the objects accurately. So, the merging of
local and global saliency gives prominent results in the salient
object detection tasks.

Smapwy = * G 3

C. SALIENCY MAP GENERATION USING LEARNING
BASED METHOD

The generation of saliency map based on learning-based
method deals with spatial, color, and texture difference of
the superpixel with K neighboring superpixels. Here we used
features as the euclidean distance of each superpixel from
K-nearest superpixels, a global and local color distance of
each superpixel from K nearest superpixels, and textural dis-
tance of superpixels from K nearest superpixels. The value of
K we have set to 25 as it was giving best results considering
the F-measure value. For every [ superpixel SP;, we first
obtain K-nearest superpixels {SP;l sSSP, SPp, ... SPy, }

1) SPATIAL DISTANCE FEATURES
The euclidean distance feature vector of /" superpixel from
K-nearest superpixels (D; € RK*1) is given by Eq. 9.

Dy =d (1. Y1) je1 2...x) ®

Here, y; and y;, denotes the center location of the 1™ super-

pixel and its K-nearest superpixels. d (y,y;;) denotes the
euclidean distance of the I superpixel from its K-nearest
superpixels.

2) GLOBAL COLOR DISTANCE FEATURES
The global color contrast feature vector of /"* superpixel from
K-nearest superpixels (DGC, € RSK“) is given by Eq. 10.

lth
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Here 8 color channels i.e. CIELAB, RGB, hue and saturation
are used to obtain the color contrast features. ¢; and cy;
are 8 dimensional color vectors. d (cl, Cl,-) denotes the color
distance of [ superpixel from K-nearest superpixels.

Dgc, =d (017 Cli){iel,l‘.,K} (10)

3) LOCAL COLOR DISTANCE FEATURES

The local color contrast feature vector of /" superpixel from
K-nearest superpixels (Drc, € R3*1) is given by Eq. 11.
Here also 8 color channels i.e. CIELAB, RGB, hue, and
saturation are used to obtain the color contrast features.

Drc, = wid (Cl’ Cli){iel,Z,..,K} (11)

where wy, is given by Eq. 12.

1 < Lag )) (12)
Wi = exp\ —5 54 \Pi,Di;
Z 202 liel,2,. K}

p; indicates the normalized position of [ superpixel and Z;

is the normalization term. This function of weight is adopted
to give more weight to immediate neighboring superpixels.
We have set the value of o2 = 0.25. The dimension of the
feature vector for each superpixel concerning spatial distance
is K and concerning color contrast is 8K.

4) TEXTURAL DISTANCE FEATURES

The texture distance features indicate the distance between
feature vectors that represent region textures which are used
to calculate texture deviation. The texture feature vector of
1" superpixel from K-nearest superpixels (D, € R16>1) is
given by Eq. 13.

Dr, =d (n, tli){ie],2,4.,K} (13)

where 7 (-) indicates the textural attributes of the superpixel
region, such as gradient mean, gradient direction, and his-
togram of the gradient. d (tl, fl,-) indicates the Euclidean dis-
tance between the textural attributes of [ superpixel from
K-nearest superpixels. The dimension of the feature vector
for each superpixel concerning textural distance is 10K.

5) SALIENCY MAP GENERATION USING RANDOM FOREST
REGRESSION

The feature vectors for all the superpixels are obtained as
per Table 1 and the saliency map Smapgr is generated
using these feature vectors by using random forest regres-
sion [37] algorithm, as it is very effective for large dimen-
sional feature vector. For training the random forest, we have
used 3000 images from MSRA-B dataset [38] and annotated
ground truth images we have used as labels. From MSRA-B
dataset, 1500 images are used for testing and remaining
images are used for validation. The trees used for the random
forest regression model are 200 with the maximum level of
the tree as 10 [39]. Random forest regression output decides
the saliency of the superpixel according to the extent to which
the particular superpixel belongs to the foreground or back-
ground region and a corresponding saliency map is produced
for an image.
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D. FINAL SALIENCY MAP GENERATION USING GUIDED
FILTER BASED INTEGRATION

The final saliency map is created by fusing the attentive
regions of the wavelet domain-based saliency map Smapw
and learning-based saliency map Smapgrr using guided fil-
ters [40]. The stepwise description of attention-based saliency
map fusion using guided filters is as follows.

Step 1: The saliency maps Smapw and Smapgr are consid-
ered to be the source images for obtaining the final saliency
map using guided filter-based fusion. To detect the attention
regions, the source images are first blurred using mean filters.
The textural or edge information is then obtained by finding
the difference between source images and their mean filtered
images with window size w. f, is mean filter with window
size w as 3 x 3. The high pass edge maps of the corresponding
source images are given in Eq. 14 and Eq. 15.

Emapy (x,y) = |Smapw (x,y) — (Smapw (x, ) * fa)|
(14)

Emap; (x,y) = |Smapgr (x, y) — (Smapgr (x,y) * fa)|
(15)

Step 2: The high pass information maps are further refined
using guided filters [40] by considering Smapw and Smapgr
as guidance images. The refined high pass maps are given by
Eq. 16 and Eq. 17.

REmap, = GFRg (Smapw (x,y) , Emap; (x,y)) (16)
REmap, = GFRg (Smapgr (x,y) , Emapy (x,y)) (17)

where GFg g () represents the guided filter having local win-
dow radius R and degree of blur 6 of kernel function. In the
proposed work we have considered R = 5 and & = 0.3 by
trial and error approach.

Step 3: The attention measures of the source images
Smapw and Smapgp are represented by REmap; and
REmapy, respectively. As a result, the pixel-wise maximum
rule of the matching accurate attention maps REmap; and
REmap, is used to generate an initial decision map. The initial
decision map is given by Eq. 18.

1, if REmap: (x,y) > REmap> (x,y)

IDmap; (x,y) =
p1(x.) 0, otherwise

(18)

Step 4: The non-attentive regions of the initial decision
map IDmap contain some non-required spots or burrs which
can be removed using morphological opening and closing
operation.

O = (IDmap; © D) ® D (19)

IDmap, = (O® D)6 D (20)

Eq. 19 indicates the morphological opening operation on the
initial decision map using disk structure window D of radius
10. The attentive regions in O have some blurs which can

be further eliminated by applying the morphological closing
operation with disk structure window D. Eq. 20 generates
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the decision map IDmap; using morphological opening and
closing operations.

Step 5: Following the tiny region elimination technique
using morphological opening and closing operation, an initial
fused saliency map Smap’ is obtained as stated in Eq. 21
using decision map IDmap; and source images Smapw and
Smapgr .

Smap' = IDmap; (x, y) Smapw (x, )
+ (1 — IDmap; (x,y)) Smapgr (x,y) (21)

Step 6: By utilizing the processed initial decision map
IDmap,, the edges between attention and non-attention
regions of the source images cannot be retained, which may
result in some distortions in generating the final saliency
map. So, the guided filter is employed once again to obtain
boundary preserved final decision map by considering the
initial fused saliency map Smap’ as the guidance image which
helps to improve the weights of the final decision map. The
desired final decision map FDmap is obtained by Eq. 22 by
filtering decision map /Dmap, and considering initial fused
saliency map Smap; as the guidance image.

FDmap (x,y) = GFRrp (Smap] (x,y), IDmap; (x, y))
(22)

Step 7: The final fused saliency map Smapr is thus
obtained by pixel-wise weighted averaging of source images
and final decision map which is stated in Eq. 23.

Smap" = FDmap (x, y) Smapw (x, y)
+ (1 — FDmap (x,y)) Smapgr (x,y) (23)

IV. EXPERIMENTS AND DISCUSSIONS

This section compares the proposed guided filter based
hybridization of wavelet based and learning based saliency
maps approach to 17 state-of-the-art and contemporary
saliency detection methods in terms of quantitative and qual-
itative performance. The quantitative and qualitative analy-
sis is done with the methods proposed by Goferman et al.
(CA) [50], Yang et al. (GR) [51], Rahtu et al. (SEG) [52],
Yang et al. (MR) [35], Jiang et al. (MC) [53], Li et al.
(LPS) [54], Li et al. (RR) [55], Tong et al. (LGF) [56],
Zhou et al. (DPSG) [57], Fu et al. (NCUT) [58], Yuan et al.
(RCRR) [59], Peng et al. (SMD) [60], Liu and Yang
(FCB) [61], Zhang et al. (LSP) [62], Pang et al. (BSDL) [16],
Wang and Peng (CDHL) [7] and Sun et al. (TMR) [13].

A. DATASETS FOR SALIENT OBJECT DETECTION

For the performance evaluation of the proposed technique,
five key object detection datasets are used, as shown in
Table 2. Images with a complicated and messy background,
poor contrast, and many objects can be found in the datasets.
The suggested method’s performance is assessed across the
full dataset to demonstrate its capacity to operate efficiently
and reliably across a diverse group of images.
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TABLE 2. Salient object detection datasets.

No.of

Sr. No. Dataset images Description
Many images include multiple prominent items with
1 SOD [41] 300 little color contrast to the background
The dataset contains multiple salient objects and also
2 ECSSD [42] 1000 having a complex background, which makes the dataset
more challenging for the salient object detection task
Tmages of high quality with multiple significant objects,
3 DUT-OMRON [35] 5168 Whi%e the backgrounds are relatively cluttered
Majority of the images are low contrast with several
4 HKUIS [43] 447 salf]em objects
Large number of diverse set of images, generally used
5 MSRAIOK [44] 10000 for training the deep learning methods

TABLE 3. Evaluation metrics for salient object detection.

Sr. No. Evaluation Metrics Mathematical Expression
w__yh_ s FT o,
1 Precision [45] Precision = z“”lwzl = TPy T at]
Yp—1 Xy—1 Smargy
w _sh g T ar,
2 Recall [45] Recall = Z2=1Zu=1 "5y oy
Sh—1 Xy—1 CTa,y
. _ (1+&?) Precision-Recall 2 _ Q-
3 F-measure [46] Fm = (62 Precision)  Recall where £ = 0.3
4 MAE [47] MAE = 1z % Soh_y |Smaply — GTy
1sm:pFTm( T[
5 TPR [45] TPR = T
6 FPR [45 FPR [Smar™0GT]
(431 - |SmapFTnGTHls"m’pFTnG’T‘
7 S-measure [48] Sm=n%*S,+ (1L —n)*S, wheren = 0.5
8 E-measure [49] Em= A Yv | 22:1 W(z,y)

B. EVALUATION METRICS

The performance of the suggested technique is evaluated
using the assessment metrics listed in Table 3. Receiver
operating characteristic (ROC) curve, precision-recall (PR)
curve, area under the ROC curve (AUC) score, mean abso-
lute error (MAE) score, F-measure (Fm) score, enhanced-
alignment measure i.e. E-measure (Em) score and structure
measure i.e. S-measure (Sm) score are some of the eval-
uation metrics. For measuring the overall performance of
salient object detection algorithms, F-measure, recall, and
precision are commonly utilized [46]. In Table 3, Smapg
and Smapfﬁ’, are thresholded saliency map and normalized
saliency map, respectively. GT,,y is the ground truth of the
image. The F-measure value is a comprehensive metric for
saliency detection tasks since it combines the recall and pre-
cision values. Thresholded saliency maps of the acquired grey
level saliency maps are required to evaluate these metrics.
For a grayscale saliency map with pixel values in the range
of [0, 255], the threshold is altered from O to 255 to create
segmented binary saliency maps. The resulting saliency map
Smapfz , is binarised using thresholds 0 to 255 to evaluate
the PR curve. The recall and precision scores are computed
for every value of the threshold, which is then plotted on
the precision-recall curve. FPR and TPR values are also
computed at each threshold to plot the ROC curve. The
ROC curve provides a two-dimensional explanation of the
effectiveness of the proposed model, whereas the AUC value
condenses this description into a single number. The AUC
value is calculated using the area under the ROC curve. The
overlap-based performance measurements do not take into
consideration the true negative assignment of saliency. These
measures favor methods that give high saliency to prominent
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pixels while failing to detect non-salient areas. Continuous
saliency maps are more important than thresholded binary
saliency maps in some applications, such as content-aware
image scaling. In such cases, the MAE does a thorough com-
parison of the saliency map and the ground truth. The MAE is
calculated as the difference between the ground truth and the
normalized final saliency map Smapff\y’ , which is normalized
in the range [0, 1]. In Table 3 the terms S, and S, in Sm
calculation are the object aware and region aware structural
similarity which can be obtained from [48]. The term W (x, y)
in Em calculation is enhanced alignment matrix which can be
obtained using [49]. Sm score analyses structural similarity
between real-valued saliency map and the binary ground-
truth, instead of just pixel-wise errors. Em score takes into
account the global average of the image as well as local pixel
matching simultaneously.

C. QUALITATIVE ANALYSIS

The saliency maps produced by the proposed and other
saliency detection methods are subjectively evaluated in the
qualitative analysis based on the degree of separation between
foreground and background regions, the portion of the salient
object to be highlighted, uniformity in recognizing various
regions, detection of salient objects in extremely complicated
and poor contrast backgrounds, and correctly identifying
more than one salient object. Experimental results are shown
in Fig. 2 - Fig. 6 for DUT-OMRON, ECSSD, HKUIS, SOD,
and MSRA 10K datasets, respectively. It can be observed from
Fig. 2 - Fig. 6 - Image 1 and Image 2 that CA [50] and
SEG [52] methods are giving blurred results with loss of
boundary preservation. Fig. 2 - Image 1 of DUT-OMRON
dataset indicates that CA [50], GR [51], MR [35], MC [53],
LPS [54], RR [55], LGF [56], DPSG [57], NCUT [58],
RCRR [59] and SMD [60] methods are unable to detect all
the objects present in the image. In most of the cases the
man holding the cloth is not detected, while the proposed
method is able to detect multiple salient objects present in
an image accurately with preserving the boundaries. Fig. 2 -
Image 2 only the proposed method can detect all the salient
objects present in the image by preserving the fine details
as compared to other state of the art methods. In Fig. 3 -
Image 1 and Image 2 the proposed method is able to detect the
salient objects with preserving the fine details of an image as
compared to CA [50], GR [51], SEG [52], MR [35], LPS [54],
RR [55], LGF [56], NCUT [58] and RCRR [59] methods.
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FIGURE 2. Qualitative analysis of the proposed algorithm on DUT-OMRON dataset compared to other salient object detection techniques (a) Original
Image (b) Groundtruth (c) CA [50] (d) GR [51] (e) SEG [52] (f) MR [35] (g) MC [53] (h) LPS [54] (i) RR [55] (j) LGF [56] (k) DPSG [57] (I) NCUT [58]
(m) RCRR [59] (n) SMD [60] (o) Proposed.
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FIGURE 3. Qualitative analysis of the proposed algorithm on ECSSD dataset compared to other salient object detection techniques (a) Original Image
(b) Groundtruth (c) CA [50] (d) GR [51] (e) SEG [52] (f) MR [35] (g) MC [53] (h) LPS [54] (i) RR [55] (j) LGF [56] (k) DPSG [57] (I) NCUT [58] (m) RCRR [59]
(n) SMD [60] (o) Proposed.
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FIGURE 4. Qualitative analysis of the proposed algorithm on HKUIS dataset compared to other salient object detection techniques (a) Original Image
(b) Groundtruth (c) CA [50] (d) GR [51] (e) SEG [52] (f) MR [35] (g) MC [53] (h) LPS [54] (i) RR [55] (j) LGF [56] (k) DPSG [57] (I) NCUT [58] (m) RCRR [59]
(n) SMD [60] (o) Proposed.

While the methods MC [53], DPSG [57] and SMD [60] gives salient object as compared to other methods even the color
the comparable results to the proposed method. Fig. 3 - Image of the object and background is not so different. In com-
2 shows the proposed method is accurately detecting the parison to all the mentioned state-of-the-art approaches, the
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FIGURE 5. Qualitative analysis of the proposed algorithm on SOD dataset compared to other salient object detection techniques (a) Original Image

(b) Groundtruth (c) CA [50] (d) GR [51] (e) SEG [52] (f) MR [35] (g) MC [53] (h) LPS [54] (i) RR [55] (j) LGF [56] (k) DPSG [57] (I) NCUT [58] (m) RCRR [59]
(n) SMD [60] (o) Proposed.

Image 1

(k) (0 (m) (n)

FIGURE 6. Qualitative analysis of the proposed algorithm on MSRA10K dataset compared to other salient object detection techniques (a) Original Image
(b) Groundtruth (c) CA [50] (d) GR [51] (e) SEG [52] (f) MR [35] (g) MC [53] (h) LPS [54] (i) RR [55] (j) LGF [56] (k) DPSG [57] (I) NCUT [58] (m) RCRR [59]
(n) SMD [60] (o) Proposed.

TABLE 4. Quantitative analysis of the proposed algorithm with other saliency detection techniques based on the MAE, F-measure and AUC values on five
benchmark saliency detection datasets. (Red, green, and blue highlight the three leading models, respectively. AUC and Fm score higher is better. MAE
score lower is better.).

Datasets DUT-OMRON [35] HKUIS [43] ECSSD [42] SOD [41] MSRA 0K [44]
Evaluation metric AUC Fm MAE AUC Fm MAE AUC Fm MAE AUC Fm MAE AUC Fm MAE
CA [50] 0771 | 0355 | 0254 | 077 | 046 | 0274 | 0.726 | 0431 | 0309 | 0.717 | 0449 | 0313 | 0.789 | 0.54 | 0.247
GR[51] 0.804 | 0486 | 0.259 | 0.802 | 0.564 | 0.256 | 0.784 | 0512 | 0.283 | 0.719 | 0442 | 0318 | 0.843 | 0679 | 0216
SEG [52] 0.778 | 0394 | 0337 | 0.774 | 0464 | 0323 | 0.746 | 0394 | 0341 | 0.681 | 0.316 | 036 | 0.795 | 0515 | 0314
MR [35] 0.781 | 048 | 0.187 | 0787 | 0517 | 0.078 | 079 | 0.691 | 0.189 | 0.714 | 057 | 0259 | 0.823 | 0.833 | 0.126
MC [53] 082 | 0533 | 0.186 | 0.831 | 0.678 | 0.184 | 0.81 | 0.699 | 0202 | 075 | 0.9 | 0.261 | 0.843 | 0.836 | 0.145
LPS [54] 0.767 | 0539 | 0.187 | 0.752 | 0.619 | 0.164 | 0.782 | 0.644 | 0.196 | 0.703 | 0.526 | 0.261 | 0.807 | 0.812 | 0.124
RR [55] 0.782 | 0529 | 0.185 | 0.796 | 0.665 | 0.172 | 0.796 | 0.697 | 0.18% | 0.713 | 0575 | 0.26 | 0.826 | 0.766 | 0.145
LGF [56] 0811 | 0532 | 0.178 | 0819 | 0.669 | 0.177 | 0.803 | 0.708 | 0.196 | 0.733 | 0.592 | 0.256 | 0.846 | 0.835 | 0.145
DPSG [57] 0.796 | 0559 | 0.177 | 0.808 | 0.604 | 0.165 | 0.795 | 0701 | 0.181 | 0.71 | 0.571 | 0251 | 0.839 | 0.857 | 0.114
NCUT [58] 0.798 | 0568 | 0.174 | 0.799 | 0.679 | 0.167 | 0.797 | 0.69 | 0.186 | 0.721 | 0.577 | 0.248 | 0.839 | 0.850 | 0.114
RCRR [59] 078 | 0527 | 0.182 | 0.796 | 0.664 | 0.171 | 0.794 | 0.696 | 0.184 | 0.717 | 0.577 | 0.257 | 0.827 | 0.767 | 0.144
SMD [60] 0.809 | 0538 | 0.166 | 0823 | 0.601 | 0.156 | 0811 | 0.713 | 0.173 | 0.737 | 061 | 0235 | 0847 | 0.858 | 0.104
FCB [61] 0.668 | 0480 | 0.149 - - - 0.702 | 0.607 | 0.173 | 0.641 | 0.520 | 0.244 - 0.759 | 0.121
LSP[62] 0.803 | 0.546 | 0.133 - - - 0.808 | 0.761 | 0.152 | 0.732 | 0.661 | 0026 - 0.856 | 0.096
BSDL [16] 0.668 - 0.145 - - - 0811 - 0.098 | 0.741 - 0.198 - - -
CDHL [7] 0.806 | 0.709 | 0.153 - - - 0.824 | 0581 | 0.143 - - - - - -
TMR [13] - 0592 | 0.159 - - - - 0.708 | 0.143 - - - - 0.845 | 0.076
Ours 0.83 | 0.693 | 0.174 | 0.836 | 0.698 | 0.165 | 0.811 | 0.71 02 | 075 | 063 | 0242 | 0.879 | 0.864 | 0.098
suggested method detects numerous salient objects with as can be seen in Fig. 4 - Image 1. From Fig. 4 - Image 1 it can
boundary preservation. These approaches can preserve bor- be seen that only the proposed method can detect all the deer
ders to some extent but fail to recognize many salient objects, present in the image with correct boundary details. The SMD
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FIGURE 7. Quantitative analysis of the proposed algorithm based on the PR curve on five benchmark saliency detection
datasets (a) DUT-OMRON [35] (b) HKUIS [43] (c) ECSSD [42] (d) SOD [41] (e) MSRA10K [44].
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FIGURE 8. Quantitative analysis of the proposed algorithm based on the ROC curve on five benchmark saliency detection
datasets (a) DUT-OMRON [35] (b) HKUIS [43] (c) ECSSD [42] (d) SOD [41] (¢) MSRA10K [44].

[60] technique in Fig. 4 - Image 2 can detect numerous salient
objects, but not in the image displayed in Fig. 4 - Image 1.
In the HKUIS dataset, the proposed technique detects several
salient objects for all types of images. Fig. 5 - Image 1
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indicates that the proposed technique correctly recognizes
the entire salient object, unlike all previous methods, which
miss the tail section of the object. Fig. 5 - Image 2 shows an
image with 5 salient objects, with only the proposed method
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accurately detecting all of them when compared to all other
methods. Fig. 6 - Image 1 and Image 2 shows the images with
complex background. It can be seen from the figures only the
proposed method and SMD [60] method can provide qualita-
tively good results by detecting objects to a great extent. From
Fig. 6 - Image 2 it can be seen that the proposed method is
preserving the boundaries of the object as compared to other
salient object detection techniques, specifically as compared
to SMD [60] which is giving competitive results. Accord-
ing to the qualitative study, the proposed method surpasses
existing methods for all datasets covering all conditions. The
proposed method, in comparison to other saliency methods,
generates a high-resolution saliency output on various diffi-
cult natural images. When compared to other approaches, the
suggested method generates a saliency map that uniformly
highlights salient regions while effectively suppressing back-
ground regions. The proposed method completely preserves
the boundary and sharp details of images. Even in compli-
cated background images, it accurately separates background
and foreground and detects the salient sections by preserving
the edges and boundaries of the objects. It also detects many
important objects with more accuracy than other approaches.

D. QUANTITATIVE ANALYSIS

A quantitative evaluation of the proposed method as well as
other existing salient object detection techniques is also car-
ried out on five benchmark salient object detection datasets
listed in Table 2. Figs. 7 and 8 demonstrate the relative perfor-
mance of the proposed method with other saliency detection
methods using the PR curve, and ROC curve, respectively.
The proposed technique has the best performance in terms
of PR curve on the DUT-OMRON, HKUIS, MSRA10K and
SOD datasets and comparable performance on the ECSSD
dataset, as shown in Fig. 7. Furthermore, in terms of ROC
curves presented in Fig. 8, the proposed method beats other
methods and provides the best performance for practically all
datasets. In Table 4, a comparison analysis based on MAE,
F-measure (Fm), and AUC scores is also done and repre-
sented. The proposed technique earns the highest AUC score
for all the datasets except the ECSSD dataset where it is in
the second-highest position, demonstrating its superiority in
reliably differentiating the background and foreground areas
in salient object identification tasks. The proposed technique
also obtains the MAE score and F-measure score in the top
three positions as compared to other techniques, as shown
in Table 4. For all the datasets, the proposed method out-
performs most other methods in terms of AUC value and
obtains MAE and F-measure values that are equivalent to the
best-performing methods. Table 4 shows that the proposed
technique performs much better than the other approaches
investigated. The following points can be interpreted by com-
paring the results in Table 4:

o In comparison to the proposed method, the methods
CA [50], SEG [52], and GR [51] perform poorly in terms
of AUC, MAE and Fm score.
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o The proposed method gives the highest AUC score on all
the datasets except the ECSSD dataset where it gives the
second-highest performance as compared to CDHL [7]
technique.

o The proposed method achieves first, second, or third
highest performance in terms of Fm score, while MAE
score is comparable to top-performing methods as com-
pared to existing salient object detection methods. The
overall performance of the proposed method is better or
comparable to all the mentioned salient object detection
techniques.

o« For DUT-OMRON dataset: the proposed method
improves AUC score by ~1.22% than MC [53] and
24.25% than BSDL [16] and FCB [61] methods; the
proposed method improves Fm score by ~14.57% than
TMR [13] and 44.38% than FCB [61] and MR [35]
methods; the proposed method improves MAE score by
~1.72% than DPSG [57] and 7.4% than LPS [54] and
MR [35] methods.

o For HKUIS dataset: the proposed method improves
AUC score by ~0.6% than MC [53] and 11.17% than
LPS [54] method; the proposed method improves Fm
score by x0.57% than DPSG [57] and 35% than MR
[35] method; the proposed method improves MAE score
by ~1.21% than NCUT [58] and 11.51% than MC [53]
method.

o For ECSSD dataset: the proposed method improves
AUC score by ~0.12% than MC [53] and 15.53% than
FCB [61] method; the proposed method improves Fm
score by ~0.28% than TMR [13] and LGF [56] and
22.2% than CDHL [7] method; the proposed method
improves MAE score by ~1% than MC [53] method.

« For SOD dataset: the proposed method improves AUC
score by ~1.21% than BSDL [16] and 17% than
FCB [61] method; the proposed method improves Fm
score by x3.28% than SMD [60] and 21.15% than
FCB [61] method; the proposed method improves MAE
score by ~0.83% than FCB [61] and 7.85% than
MC [53] and LPS [54] methods.

o For MSRA10K dataset: the proposed method improves
AUC score by ~3.78% than SMD [60] and 8.92%
than LPS [54] method; the proposed method improves
Fm score by ~0.7% than SMD [60] and 13.83% than
FCB [61] method; the proposed method improves MAE
score by x6.12% than SMD [60] and 47.96% than
MC [53], RR [55] and LGF [56] methods.

The metrics discussed in Table 4 are only evaluated at the
pixel level and do not account for the structural similarity
of the objects. In Table 5, a comparison analysis based on
S-measure (Sm) score, and E-measure (Em) score is rep-
resented which can take into account structural details as
well as global shape. It can be observed from Table 5, that
the proposed method gives the highest Em and Sm values
for HKUIS and SOD datasets. For DUT-OMRON, ECSSD
and MSRA10K datasets, the proposed method achieves per-
formance in the top three positions as compared to other
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TABLE 5. Quantitative analysis of the proposed algorithm with other saliency detection techniques based on the S-measure and E-measure values on five
benchmark saliency detection datasets. (Red, green, and blue highlight the three leading models, respectively. Sm and Em score higher is better.).

Dataset DUT-OMRON [35] HKUIS [43] ECSSD [42] SOD [41] MSRAI0K [44]
Evaluation metric Sm Em Sm Em Sm Em Sm Em Sm Em
CA [50] 0.536 0.654 0.572 | 0.696 | 0.543 0.65 0.538 0.613 0.605 0.739
GR [51] 0.601 0.686 0.622 | 0.687 0.619 | 0.627 0.556 | 0.554 | 0.702 0.762
SEG [52] 0.521 0.636 0.562 | 0.605 0.553 0.539 0.513 0.45 0.610 0.596
MR [35] 0.49 0.612 0.591 0.732 | 0.693 0.778 0.583 0.665 0.785 0.877
MC [53] 0.649 0.728 0.684 0.804 | 0.692 | 0.787 0.603 0.687 0.785 0.879
LPS [54] 0.652 0.732 0.63 0.753 0.643 0.745 0.536 | 0.641 0.755 0.85
RR [55] 0.648 0.723 0.677 | 0.792 | 0.697 0.782 | 0.586 | 0.668 0.741 0.846
LGF [56] 0.647 0.73 0.678 0.801 0.687 0.789 0.584 | 0.685 0.778 0.874
DPSG [57] 0.664 0.741 0.691 0.804 | 0.704 | 0.784 | 0.589 0.663 0.808 0.895
NCUT [58] 0.669 0.745 0.682 | 0.788 0.696 | 0.773 0.602 0.663 0.805 0.886
RCRR [59] 0.649 0.721 0.677 0.792 | 0.695 0.782 | 0.588 0.668 0.742 0.847
SMD [60] 0.681 0.728 0.724 0.815 0.734 | 0.799 0.628 0.699 0.839 0.905
FCB [61] 0.614 0.673 - - 0.651 0.742 - - 0.718 0.793
TMR [13] 0.663 0.734 - - 0.724 | 0.776 - - 0.837 0.889
Ours 0.675 0.736 0.733 0.824 0.728 0.79 0.656 0.71 0.841 0.898

TABLE 6. Quantitative analysis of the proposed algorithm with deep learning based saliency detection techniques based on the MAE and AUC values on
four benchmark saliency detection datasets (Bold values indicate highest performance.).

Datasets DUT-OMRON [35] HKUIS [43] ECSSD [42] SOD [41]

Evaluation metric AUC MAE AUC

MAE AUC MAE AUC MAE

KSR16 [63] 0.825 0.131 0.824

0.12 0.823 0.134 | 0.739 | 0.199

RSD-R [64] 0.812 0.178 0.867

0.155 | 0.845 0.172 | 0.753 | 0.226

AMU17 [65] 0.867 0.098 0.882

0.051 0.861 0.059 | 0.789 | 0.142

MSRNet [66] 0.869 0.073 0.889

0.036 | 0.862 | 0.054 | 0.784 | 0.113

PAGR18 [67] 0.813 0.071 0.867 | 0.047 | 0.849 | 0.061 0.744 | 0.147
WSS [68] 0.824 0.11 0.852 | 0.079 | 0.825 0.104 | 0.739 0.17
SSNet [69] 0.773 0.056 0.819 | 0.041 0.813 0.046 | 0.692 | 0.118

BANet-R [70] 0.865 0.059 0.879 | 0.032 | 0.863 0.035 | 0.775 | 0.106

EGNetR [71]

0.865 0.037 | 0.782 | 0.099

HRSOD-DH [72] 0.782 0.065 0.851

0.042 | 0.839 | 0.052 | 0.716 | 0.139

JDFPR [73] 0.852 0.057 0.881 0.039 | 0.862 | 0.049 | 0.768 | 0.123
SCRN [74] 0.864 0.056 0.883 | 0.034 | 0.868 | 0.037 | 0.781 0.107
Ours 0.83 0.174 0.836 | 0.165 0.811 0.2 0.75 0.242

Ty
XEXF

@ (b (0 (d)

(e) (f) (8) (h)

FIGURE 9. Performance analysis of the proposed method with CNN based methods (a) Original (b) GT (c) KSR16 [63]
(d) RSD-R [64] (e) PAGR18 [67] (f) HRSOD-DH [72] (g) EGNet-R [71] (h) Proposed.

mentioned salient object detection methods. This shows the
superiority of the proposed method in retaining the structural
details of the objects as compared to other salient object
detection techniques.
o« For DUT-OMRON dataset: the proposed method
improves Sm score by ~0.89% than NCUT [58] and
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37.75% than MR [35] method. The proposed method
improves Em score by ~0.27% than TMR [13] and
20.26% than MR [35] method.

« For HKUIS dataset: the proposed method improves Sm
score by &x1.24% than SMD [60] and 24.03% than
MR [35] method. The proposed method improves Em
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score by ~1.1% than SMD [60] and 12.57% than
MR [35] method.

o For ECSSD dataset: the proposed method improves
Sm score by ~0.55% than TMR [13] and 11.83%
than FCB [61] method. The proposed method improves
Em score by ~0.13% than LGF [56] and 6.47% than
FCB [61] method.

o For SOD dataset: the proposed method improves Sm
score by ~4.46% than SMD [60] and 22.39% than
LPS [54] method. The proposed method improves Em
score by ~1.57% than SMD [60] and 10.76% than
LPS [54] method.

o For MSRA10K dataset: the proposed method improves
Sm score by ~0.24% than SMD [60] and 17.13% than
FCB [61] method. The proposed method improves Em
score by ~0.34% than DPSG [57] and 13.24% than
FCB [61] method.

E. PERFORMANCE COMPARISON WITH DEEP LEARNING
BASED METHODS

Furthermore, the overall performance of the proposed method
is compared with recently proposed deep leaning-based
approaches as KSR16 [63], RSD-R [64], AMU17 [65],
MSRNet [66], PAGRI18 [67], WSS [68], SSNet [69],
BANet-R [70], EGNet-R [71], HRSOD-DH [72], JDFPR [73]
and SCRN [74]. The comparison of the mentioned deep
learning-based techniques with the proposed technique based
on MAE and AUC scores is presented in Table 6. The
proposed approach achieves equal or better results than deep
learning-based techniques, as shown in Table 6. Considering
the dataset’s reputation for challenging images with crowded
backgrounds, low contrast images, and images with many
objects, the proposed method can give significantly better
results than some of the deep learning-based techniques like
HRSOD-DH [72], SSNet [69], PAGR18 [67], KSR16 [63]
methods in terms of AUC score. For the DUT-OMRON
dataset the proposed method gives ~6.14%, 7.37%, 0.73%,
2.1%, 2.22%, and 0.61% higher AUC value as compared
to HRSOD-DH [72], SSNet [69], WSS [68], PAGR18 [67],
RSD-R [64], and KSR16 [63] methods respectively. For the
DUT-OMRON dataset, the proposed method gives ~2.3%
lower MAE value as compared to RSD-R [64] method. For
the HKUIS dataset the proposed method gives ~2.08%, and
1.46% higher AUC value as compared to SSNet [69], and
KSR16 [63] methods respectively. For the SOD dataset the
proposed method gives ~4.75%, 8.38%, 1.5%, 0.81%, and
1.5% higher AUC value as compared to HRSOD-DH [72],
SSNet [69], WSS [68], PAGR18 [67], and KSR 16 [63] meth-
ods respectively. It is evident from Fig. 9 that the proposed
method is more efficient in detecting complete objects in
images with cluttered backgrounds by preserving the fine
details and boundaries of objects as compared to many of the
deep learning-based methods. From Fig. 9 it can be observed
that though deep learning-based methods give a good score
in terms of MAE score and AUC score, in some cases they
fail to detect the complete object in an image. While the
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TABLE 7. Computational performance of proposed method with other
saliency integration methods. Bold value is used to indicate the lowest
computational time.

[ Methods
[ Time (seconds) [ 0.26 [ 1.07

[ SIHCA[31] | SIAM[30] [ Ours |
[ 0.06 |

proposed method can preserve the boundaries and fine details
of the complete object as compared to other deep learning-
based methods. So the proposed method is efficient in the
task where less complex saliency architecture with accurate
detection of objects by preserving complete boundary is more
important. Also, the computational time required to train
the deep learning-based model is very high as compared to
the machine learning-based model. The method proposed
by Qin et al. [75] which is based on saliency detection with
boundary preservation takes 145 hours to train the model,
whereas the model based on random forest regression takes
only 3 to 4 hours for training which is comparatively very
less. So the proposed boundary preserved saliency detection
model is more computationally efficient as compared to deep
learning-based techniques.

V. RUN TIME

The proposed method generates a saliency map in 1.92 sec-
onds on a 64-bit PC with an i7-4770 3.40 GHz processor
and 32.0 GB RAM. The test is performed on a 300 x
400 image. All of the procedures are executed in MATLAB
2017a. The integration of transformation and learning-based
saliency maps using guided filters takes around 0.06 seconds.
The computational performance of saliency integration time
(which include only the integration time of different saliency
maps) has been presented in Table 7 where the proposed
method minimizes the average integration time by ~76.92%
and 94.39% as compared to SIHCA [31] and SIAM [30]
methods, respectively. So Table 7 indicates that the proposed
method is computationally very fast and efficient in integrat-
ing transformation-based and learning-based saliency maps
than all compared integration methods in Table 7. The overall
final saliency map generation time of the proposed method is
also very less.

VI. LIMITATIONS

In this paper, the saliency detection task as saliency integra-
tion using attention map-based guided filters for integrating
transformation-based and learning-based saliency maps are
incorporated. In the proposed saliency detection task, when
the transformation-based and learning-based saliency maps
are unable to detect the particular salient region at the same
time, the proposed model fails to detect that region as well,
which is illustrated in Fig. 10. Also, it can be observed
from Fig. 10 that the proposed method sometimes detects the
background as an object which affects the performance of the
proposed method. The limitations of the proposed algorithm
can be avoided by adding some class-specific objects like
humans or vehicles etc. in the saliency models to improve
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(e)

(f)

FIGURE 10. Limitations (a) Original (b) GT (c) RCRR [59] (d) DPSG [57] (e) LPS [54] (f) LGF [56] (g) Proposed.

the accuracy for specific vehicle objects or human object
detection tasks. Also, concatenation of different deep features
along with the features used in the proposed method to train
the random forest regression can improve the performance of
the proposed technique.

VIl. CONCLUSION

This paper presents a novel salient object detection tech-
nique that integrates the wavelet-based and learning-based
saliency maps using the edge-preserving guided filter model.
SLIC superpixel segmentation is employed initially for the
input image to speed up the computations. The local and
global wavelet features are used to generate local and global
saliency maps, which are finally integrated to produce the
wavelet-based saliency map. While color, spatial distance,
and textural distance features are used to generate the
learning-based saliency map. The proposed method effec-
tively merges the wavelet-based and learning-based saliency
maps which takes into account the human visual consistent
features of the wavelet-based and learning-based saliency
maps by preserving the boundaries of objects. The use of
guided filters takes into account the neighbor-hood pixel
variations and helps to preserve the object boundaries without
introducing blurring and artifacts. The outcome of substan-
tial experiments carried out on a variety of datasets demon-
strates that the suggested combination of wavelet-based and
learning-based saliency maps outperforms other existing
salient object detection approaches.
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