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ABSTRACT In a non-cooperative context, a receiver has to estimate the communication parameters without
any prior knowledge of the transmitter, which is highly demanding. Estimating a self-synchronous scrambler
is even more challenging because the scrambling sequence of the self-synchronous scrambler is affected by
the input sequence. This paper proposes an improved algorithm for blind estimation of a self-synchronous
scrambler using the orthogonal property without any bias condition of the received signals in direct sequence
spread spectrum (DSSS) systems. We first examine the linear relation of a scrambling sequence using the
repetitive property of the spreading code used in a DSSS system. Using the obtained linear relation and
the basis of the orthogonal complement space, we then acquire the feedback polynomial candidates of
the scrambler. Finally, by calculating the greatest common divisor polynomial of the feedback polynomial
candidates, we estimate the correct feedback polynomial. Through computer simulations, we verify that the
proposed method achieves superior estimation performance compared to the existing method. Furthermore,
we show that the proposed method has practically acceptable computational complexity. For these reasons,
it is expected that the proposed method can be applied to blind estimation of a self-synchronous scrambler
in a practical non-cooperative system.

INDEX TERMS Estimation, communication forensic, self-synchronous scrambler, linear feedback shift

register.

I. INTRODUCTION

In non-cooperative contexts, such as spectrum surveillance
and cognitive radio, a receiver has to blindly estimate the
parameters used in a transmitter without prior knowledge of
the transmitter in order to recover the information. In this
regard, many studies have been conducted on blind estimation
of communication parameters, such as modulation type [1],
[2], source coding [3], channel coding [4]-[6], interleaving
[7], line coding [8], etc.

The direct sequence spread spectrum (DSSS) system is
widely used in military and commercial communication sys-
tems because of its low probability of intercept (LPI) and the
robustness to the narrow-band interference [11]. In the DSSS
system, a scrambler can be used as a randomizer by adding
the scrambling sequence generated from a linear feedback
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shift register (LFSR) to the input of the scrambler. There are
two major types of scramblers: the synchronous scrambler,
which generates a scrambling sequence independently of the
input bits, and the self-synchronous scrambler, whose input
bits affect the state of the LFSRs.

Pertaining to the blind estimation of the scramblers, algo-
rithms that utilize the bias of the received sequence were
proposed in [10] and [11]. Moreover, estimation methods
without using the bias condition of the received sequence
were provided in [12]-[18]. References [12] and [13] pre-
sented the estimation methods that use the dual words of
the channel code, and the rank-based estimation method was
also provided in [14]. In particular, the estimation meth-
ods for the synchronous scrambler in DSSS systems were
developed in [15] and [16], which employ a triple correla-
tion and eigenvalue decomposition, respectively. However,
the aforementioned methods suffer from high computational
complexity due to the full search of all possible feedback
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polynomials [10]-[15] or huge matrix computation [16].
On the other hand, [17] most recently presented a method
that blindly estimates the feedback polynomial of the syn-
chronous scrambler in DSSS systems by using the repetitive
property of the spreading code and the inherent linearity
of the scrambled sequence. Compared to previous studies,
the method in [17] showed remarkable estimation perfor-
mance improvement and drastically reduced the computa-
tional complexity. As an extension of [17], [18] first presented
a blind self-synchronous scrambler estimation method in the
DSSS system. However, the method in [18] obtains only one
feedback polynomial from Gaussian elimination, which can
be wrong if the received signals suffer from severe noise.
Therefore, it is encouraged to find more than one feedback
polynomial candidate and verify them to improve estimation
performance.

To solve the problem in [18], this paper proposes an
improved algorithm for blind estimation of a self-synchronous
scrambler using an orthogonal complement space without
any bias condition of the received signals in DSSS systems.
To achieve this, we first examine the linear relation of a
scrambling sequence through the repetitive property of the
spreading code used in the DSSS system. Using the obtained
linear relation and the basis of the orthogonal complement
space, we then acquire as many candidates for the feedback
polynomial of the scrambler as possible. Considering the bit
errors induced from a noisy channel, we conduct a verifica-
tion process for each feedback polynomial candidate. Finally,
we estimate the correct feedback polynomial by calculating
the greatest common divisor (GCD) polynomial of all verified
feedback polynomial candidates. To validate the proposed
method, we carry out computer simulations and compare
the estimation probabilities of the proposed method with the
method in [18] for various degrees of feedback polynomials.

The contributions of this paper can be summarized as
follows:

o The main contribution of this paper is that an improved
self-synchronous scrambler estimation algorithm com-
pared to the existing algorithm in [18] is developed. The
specific contributions are described in what follows.

— It is shown that the coefficient vectors of the mul-
tiples of the correct feedback polynomial form the
basis of an orthogonal complement space spanned
by the shift-and-added sequence of the received
sequence.

— A method of obtaining as many candidates as
possible for the feedback polynomial of the
self-synchronous scrambler is proposed, which uti-
lizes the basis of the orthogonal complement space.

— An effective process for the verification of each
feedback polynomial candidate is provided by using
the orthogonality of the coefficient vectors of the
feedback polynomial candidate
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FIGURE 1. Simplified block diagram of a DSSS system with a
self-synchronous scrambler.
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FIGURE 2. Self-synchronous scrambler for the feedback polynomial
cX) =1+ x +x2 + - +cpx™.

— Animproved estimation algorithm that includes the
methods of obtaining and verifying the feedback
polynomial candidates is provided.

The remainder of this paper is organized as follows.
Section II describes the system model. Section IIU proposes
a blind self-synchronous scrambler estimation algorithm.
Section OV shows the estimation performance under various
simulation setups and the execution time of the proposed
algorithm, and Section V concludes the paper.

Il. SYSTEM MODEL

Fig. 1 shows a simplified block diagram of a DSSS system
with a self-synchronous scrambler, where m; is a message
bit, w; is a spreading code bit, y; is an input bit to the self-
synchronous scrambler, p; is a scrambling bit, and s; is a
scrambled bit. The spreader generates the spread sequence
bit (yl)ﬁig*'k_l from the message bit m; and the k-bit length

spreading code (wj)‘]/.zk_

1 .
o - Which can be expressed as

Yierj =my ®wj, forO0<j<k-—1. D

The scrambled bit s; is then generated by adding the scram-
bling sequence bit p; to the spread sequence bit y; and can be
expressed as

sE=Y1®pi
=m ®w;®py,forl =kt +j. 2)

In Fig. 2, we depict a self-synchronous scrambler for the
n degree feedback polynomial ¢ (x) = 1 + c1x + cox? +
-+ 4 c,x". Then, the scrambling sequence (p;);~, which is
generated by the LESR, has the following linear relation:

Pl = D Cisi—i- 3
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From (2) and (3), we obtain
s =y @ (@) cisi—i), for I > n. “4)

Note that to estimate the feedback polynomial of the self-
synchronous scrambler, it is necessary to remove the spread
sequence bits (yl)fjg“‘ ! from (4). Therefore, to cancel out

the spread sequence bits in (4), u; is defined as [18]

up = 8; D Si+1 D ik D S14k+1)- (5)

By substituting (2) to (5) and using the repetitive property of
the spreading code, it can be readily seen that

=pi ®piv1 O pivk ®pirkr1, forl#0 mod k. (6)
Then, by substituting (3) to (6), #; can be rewritten as
up = (& city—i) , for I#£0 mod k, [ > n. @)

Ill. PROPOSED ALGORITHM FOR ESTIMATION OF A
SELF-SYNCHRONOUS SCRAMBLER

In this section, we propose an improved blind estimation
method of a self-synchronous scrambler. First, we present an
algorithm for the estimation of the self-synchronous scram-
bler in a noiseless channel and then extend it to a noisy
channel.

A. BLIND ESTIMATION OF A SELF-SYNCHRONOUS
SCRAMBLER IN A NOISELESS CHANNEL
For the self-synchronous scrambler estimation, we propose a
method to acquire as many feedback polynomial candidates
of the scrambler as possible by finding the basis of the orthog-
onal complement space. To do this, we first examine the
orthogonality of the feedback polynomial coefficient vector.
With the vector representation, (7) can be expressed as
follows:

((17 Cly c}’l) ) (ula U—1,--, ul*i’l)> mOd 2 = 07
for I#0modk, (8)
where (-, -) represents the inner product. Let the vector (1, ¢y,

., ¢p) with the coefficients of the feedback polynomial of
the self-synchronous scrambler be simplified to ¢. According
to (8), if /50 mod k, then ¢ is orthogonal to the consecu-

tive n-length vectors of the sequence (u;, u;j—1, - - - , uj—p) for
I#£0 mod k. ‘
Now, we define the g-bit length vector ¢/ as
J g—j—n—1
: —_—— —_—~—
¢ =10,---,0,1,cr.ca.-+ 0, 0,4+ ,0],
j=0,...,9—n—1. (9

Then, from (8) we obtain
<(u )\

From (10), we can see that the vectors ¢>/ are orthogonal
to the consecutive g-bit length sequence (ul);;g-q*”. There-
fore, the vectors {¢>/|j=0,---,q—n— 1} belong to the

>>j> mod 2 =0, foriOmodk. (10)
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FIGURE 3. Finding the basis of the orthogonal complement space by
using Gauss-Jordan elimination.

orthogonal complement space of the vector space spanned
by (ul);;f.q_l). Note that {¢>/|j=0,---,qg—n—1} are
the bas1s of the orthogonal complement space spanned by
(uy )’ =1 gince each vector of ¢>/ is independent.

Therefore finding the basis of the orthogonal complement
space is equivalent to finding the candidates for the feedback
polynomial of the self-synchronized scrambler. The basis of
the orthogonal complement space can be obtained by using
Gauss-Jordan elimination as shown in Fig. 3, which is based
on Theorem 1 in [19]. For a matrix or a vector A, we denote
the transpose of A as AT .

Theorem 1 [19]: Let the matrix A = (G”|I) be the
augmented matrix of the ¢ x n matrix G’ with rank r and
the g x g identity matrix I. In addition, let H be the submatrix
of size (g —r) x g at the lower right corner of the reduced row
echelon form (RREF) of A. Then, H- G = 0 holds.

The algorithm finding the basis of the orthogonal comple-
ment space based on Theorem 1 is summarized in Algorithm
1. Since finding the orthogonal complement space is equiv-
alent to finding the candidates of the feedback polynomial,
which are indeed the multiples of c(x), the feedback polyno-
mial candidates can be obtained by using Algorithm 1.

Algorithm 1 Finding the Basis of the Orthogonal Comple-
ment Space
Input:

n vectors of length g, (v,-)l[.]: 1
Output:

Basis of the orthogonal complement space
1. Construct matrix G = (v1 | v]]| -
2. Do binary Gauss-Jordan ehmlnatlon on the

augmented matrix G| I.

3. Return the row vectors of matrix H of G| I.

Then, the feedback polynomial candidate that has the
smallest degree is chosen as the feedback polynomial of
the self-synchronous scrambler. We summarize the proposed
blind estimation method of the feedback polynomial for a
noiseless channel in Algorithm 2.

B. BLIND ESTIMATION OF A SELF-SYNCHRONOUS
SCRAMBLER IN A NOISY CHANNEL

In this subsection, we extend Algorithm 2 to a noisy channel.
In a noisy channel, a polynomial that is not a multiple of
c(x) can appear in the outputs of Algorithm 1 due to the bit

VOLUME 10, 2022



Y. Kim et al.: Blind Estimation of Self-Synchronous Scrambler Using Orthogonal Complement Space

IEEE Access

Algorithm 2 Blind Estimation of the Feedback Polynomial
of the Self-Synchronous Scrambler in a Noiseless Channel

Algorithm 3 Blind Estimation of the Feedback Polynomial
of the Self-Synchronous Scrambler in a Noisy Channel

Input:
(57)7>1 : scrambled sequence of length §
k: spreading code length
ng,: upper bound of the degree of the feedback
polynomial
Output:
0: Feedback polynomial
I. 0«0.
2. up <5 D11 D Sivk DB Siyk+1)-
3. Forj=1tony
4. v = (uz)?’:h;::ﬂ;”wl)
5. Do Algorithm 1 with {vq, v2, ---
6. Add the result of Step 5 to ®.
7. 0 < the feedback polynomial candidate that has
the smallest degree in ©.
8. Returné.

In Step 6, the output of Step 5 is converted into a polynomial and added to ©.

> Vg, }

errors induced from the channel. To find the correct feedback
polynomial in a noisy channel, Algorithm 2 is iteratively
performed for L times in the same manner in [18]. How-
ever, even if Algorithm 2 is repeatedly performed, the incor-
rect feedback polynomial can still be obtained. For further
improvement, in this paper, we propose verification of the
feedback polynomial candidates using (10) to check whether
the polynomial obtained from Algorithm 2 is a multiple of
c(x) or not.

In a noiseless channel, the inner product of an arbi-
trary vector and a vector in the vector space spanned
by (u)i_ ™", i£0mod k is 0 with a probability of 1/2.
In addition, the inner product of ¢/ and the vector in the
vector space spanned by (ul);;g-q_l) ,i#=0 mod k is always
0 because of (10). On the other hand, in a noisy channel,
the inner product of ¢>J and the vector in the vector space
spanned by (ul);;g-q*” ,i=0 mod k is 0 with a probability
smaller than 1 because of the bit errors. However, it is still
larger than 1/2. Using this probability gap, we can distinguish
the right feedback polynomial candidates from the wrong
ones and verify the feedback polynomial candidates to deter-
mine the correct feedback polynomial.

After verifying each feedback polynomial candidate, the
GCD polynomial of all verified feedback polynomial can-
didates is determined as the correct feedback polynomial.
We summarize the proposed blind estimation method of the
feedback polynomial for the noisy channel in Algorithm 3.
In Step 11, deg(0) denotes the degree of the polynomial  and
the verification parameter R determines how many sequences
are used for the verification of 6.

The number of iterations L and the verification parameter R
affect the minimum length of the received sequence required
to run Algorithm 3. If we denote the minimum length of the
received sequence required to run Algorithm 3 as M, it can
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Input:
(s1)j_; : scrambled sequence of length S
k: spreading code length
ng,: upper bound of the degree of the feedback
polynomial
L: number of iterations, Ah: shift parameter
TH: threshold for the verification
R: verification parameter

Output:

6: Feedback polynomial

1. e «~ 0.

2. Uy < 57 D Si+1 D Si+k D S14k+1)-

3. offset < ny,

4, For ITER=1to L

5. Forj=1tony

N A i

7. Do Algorithm 1 with {vy,v2, -+, vy, }

8. offset <offset +k

9. Add the result of Step 7 to ®

10. For each polynomial 0 in ®,

11. ¢ < deg (0) + 1, scorej < 0.

12. Forj=0tony — ¢

13. scorej = R1 é [l - ((u[)’;’:",:::jr_k;n’h_]), 0>>j> mod 2 = O].
14. If there is no_ Jj such that score; < TH, then

delete 6 from ©.
15. 0 <—the GCD polynomial of all polynomials in ®
using the Euclidean algorithm [20], [21].
16. Return 6.

The parameter offset is used to avoid u; for i = 0 mod k. In Step 9, the output of Step 7 is converted

into a polynomial and added to ©.

be obtained by
M = max{(ny + L — )k +ny, (R — Dk 4+ ng}. (11)

In (11), the first term is the minimum length of the received
sequence required to run Steps 4 to 9, and the second term is
that for running Steps 12 to 14 in Algorithm 3. In practice,
it is plausible to assume that L > R because it is important to
obtain as many feedback polynomial candidates as possible,
and thus, we can rewrite (11) as

M = (ng, + L — 2)k + ny,. (12)

Note that Algorithm 3 first finds as many feedback polyno-
mial candidates as possible in Steps 4 to 9 using the basis
of the orthogonal complement space and then determines
the correct feedback polynomial in Steps 10 to 14 using the
probability gap of the inner product.

The threshold TH, which is used to distinguish the right
feedback polynomial candidates from the wrong ones in
Step 14, affects the estimation performance of Algorithm 3.
If TH is too small, the polynomial that is not a multiple
of the correct feedback polynomial indeed can be included
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TABLE 1. Feedback polynomials of the self-synchronous scrambler used
in simulations for various polynomial degrees.

Degrees of polynomials Feedback polynomial
(n) (c(x))
10 x4+
15 x4+
20 120084 a1
25 254 1
30 1304 040 +1

B =10% (S=31,418)
*1=2x10° (S=62,418)
08l L =10 (5=310,418)
> L=2x10* (5=620,418)
B
Sost il
§06
o
=
S
T04f ]
E
k7]
L
0.2f i
. . . _— A

0 —_ =t
0.07 0.08 0.09 01 011 012 0.13 0.14
BER

FIGURE 4. Estimation probability of Algorithm 3 versus BER for various L.

in ®. On the other hand, if TH is too large, a multiple of
the correct feedback polynomial cannot be included in ®.
Therefore, it is important to set TH to an appropriate value.
After performing simulations by changing the values of TH,
we find that Algorithm 3 shows satisfactory performance
when TH is 0.55, and therefore, we set TH to 0.55 in the
simulations.

IV. ESTIMATION PERFORMANCE

In this section, to validate the proposed method, we show the
estimation probability of Algorithm 3 for various bit error
rates (BER) in a binary symmetric channel. Furthermore, the
computational complexity and the execution time of Algo-
rithm 3 are investigated. Throughout the simulations, we set
the verification parameter, R, to 3 X 103, the upper bound
of the degree of the feedback polynomial, ny, to n + 5, and
the length of the spreading code, &, to 31, respectively. The
feedback polynomials for various polynomial degrees, which
are used in the simulations, are shown in Table 1.

We show the estimation probability of Algorithm 3 for var-
ious L to check the effect of L on the estimation performance
in Fig. 4. In the simulations, we set n to 10 and L to 103,
2 x 103, 104, and 2 x 10%, respectively. The length of the
received sequence, S, is also described in parentheses with
L in Fig. 4. From Fig. 4, we can observe that the estimation
probability increases as L becomes large. In specific, the esti-
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FIGURE 5. Estimation probability of Algorithm 3 (proposed) and
Algorithm 2 in [18] for various BERs when L = 104,

mation probabilities of Algorithm 3 reach almost 0.9 at BERs
of 0.093, 0.095, 0.097, and 0.099 for L = 10°, 2 x 10°, 10%,
and 2 x 10%, respectively. This is because, as L increases, the
probability of obtaining the multiples of the correct feedback
polynomials increases in Steps 4 to 9 of Algorithm 3. From
the simulation results, we can also confirm that there is a
trade-off between the estimation probability and the amount
of received data because as L becomes large, the receiver
requires a larger amount of data to run Algorithm 3.

To compare the performance, the estimation probabilities
of Algorithm 2 in [18] are also given for the same parameters
in Fig. 5. In the simulations, we set L to 10* for Algorithm 2
in [18] and Algorithm 3 of this paper, and the length of the
received sequence, S, is set to 310,418 which is obtained from
(12) when L is 10*. From Fig. 5, we can see that the estimation
probabilities of Algorithm 3 can reach around 0.9 at BERs of
0.09, 0.06, and 0.035 for the feedback polynomial degrees
n = 10, 20, and 30, respectively, whereas estimation prob-
abilities of Algorithm 2 in [18] reach almost 0.9 at BERs of
0.08, 0.041, and 0.021 for the feedback polynomial degrees
n = 10, 20, and 30, respectively. From the results, we see
that the proposed method outperforms the previous method
in [18]. This is due to the fact that the proposed method
can find more feedback polynomial candidates compared to
[18] and has verifications, which result in better estimation
probabilities.

Next, we show the computational complexity of Algo-
rithm 3 in terms of the bitwise operations in Table 2, along
with that of Algorithm 2 in [18]. From Table 2, we can see
that the computational complexity of Algorithm 3 increases
as the number of iterations L increases. Therefore, the exe-
cution time also increases as L becomes large. Compared to
Algorithm 2 in [18], the complexity of Algorithm 3 slightly
increases due to the verifications of the feedback polynomial
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TABLE 2. Comparison of the computational complexities of Algorithm 3
and Algorithm 2 in [18].

Bitwise computational complexity

Step Algorithm 3 Step Algorithm 2 in [18]
2 o(s) 1 O(my,L+5)
39 o(myL) 2 -
10-14 O(anmzR) 3 O(n,,] log’ ”,h)
15 O( nylog’n,, )
O(mL+S+an,R
Total Total O(n,,fL +S+mn,log’n, )
+n,, log’ n,h)

a: Average number of polynomials in Step 5,
S: Bit length of the input sequence.

700

600 1
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5001 1

N
o
o

w
o
o

Execution time (m

N
o
o

10 15 20 25 30 35 40
Degree of feedback polynomial(n)

FIGURE 6. The execution time of Algorithm 3 for various feedback
polynomial degrees (n).

candidates. However, in what follows, we will show that the
execution time is still acceptable in a practical sense.

To check the execution time of Algorithm 3, we perform
the simulations with an AMD Ryzen 5 3600 of 3.58 GHz
and 32 GB RAM. We depict the results in Fig. 6, where
the x-axis and y-axis represent the degree of the feedback
polynomial n and time (ms), respectively. The execution time
is measured by the average time of 100 runs when L = 10*.
As can be seen in Fig. 6, even when the degree of the feedback
polynomial is 40, the execution time is shorter than 700ms,
which is acceptable in practice.

V. CONCLUSION

In this paper, we proposed an improved algorithm for blind
estimation of a self-synchronous scrambler using the orthog-
onal complement space without any bias condition of the
received signals in DSSS systems. By applying the method
for calculating the basis of the orthogonal complement space,
we obtained as many feedback polynomial candidates of the
scrambler as possible to improve the estimation performance.
Considering the bit errors induced from a noisy channel,
verifications for each feedback polynomial candidate were
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conducted, and then the correct feedback polynomial was
estimated by calculating the GCD polynomial of all verified
feedback polynomial candidates. Through computer simula-
tions, we showed that the proposed method had superior per-
formance compared to the conventional method in terms of
the estimation probability. It is noteworthy that the execution
time of the proposed method is practical, even if there is a
slight increase in computational complexity compared to the
previous method. Therefore, it is expected that the proposed
method can be applied to a practical system.

In this paper, we assume that we can collect a sufficient
amount of data to construct as many matrices as we need.
Considering when the scant data are collected, future work
could include efficient blind scrambler estimation for the
cases where there is scant data.
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