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ABSTRACT The optimal test point placement problem in existing research results is mainly limited to
the qualitative study of whether faults can be diagnosed without considering the difficulty of diagnosing
faults. We proposed an optimal test point placement approach based on fault diagnosability quantitative
evaluation to solve the above problem. First, the fault diagnosability is quantitatively evaluated based on the
maximum mean discrepancy (MMD). Then, the problem of optimal test point placement is considered a
multi objective optimization problem. The optimal test point set is solved using the multi objective sparrow
search algorithm (MOSSA) based on the fault diagnosability quantitative evaluation results, considering
limitations on the test point number, reliability, and cost. Finally, the proposed approach is used to optimize
the placement of test points in the switching power supply system. The simulation results show that only
three test points need to be placed to make the system meet the fault diagnosability requirements. Two test
point placement schemes are obtained, which can be selected according to different practical requirements.
The experimental results illustrate that the proposed approach can optimize the system test point placement
while ensuring good fault diagnosability.

INDEX TERMS Fault diagnosability, quantitative evaluation, maximum mean discrepancy, test point
placement, sparrow search algorithm.

I. INTRODUCTION
As systems become more complex in function and composi-
tion, the probability of failure increases. Fault diagnosis tech-
niques are the key to ensuring the safe, correct, and efficient
operation of the system. Scholars have conducted extensive
research on fault diagnosis techniques [1]–[3]. However, fault
diagnosis cannot be performed if the measurement data does
not reflect the fault information adequately. Therefore, it is
necessary to improve the fault diagnosability and fundamen-
tally improve the fault diagnosis capability of the system.

Fault diagnosability is the basis of fault diagnosis, includ-
ing fault detectability and fault isolability [4]. As an essen-
tial design characteristic, fault diagnosability fundamentally
reflects the ability of the system to diagnose faults. Fault
diagnosability research mainly includes fault diagnosabil-
ity evaluation and fault diagnosability design [5], [6]. Fault
diagnosability evaluation measures the ability to detect and
isolate faults, which can obtain the difficulty of diagnosing
faults in the system under the current resource allocation.
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For faults with low diagnosability or can not be diagnosed,
improving the fault diagnosis algorithm alone cannot effec-
tively improve the fault diagnosis effect. Then the test points
in the system need to be optimally placed to obtain more
fault information or enhance the quality of the obtained fault
information. Thus, fault diagnosability evaluation can guide
optimal test point placement. The results of fault diagnos-
ability evaluation can be qualitative [7], [8] or quantitative
[9]–[12]: qualitative evaluation indicates whether faults can
be detected or isolated, and quantitative evaluation measures
the difficulty of detecting or isolating faults. When the fault
diagnosability index is low, the system needs to be optimally
designed. In general, fault diagnosability can be enhanced
by adding test points or sensors to increase the measure-
ment information [13]. However, the system structure and
economic conditions limit the location and number of test
points. Moreover, adding test points can reduce overall relia-
bility. Therefore, the problem of optimal test point placement
to improve system fault diagnosability needs to be further
investigated.

The optimal test point placement meets the fault diag-
nosis requirements most economically and reliably by
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optimizing the number and location of test points or other
parameters. Ye et al. proposed a test optimization selec-
tion method based on the improved binary particle swarm
algorithm for the problem that critical faults with a small
probability of occurrence are easily missed [14]. Sun et al.
considered the uncertainty in the test and diagnostic pro-
cess and proposed an optimal test point selection method
under test unreliability conditions [15]. Han et al. based
on NSGA-3 multi objective optimization algorithm and
Bayesian networks to selection test scheme [16]. Saeedi et al.
constructed a fault isolation table to obtain the minimum
test set that can diagnose all faults by continuously selecting
the tests associated with the maximum fault numbers [17].
Zhai et al. proposed a multi objective test optimization selec-
tion method based on NSGA-II under unreliable testing con-
ditions [18]. Yassine et al. proposed an approach based on the
structural model and Dulmage-Mendelsohn decomposition
for optimal sensor placement. The approach assumes that the
setup cost of the sensor is defined for each possible vari-
able, and the minimum cost sensor configuration solution is
found according to the diagnosability criterion [19]. Liu et al.
defined fault detectability and isolability criteria based on
fault propagation directed graphs and then designed a min-
imum cost sensor configuration method [20]. Song et al.
combined the symbolic directed graph model with fuzzy
probability and proposed an optimal designmethod for sensor
distribution based on fault propagation weights and mon-
itoring costs [21]. However, the existing results focus on
qualitative studies, i.e., each test point to fault diagnosability
is focused on the qualitative evaluation of whether the fault
can be diagnosed without considering the influence of test
points placement on the ease of fault diagnosis.

As a kernel learning method, maximum mean discrep-
ancy (MMD) was first proposed to solve the two-sample
detection problem, determining whether two distributions are
identical. Nowadays, MMD has been widely used in machine
learning and statistics. For example, Long et al. incorporated
MMD into deep neural networks to construct an adaptive
normalized subspace migration learning framework [22].
Based on MMD, Jia et al. proposed a new anomaly detec-
tor to evaluate the applicability of the studied data or the
extracted feature set for fault prediction and health manage-
ment tasks [23]. Li et al. proposed a deep migration learn-
ing method based on MMD to solve the problem of rolling
bearing fault diagnosis using unlabeled data [24]. Han et al.
proposed a novel migration learning method based on hybrid
distance-guided adversarial networks using Wasserstein dis-
tance and MMD for measuring domain distances in different
metric spaces to improve domain alignment [25]. Wang et al.
introduced a loss function based on MMD in deep transfer
networks to extract similar latent features and reduce the
distribution differences between source and target data [26].
In measuring the difference between the distributions, MMD
has the advantage over Kullback-Leibler divergence [27] and
Barotropic coefficient [28]. MMD is a measure of distance,
satisfying positive definiteness, symmetry, and triangular

inequality; MMD can also reflect the difference between
distributions even if the two distributions do not overlap or
overlap very little.

This paper proposes an optimal test point placement
approach based on fault diagnosability quantitative evalu-
ation to address the shortcomings of the current results.
First, fault diagnosability is quantitatively evaluated based on
MMD. Then, the multi objective sparrow search algorithm is
used to calculate test point sets thatmeet the fault diagnosabil-
ity requirements. Thus, fault diagnosability is incorporated as
a system feature at the beginning of the design process, and a
fundamental improvement in fault diagnosability is achieved.

The rest of this paper is organized as follows. Section II
introduces the fault diagnosability quantitative evaluation
method based on MMD. Section III presents a brief descrip-
tion of the sparrow search algorithm and gives the pro-
cess to achieve multi objective optimal test point placement
based onmulti objective sparrow search algorithm (MOSSA).
Section IV uses a switching power supply system as an exam-
ple to verify the proposed method. Finally, Section V gives
some conclusions.

II. FAULT DIAGNOSABILITY QUANTITATIVE EVALUATION
BASED ON MMD
A. BASIC IDEA
The measurement data obtained when different faults occur
in the system may differ. So the fault diagnosability can be
judged according to the similarity of measurement data in
different fault modes. If there is little similarity between the
measurement data when fault fi occurs and the normal state,
fi is easier to detect. If there is little similarity between the
measurement data when fault fi occurs and fault fj occurs,
fi and fj are easier to isolate.
Suppose X =

[
x1, · · · , xn1

]
, Y =

[
y1, · · · , yn2

]
are two

random variables, x1, · · · , xn1 and y1, · · · , yn2 are indepen-
dent samples of identically distributed random variables and
satisfy X ∼ P, Y ∼ Q. P and Q are unknown multivariate
distributions. MMD measures the similarity between P and
Q by calculating any order moments of X and Y . P and Q
are identical if any order moments of X and Y are the same.
Otherwise, the moment with the largest discrepancy is used to
measure the similarity between X and Y . Based on the above
analysis, fault diagnosability quantitative evaluation can be
converted into the problem of measuring the similarity of
measurement data under different fault modes based on the
MMD. The specific method is described below.

B. SPECIFIC METHOD
Suppose there are d test points in the system. Since any
of these test points can be used, a total of 2d − 1 test
point combinations can be used for fault diagnosis. The set
of all possible test point combinations is denoted as T ={
T1,T2, · · · T2d−1

}
, where Ti denotes the ith test point com-

bination, 1 ≤ i ≤ 2d − 1. The normal state is denoted as
f0. Under the λth test point combination Tλ, the measurement
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data when fault fi occurs is denoted as Xλ =
[
xλ1 , · · · , x

λ
n1

]
∈

Rnλ×n1 ; the measurement data when fault fj occurs is denoted
as Yλ =

[
yλ1, · · · , y

λ
n2

]
∈ Rnλ×n2 , where nλ is the number of

test points in the test point combination Tλ.
H is denoted as a divisible Hilbert space with the inner

product 〈·, ·〉H and associated norm ‖·‖H (The norm onH is
defined as ‖h‖H = 〈h, h〉

1/2). Suppose Xλ ∼ Pλ and Yλ ∼
Qλ, then the distances of distributions Pλ and Qλ on H can
be expressed as [29]:

∆(Pλ,Qλ) = sup
f ∈F

∣∣EXλ∼Pλ f (Xλ)− EYλ∼Qλ f (Yλ)
∣∣.

(1)

where F is a class of real-valued functions on H, E is
the expectation. ∆(Pλ,Qλ) is called the MMD between
Pλ and Qλ. For the ease of description, we denote
∆(Xλ,Yλ) ⇐⇒ ∆(Pλ,Qλ). (1) defines a pseudo-distance
metric between two probability distributions. For ∀P,Q,R,
a pseudo-distance metric∆(·, ·) should satisfy the following
conditions [30]:

1) ∆(P,P) = 0.
2) ∆(P,Q) = ∆(Q,P).
3) ∆(P,R) ≤ ∆(P,Q)+∆(Q,R).
The choice of F needs to satisfy two requirements.

1) Equation (1) must be able to measure the distance between
distributions, i.e., ∆(Pλ,Qλ) needs to satisfy:

∆(Pλ,Qλ) = 0⇔ Pλ = Qλ. (2)

2) F should be a subset ofH such that ∆(Pλ,Qλ) is finite.
The following definitions are made to select suitable F to

satisfy the above two requirements.
Definition 1 (Reproducing Kernel Hilbert Space, RKHS):

Suppose k is a positive definite kernel, then for ∀x1, · · · , xn ∈
H, ∀α1, · · · , αn, we can obtain:

n∑
i,j=1

αiαjk
(
xi, xj

)
≥ 0. (3)

The equality sign holds if and only if α1 = · · · = αn = 0. Let
X be a nonempty data set, φ (x) = k (x, ·). Then there exists
a unique real valued functions Hilbert spaceH (k) inHwhich
satisfies:

1) ∀x ∈ H, φ (x) ∈ H (k).
2) ∀f ∈ H,∀x ∈ X , 〈f , φ (x)〉H(k) = f (x).
H (k) is called the RKHS of k .
Definition 2 (Characteristic Kernel): B (k) = {f ∈

H (k) |‖f ‖H(k) ≤ 1} is denoted as the unit ball on H (k).
Assume that F and k satisfy F = B (k). If ∆(P,Q) =
0 ⇔ P = Q, then k is called the characteristic kernel.
Common characteristic kernels include the Gaussian kernel

k (x, y) = exp
(
−
‖x−y‖2

2σ 2

)
, Exponential kernel k (x, y) =

exp
(
−
‖x−y‖
2σ 2

)
, Laplacian kernel k (x, y) = exp

(
−
‖x−y‖
σ

)
,

σ > 0, etc.
Definition 3: (Kernel Mean Embedding) Suppose P

satisfies EX∼P
(√

k (X ,X)
)

< ∞. Then there exists

FIGURE 1. The kernel mean embedding framework.

µP = EX∼P [φ (X)] ∈ H (k) such that for ∀f ∈ H (k):

Ef (X) =
∫
X
p (dX)f (X)

=

∫
X
p (dX) 〈φ (X) , f 〉H(k)

=

∫
X
〈p (dX) φ (X) , f 〉H(k)

= 〈µP, f 〉H(k) . (4)

µP is called the kernel mean embedding of P in H (k).
It can be seen that taking F = B (k) while k is the char-

acteristic kernel can solve the two requirements mentioned
before from above definitions. Then (1) can be rewritten as:

∆(Pλ,Qλ)

= sup
f ∈H(k),‖f ‖H(k)≤1

∣∣EXλ∼Pλ f (Xλ)− EYλ∼Qλ f (Yλ)
∣∣

= sup
f ∈H(k),‖f ‖H(k)≤1

∣∣∣〈µPλ , f 〉H(k) − 〈µQλ , f 〉H(k)∣∣∣
= sup

f ∈H(k),‖f ‖H(k)≤1

∣∣∣〈µPλ − µQλ , f 〉H(k)∣∣∣ . (5)

According to the characteristics of the norm, we can get:∣∣∣〈µPλ − µQλ , f 〉H(k)∣∣∣
≤ ‖µPλ − µQλ‖H(k)‖f ‖H(k)
≤ ‖µPλ − µQλ‖H(k). (6)

At this point, ∆(Pλ,Qλ) can represent the discrepancy
between the kernel mean embedding of Pλ andQλ on RKHS:

∆(Pλ,Qλ)

= sup
f ∈H(k),‖f ‖H(k)≤1

∣∣∣〈µPλ − µQλ , f 〉H(k)∣∣∣
= ‖µPλ − µQλ‖H(k). (7)

Fig. 1 shows the kernel mean embedding framework. The
distribution is mapped to a point in RKHS, and the distance
between two distributions can be calculated by the inner
product.
µ cannot be calculated directly. Since the sample mean is

an unbiased estimate of the expectation, the sample mean is
used to calculate µ. The value of ∆(Pλ,Qλ) depends on the
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discrepancy between the means of φ (Xλ) and φ (Yλ) inH (k):

∆(Pλ,Qλ)2

= ‖µPλ − µQλ‖
2
H(k)

= ‖
1
n1

n1∑
i=1

φ
(
xλi
)
−

1
n2

n2∑
j=1

φ
(
yλj
)
‖
2
H(k)

=
1

n21

n1∑
i,j=1

〈
φ
(
xλi
)
,φ
(
xλj
)〉
+

1

n22

n2∑
i,j=1

〈
φ
(
yλi
)
,φ
(
yλj
)〉

−
2

n1n2

n1,n2∑
i,j=1

〈
φ
(
xλi
)
, φ
(
yλj
)〉
. (8)

According to the reproducibility of H (k), we can get:〈
φ
(
xλi
)
, φ
(
xλj
)〉
H(k)
=

〈
φ
(
xλi
)
, k
(
xλj , ·

)〉
H(k)

= k
(
xλi , x

λ
j

)
. (9)

Thus, (8) can be expressed as:

∆(Pλ,Qλ)2

=
1

n21

n1∑
i,j=1

k
(
xλi , x

λ
j

)
+

1

n22

n2∑
i,j=1

k
(
yλi , y

λ
j

)
−

2
n1n2

n1,n2∑
i,j=1

k
(
xλi , y

λ
j

)
. (10)

The fault diagnostic performance is related to the selected
test points. Since any test point combination can perform
fault diagnosis, the maximum value of MMD of all test point
combinations is taken as the fault diagnosability evaluation
result. According to the above analysis, the fault diagnosabil-
ity evaluation formula can be expressed as follows:

D
(
fi, fj

)
= max {∆(Pλ,Qλ)}. (11)

where i, j = 0, 1, · · · , i 6= j, λ = 1, · · · , 2d − 1. D (fi, f0)
represents the fault detectability of fi, D

(
fi, fj

)
represents the

fault isolability between fi and fj. The larger of D (fi, f0),
indicates that fi has the stronger detectability, and it is easier
to be detected. The larger of D

(
fi, fj

)
, indicates that fi and fj

have the stronger isolability, and they are easier to be isolated.
Since a fault does not have isolability from itself, the case of
D
(
fi, fj

)
, i = j is not considered. According to (10) and (11),

we can get D
(
fi, fj

)
= D

(
fj, fi

)
.

Detecting fi can be considered as isolating fi and f0. With-
out considering the measurement noise, if fi and fj are not
isolable, then D

(
fi, fj

)
= 0. However, due to the inevitable

existence of various disturbing factors in the actual mea-
surement process, the fault diagnosability evaluation result
will be slightly larger than 0. Therefore, if fi and fj are not
isolable, then denote D

(
fi, fj

)
= ξ . ξ can be determined by

calculating theMMD between the two measurement data sets
under same states using all d test points. Then it is necessary
to design the diagnosability threshold ε. If D (fi, f0) > ε, fi is
detectable, otherwise fi can not be detected; if D

(
fi, fj

)
> ε,

fi and fj are isolable, otherwise fi and fj can not be isolated.

The diagnosability threshold ε affects the diagnosability of
faults and should be selected according to the measurement
noise intensity. The greater the intensity of the measurement
noise, the larger the ε should be.

III. OPTIMAL TEST POINT PLACEMENT
Theoretically, if test points are placed at all possible locations
in the system, the fault diagnosability can be maximized.
However, the above solution is not feasible in practice. There-
fore, it is necessary to optimize the test point placement
considering the space, reliability, cost, or other objectives.
Therefore, this paper proposes an optimal test point place-
ment approach based on MOSSA to provide a new way for
optimal test point placement research.

A. CONSTRAINT FUNCTIONS
Suppose there are m faults. Since the fundamental purpose
of optimal test point placement is to ensure that the system
has good fault diagnosability, the qualitative evaluation and
quantitative evaluation of the fault diagnosis capability are
considered in this paper. The following four constraint func-
tions are proposed for the test point placement process.

1) FAULT DIAGNOSABILITY QUANTITATIVE EVALUATION
INDEX CONSTRAINTS
a: FAULT DETECTABILITY INDEX (FDI)
If a fault is undetectable, then the fault is not isolable from
other faults. It shows that fault detectability is the basis of
fault diagnosis. Therefore, the FDI needs to be a constraint.
Denote the test point set asΩ = {t1, · · · , td }. The detectabil-
ity of all faults can be maximized if we place all test points.
The overall FDI of the system is denoted as:

FDI =
m∑
i=1

D (fi, f0) (12)

In practice, the FDI should be kept in a good range, and not all
test points need to be placed. The optimal test point placement
should satisfy the following constraint:

FDI ≥ FDIreq (13)

where FDIreq is the minimum FDI required to be achieved.
Under this requirement, the test point set Ωreq is a subset
of Ω .

b: FAULT ISOLABILITY INDEX (FII)
Fault isolability is the basis for fault isolation. Fault isolation
includes not only detecting faults but also isolating between
different faults. The isolability between all faults can be
maximized if we place all test points in Ω . The overall FII
of the system is denoted as:

FII =
m,m+1∑
i,j=1,2
i6=j−1

D
(
fi, fj

)
(14)
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Similar to the fault detectability index constraint, the FII
should satisfy the following constraint:

FII ≥ FIIreq (15)

where FIIreq is the minimum level of fault isolability index
required to be achieved.

Although the fault diagnosability quantitative evaluation is
the main factor to be considered, it also needs to consider the
qualitative evaluation result. The aim is to avoid some faults
having a high diagnosability index while others can not be
diagnosed. Thus, we also design fault detection rate (FDR)
and fault isolation rate (FIR) constraints.

2) FAULT DIAGNOSABILITY QUALITATIVE EVALUATION
INDEX CONSTRAINTS
a: FDR
The fault detection rate is the ratio of all detectable faults to
the total number of faults. The equation is shown as follows:

FDR =
mD
m
× 100% (16)

where mD is the total number of detectable faults, m is the
total number of faults. The system FDR should satisfy the
following constraint:

FDR ≥ FDRreq (17)

where FDRreq is theminimum level of fault detection rate that
the system is required to achieve.

b: FIR
The fault isolation rate is the ratio of the total number of indi-
vidually isolable faults to the total number of all detectable
faults. The equation is shown as follows:

FDR =
mI
mD
× 100% (18)

where mI is the number of faults that can be individually iso-
lated. The system FIR should satisfy the following constraint:

FIR ≥ FIRreq (19)

where FIRreq is the minimum level of fault isolation rate that
the system is required to achieve.

B. OBJECTIVE FUNCTIONS
We design the following three objective functions in the
optimization process.

1) THE NUMBER OF TEST POINTS
Under the test point set Ω̄ , the number of test points nΩ̄ is
defined as the number of elements in Ω̄ .

2) THE RELIABILITY INDEX
Increasing the number of test points in the system could
decrease the overall system reliability. Under the test point
set Ω̄ , the reliability index is defined as:

RΩ̄ =
∑
ti∈Ω̄

rti (20)

where rti is the reliability factor of the ith test point ti in Ω̄ ,
and a smaller value of RΩ̄ indicates a higher overall system
reliability.

3) THE COST INDEX
The cost index is mainly composed of the price of test circuit
components, installation cost, and post-maintenance cost.
The cost index of test point placement under the test point
set Ω̄ is defined as:

CΩ̄ =
∑
ci∈Ω̄

cti (21)

where cti is the cost factor of the ith test point ti in Ω̄ .
A smaller value of CΩ̄ indicates a lower test point placement
cost.

C. MULTI OBJECTIVE OPTIMIZATION MODEL
It can be seen from the above analysis that the optimal test
point placement problem is a multi objective optimization
problem, which can be described by the following model:

min nΩ̄
minRΩ̄
minCΩ̄
FDI ≥ FDIreq
FII ≥ FIIreq
FDR ≥ FDRreq

FIR ≥ FIRreq

(22)

Under the condition of satisfying these constraints, the opti-
mal test point set is obtained so that the number and cost
of test points are as low as possible and the reliability is as
high as possible. For this multi objective optimization model,
the MOSSA is used in this paper for optimal test points
placement based on fault diagnosability.

D. MULTI OBJECTIVE SPARROW SEARCH ALGORITHM
In the sparrow search algorithm, the sparrow population
contains three types of individuals: producers, scroungers,
and spectators [31], [32]. The producer is responsible for
providing the location and direction of food for the whole
population. The scrounger follows the producer in foraging.
The spectator is responsible for monitoring the area around
the food. During the entire process, the positions of all indi-
viduals are constantly updated, and then the best position of
the food is obtained.

The position of the sparrow can be represented by the
following matrix:

X =


x1,1 x1,2 · · · x1,d
x2,1 x2,2 · · · x2,d
...

...
. . .

...

xn,1 xn,2 · · · xn,d

 (23)

where n is the number of individuals in the population,
d denotes the number of dimensions of the variable to be
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optimized, i.e., the maximum number of test points to be
configured. xi,j denotes the jth dimensional value of the
ith individual, taking the value 1 or 0: xi,j = 1 means the
jth test point is placed, xi,j = 0 means the jth test point is not
placed. The fitness values of all sparrows can be represented
by the following vectors:

FX =


f
([
x1,1 x1,2 · · · x1,d

])
f
([
x2,1 x2,2 · · · x2,d

])
...

f
([
xn,1 xn,2 · · · xn,d

])
 (24)

where the value of each row in FX denotes the fitness value.
In SSA, producers with better fitness values are given

priority to obtain food during the search. In each iteration,
the position of the producer is updated as follows:

x t+1i,j =

 x ti,j · exp
(

−i
α · itermax

)
R2 < ST

x ti,j + Q · L R2 ≥ ST
(25)

where t denotes the current number of iterations, j =
1, · · · , d . itermax is the maximum number of iterations. α ∈
(0, 1] is a random number. R2 ∈ [0, 1] and ST ∈ [0.5, 1]
denote the alarm value and the safety threshold, respectively.
Q is a random number obeying normal distribution. L ∈ R1×d

and all elements in L are 1. If R2 < ST , it means there are
no predators around, producers enter a wide search mode.
If R2 ≥ ST , it means that some sparrows have found the
predator and all sparrows need to fly to other safe areas.

Some scroungers monitor the producer, and once they find
that producers have found good food, they will immedi-
ately leave their current position to compete for the food.
If scroungers win, they can get the food from producers
immediately. The position of the scrounger is updated as
follows:

x t+1i,j =


Q · exp

(
x tworst,j − x

t
i,j

i2

)
i > n/2

x t+1P,j +

∣∣∣x ti,j − x t+1P,j

∣∣∣ · A+ · L i ≤ n/2

(26)

where xP,j denotes the best position of the explorer in the
jth dimension. xworst,j denotes the current global worst posi-
tion of the sparrow in the jth dimension. All elements in
A ∈ R1×d are randomly assigned to 1 or -1, A+ is the
generalized inverse of A. When i > n/2, it means that the
ith scrounger is most likely to be hungry and go to other
positions to feed. Otherwise, the ith scrounger randomly
finds a location near the best location for the producer to
forage.

The position of the spectator is updated as follows:

x t+1i,j =


x tbest,j + β

∣∣∣x ti,j − x tbest,j∣∣∣ fi > fg

x ti,j + µ

∣∣∣x ti,j − x tworst,j∣∣∣
(fi − fw)+ δ

fi = fg

(27)

where xbest,j is the current global best position in the
jth dimension. β ∈ N (0, 1) is a step control parameter.

µ ∈ [−1, 1] is a random number representing the sparrow
moving direction. fi is the current fitness value of the sparrow.
fg and fw are the current global best and worst fitness val-
ues, respectively. δ is a small constant. For simplicity, when
fi > fg, it means that the sparrow is at the edge of the
population and is extremely vulnerable to predators; when
fi = fg, it means that the sparrow in the middle of the
population is aware of the danger and needs to approach other
sparrows.

The optimal test points placement problem belongs to the
optimization problem in discrete space. The sigmoid function
is used to map the element in the position vector as a prob-
ability on [0, 1]. The position vector is converted to binary
according to the following formula:

s
(
x ti,j
)
=

1

1+ e−x
t
i,j

x ti,j =

 0 s
(
x ti,j
)
> τ

1 s
(
x ti,j
)
≤ τ

(28)

where τ is a random number in [0, 1].
The steps of the multi objective sparrow search algorithm

are described as follows.
Step1: Initialize the population and parameters.
Step2: Calculate the fitness value of individuals in the pop-

ulation, and sort them fromminimum to maximum according
to the fitness value to find out the current best and worst
individuals and their locations.
Step3: Update the producer position according to (25).
Step4: Update the scrounger position according to (26).
Step5: Update the spectator position according to (27).
Step6: Convert individual positions to binary according

to (28).
Step7:Determine whether the individuals in the population

meet the constraints in (22). Otherwise, go to Step3.
Step8: Calculate the objective function of all individuals

after updating the position, get the non-dominated individuals
in the updated population, and update the population fitness
and position information.
Step9:Determine whether the number of iterations reaches

the maximum. If the maximum number of iterations is
reached, output the non-dominated individual set, and the
loop ends. Otherwise, go to Step2.

The flow chart of the multi objective sparrow search algo-
rithm is shown in Fig. 2.

IV. EXPERIMENTAL ANALYSIS
The primary function of the switching power supply is to
complete the electrical energy conversion and power transfer.
As one of the most critical units in the power electronic
system, it is widely used in various fields such as military
equipment, instrumentation, communication equipment, etc.
In this paper, a switching power supply system is used as an
example to verify the proposed method. The switching power
supply adopts the PWM switching control method to convert
220VAC into a controllable constant current source to supply
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FIGURE 2. Flow chart of the MOSSA.

TABLE 1. Fault mode table.

the load to realize the conversion of electrical energy. The
system schematic and the location of the test points are shown
in Fig. 3. The tolerances of all resistors and capacitors are
5% and 10%, respectively, and all test points detect the node
voltage signals. The fault modes of some critical components
in the system are selected for analysis, as shown in Table. 1,
where: Q1 open circuit fault occurred at the terminals of D,
S, U3 short circuit fault occurred at the terminals of C, E.

TABLE 2. Test points reliability and cost factor.

There are 12 test points in the system, so there are 212−1 =
4095 test point combinations. Our purpose is to select the
optimal test point sets that meet the requirements. First, the
fault diagnosability under different test point combinations is
quantitatively evaluated. Then, the test points are optimally
placed based on the fault diagnosability, considering the
inherent space limitation of the system and the maintenance
cost of these test points. We think that installation and main-
tenance are more difficult when there are more components
and less space near the test point, and therefore the higher
the cost factor. At the same time, test points are generally
placed in the form of test circuits. Once the test circuit occurs
faults, it may increase the failure probability of surrounding
components due to electromagnetic interference. Therefore,
we make the following assumptions for the reliability factor
rti and cost factor cti of each test point, as shown in Table 2.

A. FAULT DIAGNOSABILITY EVALUATION
Suppose the signal-to-noise ratio of the measured signal is
SNR=25dB, the measurement data are collected uniformly
from 0 to 5ms. We choose k for the Gaussian kernel and
the kernel parameter σ = 1. For two test datasets under
the same condition when all 12 test points are placed, the
MMD of both datasets is calculated several times. The noise
signal in each calculation is random, and the average value
of the MMD is calculated as ξ = 0.0317. The result of
each calculation does not exceed 0.05. Therefore, take the
diagnosability threshold ε = 0.05 to ensure the tolerance.
If D(fi, f0) > 0.05, fi is detectable; if D(fi, fj) > 0.05,
fi and fj are isolable. The quantitative evaluation of fault
diagnosability is performed with all 12 test points placed.
The result is shown in Table. 3. Where the elements of the
ith row and jth column denote D(fi, fj−1), i = 1, · · · , 8,
j = 1, · · · , 9. From the fault diagnosability evaluation result,
we can know thatD(fi, f0) > 0.05, so all faults are detectable.
Where f3 has the highest detectability: D(f3, f0) = 1.4100,
f6 has the lowest detectability: D(f6, f0) = 0.9708. f3 and
f5 have the highest isolability: D(f3, f5) = 1.4099, f5 and
f8 have the lowest isolability: D(f5, f8) = 0.0067. Since
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FIGURE 3. Schematic of switching power supply.

D(f5, f8) = 0.0067, f5 and f8 are not isolable. Therefore,

it can be obtained that FDImax =
8∑
i=1

D (fi, f0) = 8.4072,

FIImax =
8,9∑

i,j=1,2
i6=j−1

D
(
fi, fj

)
= 51.7618, FDRmax = 100%,

FIRmax = 75%. The system reliability index is 3.4, and the
cost index is 6.7.
To verify the correctness of the fault diagnosability evalu-

ation results, we use the t-SNE algorithm to project the mea-
surement data into a two dimensional space for visualization.
The proposed approach is verified according to the clustering
degree of themeasurement data. SinceD(f6, f7) > D(f7, f8) >
D(f5, f8), the experiments are conducted with f6 and f7, f7 and
f8, f5 and f8 respectively, in which 50 samples of test signals
are collected for each faults, and the simulation results are
shown in Fig. 4.

Fig. 4 (a), (b), and (c) show the visualization results of
measurement data for f6− f7, f7− f8, and f5− f8, respectively.
For f6 and f7, the measurement data of the same category are
distributed in the same region, and the interval between these
two categories is large so that f6 and f7 can be clearly isolated.
For f7 and f8, the measurement data of the same category
are only partially distributed in the same area, and there is
an overlap between the measurement data of these two cate-
gories. For f5 and f8, the two categories of measurement data
are distributed almost in the same area. Thus, it is difficult
to isolate f5 and f8. The above results are consistent with the
results of fault diagnosability evaluation. Therefore, the diag-
nosability evaluation results based on the proposed approach
are correct. In addition, for faults with low diagnosability, the
difference in measurement data can be improved by adding
test points or changing the location of test points to improve
the actual fault diagnosis effect.

To illustrate the advantages of the method in this paper,
the results of fault diagnosability evaluation based on the
proposed approach are compared with those based on the K-L
divergence [27]. The results of the fault diagnosability eval-
uation based on K-L divergence are shown in Table. 4. It can
be seen that the fault isolability results obtained based on K-L
divergence methods are asymmetric, i.e., D(fi, fj) 6= D(fj, fi).
For example, the isolability between f1 and f2 is D(f1, f2) =
110.0853, D(f2, f1) = 2.2194; the isolability between f1 and
f4 is D(f1, f4) = 6.1600, D(f4, f1) = 3.3435e4. Due to the
asymmetric nature of the K-L divergence, there exist the case
D(f1, f2) > D(f1, f4) butD(f2, f1) < D(f4, f1), it is not possible
to determinewhether isolating f2 from f1 is more difficult than
isolating f4 from f1. MMD satisfies the symmetry condition as
ametric distance, so the fault diagnosability evaluation results
obtained based on the proposed approach are symmetric and
can clearly reflect the difficulty of fault diagnosis.

B. OPTIMAL TEST POINT PLACEMENT
The fault diagnosability evaluation results in Table. 3 are
obtained by placing all 12 test points. However, meeting
the desired fault diagnosability level does not need place
all test points. Without reducing the FDR and FIR, 85% of
the maximum value of the fault diagnosability quantitative
evaluation index is used as the minimum requirement for test
point placement:

FDIreq = 0.85FDImax

FIIreq = 0.85FIImax

FDRreq = FDRmax

FIRreq = FIRmax

After determining the system constraint function and objec-
tive function, the multi objective sparrow search algorithm
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TABLE 3. Fault diagnosability evaluation result based on the proposed approach.

FIGURE 4. Data visualization results.

TABLE 4. Fault diagnosability evaluation result based on K-L divergence.

is applied to optimize the placement of test points. We set
the algorithm population size as 50. The maximum number
of iterations is 100, the number of producers is 20% of the
population size, the optimization variable dimension is 12,
and the optimization objective number is 3. There are few
relevant studies on the optimal design of fault diagnosabil-
ity. Considering that the test point placement approach in
Ref. [27] is also based on fault diagnosability evaluation, the
proposed approach is compared to that in Ref. [27]. Ref. [27]
usedNSGA-II to optimize the placement of test points.We set
the crossover probability to 0.8 and the mutation probability
to 0.1 in NSGA-II. The rest parameters are the same as in
this paper. The obtained results are shown in Fig. 5, and the
specific results of optimal test point placement are given in
Table. 5.

As shown in Fig. 5 and Table 5, if 85% of the maxi-
mum system fault diagnosability is the minimum require-
ment for test point optimal placement, two optimal placement
schemes can be obtained using the proposed approach: Ω̄1 =

{t2, t6, t8} and Ω̄2 = {t2, t6, t9}. Two optimal placement
schemes can be obtained using the approach in Ref. [27]:
Ω̄3 = {t2, t4, t6, t9} and Ω̄4 = {t2, t6, t8, t12}. Compared
to Ω̄1 and Ω̄2, Ω̄3 and Ω̄4 require one extra test point
for the same diagnosability requirement, resulting in lower
reliability and higher cost. All three objectives of Ω̄3 and
Ω̄4 are inferior to Ω̄1, Ω̄2, so Ω̄1, Ω̄2 are non-dominated
solutions, and Ω̄3, Ω̄4 are dominated solutions. The reason
is that Ref. [27] performs test point optimal placement based
on NSGA-II, which has the problem of not being able to iden-
tify pseudo-dominated solutions and easily falling into local
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TABLE 5. Results of test point optimal placement.

TABLE 6. Fault diagnosability evaluation result when t2, t6, and t8 are placed.

TABLE 7. Fault diagnosability evaluation result when t2, t6, and t9 are placed.

FIGURE 5. Results of the proposed approach and approach in Ref. [27].

optimawhen solving optimization problems. Therefore, com-
pared with the approach in Ref. [27], the proposed approach
requires fewer parameters to be set. The position updates
enrich the population diversity after individuals are aware of
the danger, reduce the probability of the algorithm falling into
local optimum, and improve the global searchability.
Ω̄1 and Ω̄2 have the same test points number. Scheme 1 has

lower cost and higher fault detectability, and scheme 2 has

better reliability and higher fault isolability. Different
schemes can be chosen as the optimal test point place-
ment scheme focusing on different practical requirements.
The fault diagnosability quantitative evaluation results cor-
responding to Ω̄1 and Ω̄2 are shown in Table. 6 and Table. 7.
We take Ω̄1 = {t2, t6, t8} as an example. The test signals of
each fault at the t2, t6, t8 are shown in Fig. 6. A 1D-CNN
model is used to verify the actual fault diagnosis effect when
test points t2, t6, and t8 are placed. First, the test signals of
t2, t6, and t8 are sampled and combined together, with each
sample having a length of 1536. The CNN model consists of
an input layer, two convolutional layers, two pooling layers,
a fully connected layer, a softmax classifier, and an output
layer. The parameters of the CNN are shown in Table 8. Then,
the fault diagnosis results under balanced and unbalanced
datasets are analyzed, respectively. In the balanced data set,
the normal samples and all kinds of fault samples in the
training set are 300, and the normal samples and fault samples
in the test set are 100. In the unbalanced dataset, the normal
samples in the training set are 300, and the fault samples of
each type are 60. The ratio of normal samples to fault samples
in the test set is unchanged. The distribution of datasets is
shown in Table 9.
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FIGURE 6. Test signal of t2, t6 and t8.

TABLE 8. Parameter of the CNN model.

The labels of faults f1 − f8 are set to 1-8, respectively,
and the label of f0 is set to 9. Set the learning rate as 0.005,
batch size as 16, total epoch as 100, the activation function
is RELU, and the loss function is cross entropy. The fault

diagnosis results in both cases are given in a confusionmatrix,
as shown in Fig. 7 and Fig. 8. According to Fig. 7, when there
are sufficient fault samples, all the samples of the remaining
classes can be correctly classified except f5, i.e., all faults
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TABLE 9. Distribution of the dataset.

FIGURE 7. Confusion matrix for case 1.

FIGURE 8. Confusion matrix for case 2.

except f5 can be detected and isolated. All samples of f5 are
classified as f8, indicating that the samples of f5 and f8 can-
not be distinguished. Since D(f5, f8) = 0.0033 in the fault
diagnosability evaluation result, f5 and f8 are not isolable.
The fault diagnosis result is consistent with the conclusion
of the fault diagnosability evaluation. According to Fig. 8,
when the fault samples are unbalanced, all samples of f6 are
classified as f0. According to the fault diagnosis results,
f6 cannot be detected, while the other faults can be detected.
The fault detectability of f6 is the lowest, and detecting f6 is
the most difficult. The detectability of the remaining faults
is much higher than f6. Therefore, other faults can still be
detectedwhen f6 cannot be detected. Similarly, it can be found
that misclassified faults have lower fault isolability between
them: D(f1, f2) = 0.2341, D(f4, f7) = 0.1080, D(f5, f8) =
0.0033, D(f5, f7) = 0.0887. Therefore, the diagnosability
evaluation results can reflect the fault diagnosed capability.

Compared to placing all test points, when only test points
t2, t6, t8 are placed, the fault diagnosability quantitative

evaluation indexes of some faults are reduced due to the
reduction of measurement information. For example, the fault
detectability index of f6 is reduced from 0.9708 to 0.1363,
and the fault isolability index between f7 and f8 is reduced
from 0.4462 to 0.0890. However, from the perspective of
overall system reliability and cost, since only place three test
points, the overall system reliability is improved, and the
cost is reduced without changing the qualitative properties
of fault detectability and isolability. At the same time, the
fault diagnosability quantitative indexes achieve the expected
requirements to be achieved, which proves the effectiveness
of the method proposed in this paper.

V. CONCLUSION
This paper investigates the problem of optimal test point
placement based on the fault diagnosability evaluation. The
innovations of this paper mainly include the following three
points.

1) We consider the influence of test point placement on the
ease of fault diagnosis. It incorporates fault diagnosability as
a design feature into the system design process, thus funda-
mentally improving the ability to diagnose faults.

2) A fault diagnosability quantitative evaluation approach
based on MMD is proposed. It does not need to construct an
analytical model and quantitatively evaluate the fault diag-
nosability based on measurement data.

3) Considering the test point configuration as amulti objec-
tive optimization problem, a multi objective optimization
model is designed with the fault diagnosability index as the
constraint and the number of test points, reliability index, and
cost index as the optimization objectives. The multi objective
sparrow search algorithm is used to solve the optimal test
points set that satisfy the fault diagnosability index.
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