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ABSTRACT To improve the accuracy of short-term prediction ofmarine seawater cooling system parameters
and reduce the accuracy loss caused by chaotic data, a combined prediction model combining chaos theory
and Elman feedback neural network was proposed in this paper. Firstly, the C-C algorithm and G-P algorithm
were used to calculate the two reconstruction parameters respectively, and according to the properties of
the maximum Lyapunov exponent, it could be determined that the original one-dimensional time series had
chaotic characteristics. Secondly, phase space reconstruction technique was used tomap the one-dimensional
seawater outlet temperature time series of intercooler to the high-dimensional space to find its chaotic phase
trajectory, and the number of adjacent points was determined by HQ (Hannan Quinn) information criterion.
Finally, the Chaos-Elman combined prediction model was used to train and test 300 sets of seawater outlet
temperature data of intercooler, and the accuracy of prediction was compared with that of single structure
model. The experimental results were as follows: the average prediction accuracy based on chaos theory
was 95.5%, the prediction accuracy of Elman neural network was 95.1%, and the prediction accuracy of
Chaos-Elman combined model could reach 98.7%. In this study, the Chaos-Elman combined model has
better prediction accuracy than the single model. It can be concluded that the Chaos-Elman combined model
can be used for the short-term prediction of seawater cooling system parameters, and the prediction accuracy
and reliability are high.

INDEX TERMS Marine seawater cooling system, parameter prediction, chaotic time series, phase space
reconstruction, Elman feedback neural network.

I. INTRODUCTION
At present, under the background of ‘‘Industry 4.0’’, the
world shipping industry is in a golden stage of develop-
ment. Intelligent ships and intelligent shipping emerge at
the historic moment and have gradually become the focus
of research in this era. The prerequisite for realizing full
intelligence of ship is to be able to predict the parameters
of ship sailing in a period of time accurately, identify all
kinds of faults that may occur in engine room accurately, and
make processing decisions. The cooling water system plays
a crucial role in the normal navigation of a ship, and the sea-
water cooling system undertakes the heat exchange between
the whole ship system and the seawater. Consequently, it is
very important to predict the state parameters of the marine
seawater cooling system in the short term for the normal
navigation of ships.

The associate editor coordinating the review of this manuscript and

approving it for publication was Alberto Cano .

Meanwhile, a large number of experts and scholars
have done extensive research on parameter prediction.
In the early stage, stationary time series were mostly pre-
dicted, and typical models mainly included Autoregressive
Moving Average Model (ARMA) [1], Autoregressive Inte-
grated Moving Average Model (ARIMA) [2] and General-
ized Autoregressive Conditional Heteroscedasticity Model
(GARCH) [3]. The traditional classical sequence does not
follow the homoscedasticity and linearity, so it is impos-
sible to describe the complete dynamics and make rele-
vant predictions only by the traditional prediction model
[4], [5]. Therefore, many scholars proposed to use Bayesian
Network (BN) [6], Gauss Process (GP) [7], Support Vec-
tor Machine (SVM) [8]–[11] and other ML algorithms to
predict nonlinear time series, and achieved good results.
In addition, Cujia et al. [12] used intervention analysis to
estimate shortages through outliers and obtained the best
estimate with the Seasonal Autoregressive IntegratedMoving
Average Model (SARIMA); ZANG et al. [13] proposed a
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new Double-Encoder model composed of two Encoder mod-
ules, ST-Encoder and FR-Encoder, which could construct a
model of space-time and daily flow to predict crowd flow;
Uĝur et al. [14] modified the Sequential Monte Carlo method
to produce an adaptive probabilistic model; Bisoyi [15] used
Back Propagation Neural Network (BPNN) training algo-
rithm to predict the daily sediment transport of Narmada
River; Herbert et al. [16] proposed a combination of SARNA
algorithm and thermodynamic model to predict the molec-
ular structure of RNA; Marple [17] proposed to extend
the matrix structure of linear parameter estimation to two
dimensions to improve the application of spectral analysis;
Ramoni et al. [18] proposed a bidirectional parameterized
model in wireless communication system, which can forecast
the M-to-M channel effectively; JIANG et al. [19] found
that DNN and Random Forest show good performance to
predict the abundance of Vibrio spp.; Ana et al. [20] through
three different methods to predict the time series generated
by chaotic oscillator, found that the error of artificial neural
network is the least, and introduced a multi-layer perceptron
in this way to predict chaotic time series; LU et al. [21]
designed a multistep statistical workflow and integrated the
support vector machine, neural networks and random for-
est to calculate non-linear prediction of spatial abundance;
Alfonso et al. [22] used machine-learning and deep-learning
to predict traffic flow at an intersection, and all algorithms
scored good performance metrics.

The above methods have common defects, that is, large
errors in dealing with nonlinear problems and are suscepti-
ble to the influence of external environment. To solve these
problems, fivemodels are established in this paper: maximum
Lyapunov exponential prediction model, third-order Volterra
adaptive prediction model, weighted first-order local predic-
tion model, Elman feedback neural network prediction model
and the combination of Chaos theory and Elman feedback
neural network prediction model. The purpose of this paper is
to apply the combined prediction model of Chaos theory and
Elman feedback neural network to modern control theory of
intelligent ship, so as to make the prediction of engine room
parameters more accurate and intelligent. The experimental
method is to collect the operation data of the seawater cooling
system of the real ship ‘‘YUKUN’’ and compare the accuracy
of the model in the seawater outlet temperature prediction
task. Experimental results show:
(1) The proposed Chaos - Elman combined model can be

gained through online data for training, and model train-
ing efficiency is higher;

(2) The combined model proposed in this paper effectively
makes up for the defects of nonlinear trend fitting
in subsequent prediction of chaos theory, thus greatly
improving the accuracy and efficiency, finally get some
objective conclusions and the idea of parameter predic-
tion for the future;

(3) This research not only contributes to the prediction
of seawater cooling system status parameters, but also
has important significance for monitoring the operating

status of the entire engine room equipment or system,
so as to achieve the level of complete engine room
automation.

The rest of this paper is organized as follows: Section II
describes the reconstruction methods and steps of chaotic
phase space and the method of selecting adjacent points.
In section III, the method of distinguishing chaotic character-
istics and four indexes for evaluating model performance are
introduced. Section IV introduces the prediction theory of the
combined model proposed in this paper. Section V describes
the application results of the combined model on a real ship.
Section VI describes the conclusions and future work.

II. RECONSTRUCTION OF CHAOTIC PHASE SPACE AND
SELECTION OF ADJACENT POINTS
Chaos is a natural phenomenon discovered by Poincare when
he studied the orbit of celestial bodies. He believed that the
solution of three-body problem is random in a certain range,
and the essence of this nonlinear random phenomenon is
chaos. For chaotic sequence, there are two characteristics.
One is that it is difficult to find its evolution law intuitively.
Even though the change seems simple, it is also very difficult
to predict its subsequent situation or state. The other is seem-
ingly random, but exist a regular trend weakly in a certain
range. The state parameters of seawater cooling system are
in line with the characteristics of the above two points, and
their changes are subject to the influence of external factors
and internal mechanism. However, there is a standard state
interval to monitor the operation and health of the system,
which is in line with the characteristics of chaotic sequence.

A. PHASE SPACE RECONSTRUCTION
For a chaotic system, the variation law of its state parameters
is jointly determined by the changes of all subsystems in the
system, which indicates that the information corresponding
to the system state is mutually influenced and interacts with
each other, and also indicates that the hidden information con-
tained in the multi-subsystem exists in the one-dimensional
sequence displayed. In one-dimensional space, the evolution
law seems random and has no rules to follow, but when
mapped to higher-dimensional space, it will show a trace-
able trajectory. Therefore, if we want to dig out the hidden
evolution law of data, we need to use phase space reconstruc-
tion technology to map one-dimensional time series to high
dimensional space to recover its chaotic attractor, so as to find
out its hidden law. Considering noise sensitivity and calcula-
tion error, this paper decides to adopt the delay coordinate
method for phase space reconstruction.

Assume that the one-dimensional original chaotic time
series is x = {xi | i = 1, 2, · · · ,N }, N is the length of
time series, and the delay time t and embedded dimension
m will be combined with original time series. According
to a certain rule, the phase space will be reconstructed into
m × M order high dimension matrix which collects all phase
points for finding its chaotic attractor, so as to find hidden
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evolution rule.

X =


x1 x2 . . . xN−(m−1)t
x1+t x2+t . . . xN−(m−2)t
...

...
...

...

x1+(m−1)t x2+(m−1)t . . . xN

 (1)

where Xi =
[
xi, xi+t , · · · , xi+(m−1)t ,

]T
, i = 1, 2, · · · ,M is

any phase point in the phase space, and the number of phase
points is M = N -(m − 1)t . If this theory is applied to the
sea water cooling system, the one-dimensional time series
here represents the data set collected according to the time
variation of a certain state parameter of the sea water cooling
system. The reconstruction process is to divide the data set
according to this rule, and then the regular set of multiple data
points is obtained as the column matrix of phase points, and
in this process, the key point is to calculate the reconstruct
parameters exactly [23].

B. C-C ALGORITHM TO CALCULATE THE DELAY TIME
This paper adopts C-C algorithm [24] to calculate the optimal
delay time. The theoretical model of the algorithm is as
follows: The correlation integral is defined based on the phase
point Xi obtained above.

C(m,N , r, t)=
2

M (M − 1)

∑
1≤i<j≤M

θ
(
r −

∥∥Xi − Xj∥∥(∞)

)
(2)

where r is the neighborhood radius, an integer greater than 0,
θ (x) is the Heaviside function, and the value condition is

θ (x) =
{
0 x < 0
1 x ≥ 0

(3)

Define validation statistics

S1(m,N , r, t) = C(m,N , r, t)− Cm(1,N , r, t) (4)

To reduce the complexity of the computation, the original
sequence is decomposed into t mutually non-interactive sub-
sequences, as follows

x1 = {xi | i = 1, t + 1, 2t + 1, . . .}

x2 = {xi | i = 2, t + 2, 2t + 2, . . .}

. . . . . .

x t = {xi | i = t, 2t, 3t, . . .}

(5)

The block average strategy is adopted to calculate the
statistics, and that will obtain formula (6)

S2(m,N , r, t)=
1
t

t∑
s=1

[
Cs(m,N/t, r, t)−Cm

s (1,N/t, r, t)
]
(6)

If N goes to infinity, get formula (7)

S2(m, r, t) =
1
t

t∑
s=1

[
Cs(m, r, t)− Cm

s (1, r, t)
]

(7)

Choose two extreme values of neighborhood radius r and
define the difference as formula (8)

1S2(m, t) = max
{
S2
(
m, rj, t

)}
−min

{
S2
(
m, rj, t

)}
(8)

In combination with the BDS statistical conclusion, the
value of parameters can be reasonably estimated, and take
i = 1, 2, 3, 4, m = 2, 3, 4, ri = i × σ/2, where σ is
the standard deviation of the sequence, and obtain formula
group (9)

S̄2(t) =
1
16

5∑
m=2

4∑
i=1

S2 (m, ri, t)

1S̄2(t) =
1
4

5∑
m=2

1S2(m, t) (9)

The original C-C algorithm considers that the first zero
of S̄2(t) or the first local minimum of 1S̄2(t) is the opti-
mal choice of delay time in the theoretical sense. However,
Lu [25] proposed an improved C-C algorithm for the origi-
nal algorithm shortcomings. According to the wave rule of
S2(m,N , r, t) ∼ t image and the process of obtaining S̄2(t)
and 1S̄2(t) by referring to S2(m,N , r, t), it is proposed to
use S1(m,N , r, t) to calculate 1S̄1(t), and take the first local
minimum of 1S̄1(t) ∼ t as the optimal delay time t .

C. G-P ALGORITHM TO CALCULATE THE
EMBEDDING DIMENSION
At present, saturation correlation dimension method
(G-P algorithm) is the most frequently used method to cal-
culate the embedding dimension of chaotic time series. It is
expressed in the form of correlation integral, which represents
the probability that the distance between any two points in
the phase space is less than r [26]. After repeated calculation
verification, when m value is fixed and r value tends to 0,
there is an exponential relationship betweenC(m,N , r, t) and
neighborhood radius r , which is the relationship between m,
r and attractor dimension d , i.e.

lim
r→0

C(m, r) ∝ rd (10)

The formula can be obtained by further transformation

D(m) = lim
r→0

lnC(m, r)
ln r

(11)

D(m) is the correlation dimension of chaotic time series.
According to the formula (11), if the relationship between
C(m, r) and r is used to obtain the value of D(m), the range
of change of r needs to be determined. GAO [27] proposed
to select the maximum and minimum distance between each
phase point in the phase space as the upper and lower limits
of neighborhood radius, i.e.{

rmax = max
(
‖Xi − Xj‖∞

)
rmin = min

(
‖Xi − Xj‖∞

) (12)

Meanwhile, according to the conclusion of BDS statisti-
cal limited range, the final choice of scale-free interval is
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[ln(σ/2), ln(2σ )], which can effectively improve the determi-
nation accuracy of correlation dimensions.

SinceD(m) and m are positively correlated, asm increases,
so does D(m). However, in chaotic time series, D(m) will
first increase with the increase of m, then the change trend
will greatly decrease, and finally converge to a stable value.
At this moment, the corresponding m is the optimal embed-
ding dimension. In order to more intuitively calculate embed-
ding dimension, first make the embedded dimension m to
take multiple values in a relative interval, and take the corre-
sponding lnC(m, r)∼lnr relation curve in a two-dimensional
coordinate system. Then use the least squares to fit out the
slope of approximate linear part of the curve, the value of
slope is D(m), finally take the relation curve D(m)∼m, when
D(m) converges to the maximum value of the associated
dimension, the corresponding minimum value of m is the
optimal embedded dimension.

D. SELECTION OF THE NUMBER OF ADJACENT POINTS
Based on chaotic time series prediction problem, its main
prediction idea is to find the adjacent sequence which has the
same evolutionary trend with the sequence to be predicted.
The idea needs to determine the number of adjacent points of
the original sequence center. If too many adjacent points are
selected, there will be a pseudo adjacent points and ‘‘fitting’’
phenomenon, cause large error; If too few adjacent points are
selected, the evolutionary trend cannot be accurately found.
This paper chose HQ information criterion to determine the
number of adjacent points.

The minimum information criterion [28], abbreviated as
AIC criterion, was first formally proposed by the Japanese
mathematician H. Akaike to determine the complexity of the
autoregressive moving average model, namely ARMA (p, q)

AIC(p, q) = ln σ 2
+ 2(p+ q+ 1)/N (13)

where σ 2 is the fitting variance, N is the length of the fitting
sequence, p is the order of autoregression, and q is the order
of sliding average process. When the AIC value reaches the
minimum, the corresponding p and q are the optimal order.
On the basis of AIC criterion, Hannan and Quinn improved it
and proposed HQ grading criterion [29]:

8(p, q) = ln σ 2
+ (p+ q+ 1)

C · ln(lnN )
N

(14)

where C is the weight of the latter term, which is usually a
constant greater than 2. When the 8(p, q) is minimum, the
complexity and precision of the model reach the best ratio.

In this paper, HQ criterion is used to confirm the number
of adjacent points of the prediction center, and the general
process is as follows:

Firstly, set a wide value range K ∈ [Kmin,Kmax] for the
number of adjacent points K , and then substitute K values in
the range according to formula (15) in turn to calculate the
corresponding HQ criterion value.

8(K ) = ln σ 2(K )+ K
C · ln(lnN )

N
(15)

σ 2
=

1
l

l∑
i=1

(
xi − x ′i

)2
(1/N )

N∑
i=1

(xi − x̄)2
(16)

where, xi is the data sample point, x ′i is the prediction result
corresponding to the sample, x̄ is the mean value of the
sample point, and l is the number of predicted steps.

After obtaining the criterion value corresponding to eachK
within the range, the K value corresponding to the minimum
value of formula (15) is the number of optimal adjacent points
of the sequence.

III. CHAOTIC TIME SERIES PREDICTION THEORY
After reconstructing the phase space of state parameters
of seawater cooling system, the one-dimensional series is
mapped to the higher-dimensional space, and the higher-
dimensional chaotic attractor represents the evolution law
of the original series. In essence, the prediction research
based on chaos theory is to use nonlinear method to fit in
the reconstructed phase space so as to find the change trend
closest to the original sequence. At present, the prediction
methods using chaos theory alone can be roughly divided into
three categories: global prediction method, local prediction
method and maximum Lyapunov index prediction method.
In this paper, the state parameters of seawater cooling system
are predicted and analyzed by these three methods.

A. DISCRIMINATION OF CHAOS CHARACTERISTICS
Before the prediction based on chaos theory, it is indispens-
able to ensure whether the original time series is chaotic.
If the series without chaotic characteristics is reconstructed,
not only the evolution law of the system cannot be obtained,
but also the original characteristics of the system will be
damaged. In this paper, quantitative method is used to judge
the chaos of the original system. In 1983, Griboki proposed
that as long as the maximum Lyapunov exponent is greater
than 0, the adjacent orbits of the system will be separated
exponentially with time, so the system must be chaotic. The
key point is the calculation and determination of the maxi-
mum Lyapunov exponent.

There are many methods to calculate the maximum Lya-
punov exponent, including Wolf method, P norm method,
small amount of data method, etc. In view of its computa-
tional complexity and the size of original data, this paper
decides to use the small data sets arithmetic for calculation,
and the specific steps are as follows:

Step 1: Perform the Fast Fourier Transform on the original
time series to obtain its average period P;

Step 2: According to the delay time t and embedding
dimension m calculated above, the phase space is recon-
structed to obtain M phase points;

Step 3: Find the nearest phase point Xî of each phase
point Xi and calculate the initial distance:

di(0) = min
î

∥∥Xi − Xî∥∥ , |i− î| > P (17)
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Step 4: Calculate the distance of each pair of adjacent
phase points obtained in step 3 after h discrete time steps:

di(h) =
∥∥∥Xi+h − Xî+h∥∥∥ , h = 1, 2, . . . ,min(M − i,M − î)

(18)

Step 5: According to the definition of Lyapunov index,
there is an exponential relationship between di(h) and di(0),
and Lyapunov exponent is represented by the approximate
linear relationship of the logarithmic transformation of this
relationship formula. Therefore, a fixed h value is used to
calculate the average y(h) of all non-zero di(h).

y(h) =
1
q1t

q∑
i=1

lndi(h) (19)

where, q is the number of non-zero di(h), and1t is the sample
period.

Step 6: Gradually increase the value of h, calculate the cor-
responding y(h), and draw y(h) ∼ h relation curve. The slope
of the curve fitted by the least square method is the maximum
Lyapunov exponent λ.

B. MAXIMUM PREDICTABLE TIME OF
CHAOTIC SEQUENCES
Chaotic time series is a seemingly random chaotic sequence
of single or multiple dependent variables with time as inde-
pendent variable. According to the definition of chaotic time
series, chaotic systems have two obvious characteristics:
inherent randomness and initial value sensitivity. Because
chaotic system is extremely sensitive to the initial state, it will
cause the divergence of neighboring orbits and lose the initial
information, so chaotic system can only be predicted in the
short term. The maximum Lyapunov index can be used to
measure the divergence degree of phase trajectory, so as to
determine the maximum predictable scale.

According to experience summary, the reciprocal of the
maximumLyapunov exponent λ is usually used as the longest
prediction time, i.e.

Tmax =
1
λ

(20)

Within Tmax , the prediction accuracy is relatively high.
If Tmax is exceeded, the prediction error will be infinitely
amplified and the prediction significance will be lost.

C. BASIS FOR ACCURACY JUDGMENT
In order to quantitatively compare the accuracy of prediction
in different models, this paper adopts RMSE, MAPE, R2 and
EV to evaluate the accuracy of each prediction model.

(1) Root Mean Square Error (RMSE)

RMSE =

√√√√1
n

n∑
i=1

[
ti − t ′i

]2 (21)

where: t ′i is the predicted value, ti is the true value, and n is
the number of sample points.

(2) Mean Absolute Percentage Error (MAPE)

MAPE =
1
n

n∑
i=1

∣∣∣∣ t ′i − titi

∣∣∣∣ · 100% (22)

(3) Determination Coefficient (R2)

R2 =

(
n

n∑
i=1

t ′i · ti −
n∑
i=1

t ′i ·
n∑
i=1

ti

)2

[
n

n∑
i=1

t ′2i −
(

n∑
i=1

t ′i

)2
]
·

[
n

n∑
i=1

t2i −
(

n∑
i=1

ti

)2
]
(23)

(4) Explained Variance (EV)

EV = 1−
Var(t − t ′)
Var(t)

(24)

The smaller the values of RMSE and MAPE are, the better
the prediction accuracy is. The values of R2 and EV range
from zero to one, and the closer the value is to one, the better
the regression model fitting is.

IV. CHAOS-ELMAN COMBINED MODEL
PREDICTION THEORY
In this section, the Elman feedback neural network with
strong nonlinear mapping ability is combined with the phase
space reconstruction technology of chaotic time series to pre-
dict the state parameters of one-dimensional seawater cooling
system, so as to improve the accuracy of prediction.

A. PREDICTION PRINCIPLE OF CHAOS-ELMAN
COMBINED MODEL
One-dimensional time series of seawater cooling system state
parameters {x1, x2, . . . , xN} is reconstructed to obtain the
high-dimensional matrix [X1, X2, . . . ,XM ], where the phase
point XM = {xM , xM+t , . . . , xM+(m−1)t}, and the phase point
of further evolution is

XM+1 =
{
xM+1, xM+1+t , . . . , xM+1+(m−1)t

}
(25)

It can be seen that the last one-dimensional component of
XM is the last point xN of the original time series, and the last
one-dimensional component of XM+1 is the next point xN+1
of the original time series to be predicted.

According to the above properties, it can be considered that
XM and xN+1 have some kind of nonlinear function mapping
relationship, which can be expressed as xN+1 = F(XM ).
According to chaotic evolution, it can be considered that the
next point to be predicted of K adjacent phase points of XM
has a nearly consistent mapping relationship with xN+1, thus
the specific mapping function F (·) can be found, and the next
predicted value of the original sequence can be obtained.

Elman feedback neural network is a typical hierarchical
network with input layer, hidden layer, continuity layer and
output layer. According to its specific structure, K neigh-
boring points of XM can be taken as the input of the neural
network, and K neighboring points of xN+1 can be taken
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as the output of the neural network. After repeated training,
the mapping function can be fitted in the black-box system
of the neural network, and then XM can be taken as the
input layer, and the predicted value xN+1 can be obtained.
Taking the predicted xN+1 as the known condition of the
new sequence, the multi-step recursive prediction of the time
series of seawater cooling system state parameters can be
realized by repeated single-step prediction.

B. DETERMINE THE TOPOLOGICAL RELATIONSHIP OF
CHAOS-ELMAN COMBINED MODEL
ENN is a dynamic neural network with local feedback
and overall feedforward. Therefore, the specific topological
structure of Elman feedback neural network needs to be
determined before the actual prediction simulation of the
combined model. According to the basic theory of ENN,
the number of neurons in the input layer and the output
layer are confirmed by the actual situation. However, there
is no accurate basis condition for the number of hidden layer
neurons, and it will directly affect the prediction accuracy.
Therefore, empirical formula (26) is used in this paper to
determine the number of hidden layer neurons.

Lh =
√
Li + Lo + a (26)

where, Lh, Li, Lo is the number of neurons in the hidden
layer, input layer and output layer respectively, and a is an
additional constant, generally valued as [1,8]. According to
formula (26), the value range of the number of neurons in the
hidden layer can be calculated. Within this range, values are
traversed for Elman neural network training, and the value
with the minimum mean square error of training is taken as
the final number of neurons in the hidden layer.

Based on the above content, the general process of
the Chaos-Elman combined prediction model establishment,
training and simulation prediction in this paper is shown
in Fig. 1.

V. METHODOLOGY APPLICATION
The main research object of this paper is the state parameters
of the seawater cooling system, but an important index to
measure the operation quality of the seawater cooling system
is the seawater outlet temperature of the central cooler, so this
paper selected the seawater outlet temperature of the inter-
cooler as an example for experiment and analysis. The data
used in this paper were collected in real time during the
circular voyage of ‘‘YU KUN’’, the school ship of Dalian
Maritime University, from Dalian to Qingdao and back to
Dalian, and then in the sea area around Dalian. Each data
sampling interval was 30min. A total of 300 sets of data were
taken, which took 150h to complete in total. Therefore, the
one-dimensional time series of 300 groups of seawater outlet
temperature of intercooler can be obtained, which is {36.9,
37.1, 37.5, 38.3, 38.1, 37.6, 36.5, 37.8, 37.8, 37.9, . . . . . . , 41.8,
40.6, 39.8, 39.2, 38.6, 40.2, 40.3, 41.6, 40.8, 39.2}, the normal
value range of intercooler sea water outlet temperature on the
ship is [36,42]. It is normal for data to have slight fluctuations

FIGURE 1. Prediction process of Chaos-Elman combined model.

FIGURE 2. Variation trend of intercooler seawater outlet temperature.

outside the normal range. Fig. 2 shows the variation trend of
the intercooler sea water outlet temperature of the specific
300 groups.
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FIGURE 3. Optimization of delay time by improved C-C algorithm.

As shown in Fig. 2, the fluctuation of seawater outlet tem-
perature of intercooler shows the following characteristics:

(1) Nonlinear, there is no linear rule on the curve as a whole,
and the general trend is temperature increase;

(2) Seemingly irregular changes, randomness exists to some
extent;

(3) The trend of change is stable in a certain range, and the
range of change is not large, probably within the range
of [36,42].

A. PHASE SPACE RECONSTRUCTION OF INTERCOOLER
SEAWATER OUTLET TEMPERATURE TIME SERIES
Before the phase space reconstruction of the intercooler
seawater outlet temperature time series, its reconstruction
parameters, including delay time and embedded dimension,
need to be calculated and solved according to the method
proposed above sections. The calculation results are shown
in Fig. 3 and Fig. 4.

As shown in Fig. 3, the first local minimum point of
1S̄1(t) ∼ t is t = 5, so the optimal delay time of the sequence
is t = 5.

When the G-P algorithm is adopted in this paper, the
change of the selected embedding dimension gradually
increases from 1 to 22. The specific calculation results are
shown in Fig. 4(a). The black linear part in Fig. 4(a) is
the selected scale-free interval, which serves as the judg-
ment basis of the embedding dimension. As shown in
Fig. 4(b), when m = 19, the correlation dimension is
saturated, so m = 19 is selected as the optimal embedding
dimension.

B. SELECTION OF THE NUMBER OF ADJACENT POINTS
OF THE SEAWATER OUTLET TEMPERATURE
SERIES OF INTERCOOLER
According to HQ criteria and calculation formula, combined
with the actual situation in this paper, the value range of K
is determined to be 4 ∼ 30, and the weight constant C=8.
The single-step prediction was carried out by the local aver-
age prediction method of chaotic sequence. The prediction
errors corresponding to different K values were calculated,
and then the corresponding criterion values were calculated.
The corresponding situation of the number of adjacent phase
points and their criterion values was obtained as shown
in Fig. 5.

FIGURE 4. Embedding dimension obtained by G-P algorithm.

As can be seen from Fig. 5, when K = 24, the HQ crite-
rion value reaches the minimum and satisfies the empirical
formula K ≥ m+ 1 = 20. Therefore, the optimal number of
adjacent points in this paper can be selected as 24.

C. IDENTIFICATION OF CHAOTIC CHARACTERISTICS OF
INTERCOOLER SEAWATER OUTLET
TEMPERATURE SERIES
According to the calculation steps of the maximumLyapunov
index, the time series of seawater outlet temperature of inter-
cooler in this paper is calculated, and the calculation results
of the maximum Lyapunov index are shown in Fig. 6.

The slope of curve fitting in Fig. 6 is λ= 0.0173> 0, which
indicates that the time series of intercooler seawater outlet
temperature in this paper has chaotic characteristics, and the
prediction method of chaos theory can be used to predict the
subsequent trend of the series.
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FIGURE 5. Number of adjacent phase points based on HQ criterion.

FIGURE 6. Maximum Lyapunov index of time series of intercooler
seawater outlet temperature.

D. PREDICTION ANALYSIS BASED ON THE
CHAOS THEORY
In this paper, the maximum Lyapunov index λ of time series
of the sea water outlet temperature of the cooler is 0.0173,
so the longest prediction time of short-term prediction is
Tmax = 1/0.0173 ≈ 58, that is, under the condition of not
losing the prediction significance, 58 groups of sampling time
can be predicted at most. For the convenience of calculation
and statistics, Tmax is 60. Therefore, the time series with the
original length of 300 groups can be divided that the first
240 groups are used as training sets for simulation training,
and the last 60 groups are used as test sets to verify the
accuracy and reliability of the model. The reconstruction
parameters are t = 5 and m = 19 calculated above, and the
recursive single-step prediction method is used for repeated
prediction to achieve the multi-step prediction result.

In this section, Maximum Lyapunov index prediction
method, Third-order Volterra adaptive prediction method and
weighted first-order local prediction method [30] in chaos
theory are used to predict and analyze the time series of
intercooler seawater outlet temperature. Function files and
script files were compiled in the environment of MATLAB
R2020b to complete 60 groups of prediction. The average
time of 60 groups of prediction was 5.2s for different models.
The specific prediction results and relative errors are shown
in Fig. 7.

FIGURE 7. Comparison of short-term prediction results and relative errors
of intercooler seawater outlet temperature based on chaos theory.

According to the data shown in Fig. 7, it can be obviously
seen the prediction accuracy of the three methods, among
which the weighted first-order local prediction method has
the highest accuracy, and the third-order Volterra adaptive
prediction method has the largest deviation from the actual
value. However, in general, the MAPE and RMSE of the
three methods are somewhat high, for the following reasons:
1) The maximum Lyapunov exponential prediction method
relies too much on the accuracy of λ for prediction, but due
to its characteristics, the calculation of accuracy is limited;
2) The third-order Volterra adaptive prediction method cor-
rects the weights through the prediction errors of each order.
The closer to the infinite order, the higher the accuracy, but
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TABLE 1. Number of different ENN hidden layers nodes and
corresponding training errors.

the infinite order is unrealistic, and the operation complexity
of too high order increases exponentially, so the large error
is inevitable; 3) The weighted first-order local prediction
method uses a linear model to approximate the nonlinear
evolutionary trend, which is bound to produce certain errors.
Therefore, if only chaos theory is used for prediction, the
accuracy is obviously insufficient, and there is still a lot of
room for improvement.

E. PREDICTION ANALYSIS BASED ON CHAOS-ELMAN
COMBINED MODEL
In view of the obvious shortcomings of the prediction method
using chaos theory alone, and the calculation accuracy of λ
and high order are difficult to realize, so the Chaos-Elman
combined model is proposed to predict the time series of
intercooled seawater outlet temperature, in order to solve the
problem that the weighted first-order local prediction method
cannot achieve nonlinear approximation.

Phase space reconstruction technology extends the model
theory proposed above. This section only needs to fuse ENN
into phase space, so its topological structure and parameters
should be determined first. According to themethod proposed
above, the optimal embedding dimension m = 19 is taken
as the number of neurons in the input layer, and since it is
a single-step prediction, the number of neurons in the output
layer is set as 1. According to formula (26), the value range of
the number of neurons in the hidden layer can be calculated
as [6, 13], and the number of nodes and the corresponding
training mean square error are shown in Table 1.

As shown in Table 1, when the number of hidden layer
neurons is 13, the trained MSE is the smallest, thus it can
be determined that the topological structure of ENN in the
Chaos-Elman combination model is 19-13-1.

The prediction simulation experiment was carried out
according to the process described in above section. The
results and relative errors of 60 sets of data of the intercooler
seawater outlet temperaturewere predicted by ENNalone and
Chaos-Elman combined model are shown in Fig. 8.

It can be seen from Fig. 8 that the prediction effect of
Chaos-Elman combined prediction model is much better than
that of the single Elman feedback neural network model. This
is because the time series in this paper has the characteristics
of chaos, so it is necessary to reconstruct its phase space first

FIGURE 8. Comparison of short-term prediction results and relative errors
of ENN and Chaos-Elman combined model for intercooler seawater outlet
temperature.

to explore the hidden evolution law to the maximum extent.
Better prediction performance can be obtained by combining
chaos theory with ENN.

F. RESULTS
In order to evaluate the computational complexity, the vari-
ation of parameters during training and the performance of
training network of Elman neural network and Chaos-Elman
combined model, this paper uses the training tool window
of neural network for comparative analysis. In the network,
the transfer function of the input layer is tan- sigmoid, and
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FIGURE 9. Comparison of parameters variation during training.

that of the output layer is linear, the training algorithm uses
gradient descent with momentum and adaptive LR, the loss
function is represented by the mean square error (MSE),
the calculation uses MEX function, the maximum training
algebra is set as 1000, the limit performance function value
is set as 10−6, the limit gradient operator is set as 10−5, and
the maximum continuous overfitting times is set as 6. If any
of the above conditions reach the termination conditions, the
network training will be stopped. The variation process of
training parameters and network performance during training
are shown in Fig. 9 and Fig. 10.

It can be seen from Fig. 9 and Fig. 10 that both Elman
and Chaos-Elman terminate training after 6 times of fitting.
Elman has been trained for 87 generations and its learning
rate is about 0.6974; Chaos-Elman combined model has been
trained for 113 generations and its learning rate is about
1.5744. The training parameters of the combined model are
obviously better than that of the single Elman neural net-
work. The minimum MSE of Elman network is 0.1611 at the

FIGURE 10. Comparison of network performance.

81st generation of training, and the minimum MSE of the
combined model is about 0.0807 at the 107th generation of
training. The network performance of combinedmodel is also
significantly higher than that of single Elman neural network.

Table 2 lists the performance indicators of each machine
learningmethodmentioned in this paper. Third-order Volterra
adaptive prediction and Elman neural network prediction had
RMSE higher than 2.3, R2 lower than 0.89, and EV lower
than 0.92. The RMSE of the maximum Lyapunov index
prediction andweighted first-order local predictionwas lower
than 1.5, MAPE was lower than 0.028, R2 was higher than
0.89 and EV was higher than 0.93. The RMSE of Chaos-
Elman combination prediction was lower than 0.62, MAPE
was lower than 0.014, R2 was higher than 0.95 and EV was
higher than 0.971. Therefore, compared with other methods,
the Chaos-Elman combination prediction model had the best
performance and the highest prediction accuracy.

According to the above analysis, compared with chaotic
time series prediction and single Elman neural network
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TABLE 2. Comparison of performance metrics of methods.

prediction, the Chaos-Elman combined prediction model can
effectively improve the efficiency of model training, obtain
the optimal training parameters more quickly, and obtain
better prediction accuracy in the testing process of the model.

VI. CONCLUSION
In this paper, one-dimensional time series of seawater outlet
temperature of intercooler is taken as an example. Firstly,
the maximum Lyapunov index is obtained by calculating
its reconstruction parameters t and m, and the sequence is
judged to have chaotic characteristics. Then, phase space
reconstruction technology is used to excavate the hidden
evolution law. Then, the chaos theory and ENN were organ-
ically combined to build the chaos-Elman combined predic-
tion model, which made full use of the characteristics and
advantages of the two, improved the training efficiency of the
model, maximized the evolution trend of phase points, and
better used nonlinear approximation to predict chaotic time
series. Its prediction effect is much higher than that of the
maximum Lyapunov index prediction, third-order Volterra
adaptive prediction, weighted first-order local prediction and
Elman neural network prediction, and MAPE decreases to
0.0132, R2 increases to 0.9504, EV reaches 0.9713, indicating
that the prediction accuracy is greatly improved. Because
this method can make full use of the training data set to
obtain the important parameters of the combined model, and
avoid the possibility of falling into the local optimal solution,
it can perform some parameter prediction of the non-human
operating system in the cabin, and obtain good performance.
This method still has some room for improvement: for some
complex systems or large combined ship systems, if there are
strong correlations among multiple systems, and the amount
of real-time data collected exceeds the storage capacity of
the model, the data dimension can be effectively reduced in
the data preprocessing stage, and the threshold of the neural
network weight can be further optimized. In addition, this
method can introduce an effective state recognition model to
achieve the performance of state prediction.With the upgrade
of engine room automation, this method can be combined
with multiple ship engine room systems to predict the system
state in many aspects, and even form a unified function
unit, which provides a reference direction for the intelligent
development of shipping industry in the future.
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