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ABSTRACT Computation offloading is a new paradigm to provide cloud computing capabilities at the edge
of pervasive radio access networks in close proximity to mobile users. In this paper, we propose a new
computation offloading model for the 5G networks and beyond. Based on the edge computing platform,
intensive computing tasks can be partially offloaded from local devices to edge clouds to supplement the
computation capability of resource-limited devices. This approach leverages the edge server’s idle computing
power to assist individual devices in model training. To implement control decision algorithms for the
distributed computing process, we adopt the concepts of different bargaining solutions for the dynamic
offloading services. According to the cooperative game theory, the proposed method can maximize the full
synergy that gives mutual advantages for devices and edge clouds while improving the system efficiency.
Therefore, we can take various benefits to reach a fair-efficient consensus under the edge-assisted distributed
computing system environment. Finally, experimental results demonstrate the effectiveness of our bargaining
based computation offloading scheme by comparing with the existing state-of-the-art distributed computing
protocols; we can accelerate training process thanks to our efficient bargaining approach.

INDEX TERMS Distributed computing, edge offloading computing, cooperative game theory, loss aversion
bargaining solutions, utilitarian bargaining solution.

I. INTRODUCTION
Recently, Internet of Things (IoT) devices are widely used in
industrial control, network physical system, medical devices,
environmental monitoring and other fields. Smart IoT devices
will be deployed everywhere in future networks to meet
the growing demand for services such as smart cities,
smart homes and smart medical systems. Connected IoT
devices can potentially provide insights that lead beyond-5G
systems to cost reductions, efficiency gains, and new business
opportunities. With massive usage of smart IoT devices,
machine learning and artificial intelligence techniques target
not only communication and networking tasks but also aug-
mented environmental perception services. This combination
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is expected to provide advanced services while paving the
way to the Internet of Conscious Things [1]–[3].

The rapid advancement of IoT devices and social net-
working applications results in an exponential growth of
the generated data. However, these devices require low
latency and power consumption to perform application tasks.
Therefore, computation intensive and delay-sensitive appli-
cations are hardly executed on resource-constrained mobile
IoT devices. To tackle this challenge, distributed computing
has been proposed as a promising solution to alleviate the
computing burdens of IoT devices and reduce service delay.
It can leverage the computing capabilities of IoT devices
via computation offloading at anytime and anywhere. In the
distributed computing infrastructure, local data storing and
processing with global coordination may be possible by
the emerging technology of mobile edge computing (MEC).
It extends the capability of cloud computing, and edge clouds
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are equipped with storage and computation in the edge of
the network. Multiple edge clouds work together to perform
large-scale distributed tasks that involve both local processing
and remote coordination [2]–[4].

With edge computing, IoT devices can offload their
computation tasks to edge clouds. As a natural consequence,
they can save more energy and still maintain the quality of
the services they should provide. However, it has shown that
there is a trade-off between efficiency and privacy. For
the computation offloading service, user-sensitive data are
required to offload to the edge cloud, it may impose
great privacy leakage risk. Therefore, all of these factors
should be rationally considered in the distributed MEC
paradigm [1], [4], [5].

In this study, our major goal is to design a new distributed
edge computing scheme. The major challenge of our
proposed scheme is to coordinate the different individual
agents while ensuring good global properties. However, it is
a complex and difficult work under dynamically changing
MEC system environments. Therefore, we need a new
intelligent control paradigm and novel solution concept.
In our scheme, autonomous, distributed, and intelligent IoT
devices coordinately make rational and strategic decisions
to deploy deep learning algorithms. This scenario may fall
into cooperative game theory. Cooperative game theory offers
an effective model of cooperation between rational game
players. The critical issue of cooperative games is how
to distribute surplus outcome among all players. Various
solutions in cooperative games embody different criteria.
Currently, they are widely used in economics, computer
science, wireless telecommunications, political science, and
so on [6].

A. TECHNICAL CONCEPTS
Game theory studies mathematical models of negotiation,
conflict and cooperation between strategic actors. It has
been applied in various areas of study to understand why
a game player makes a particular decision and how the
decisions made by one player affect others. As a type of game
theory, a bargaining game is a cooperative game model in
which groups of players coordinate their actions and pool
their winnings. Conceptually, bargaining is the opposite of
idealized ‘perfect competition’ among players. In bargaining
games, strategic actors wish to enter into contracts to
generate a surplus, which must be divided among the
players. Therefore, a solution to the cooperative bargaining
game enables players to determine their payoffs fairly and
optimally to make joint agreements. First, a solution for the
bargaining game was introduced in a fundamental paper by
J. Nash in 1950. Based on axiomatic theory, Nash derived
an idealized representation of the bargaining problem and
developed a methodology to resolve this problem. Since then,
various bargaining solutions have been proposed based on
slightly different assumptions about the properties desired
for the final agreement point. In 1975, E. Kalai and M.
Smorodinsky introduced another solution, known as the Kalai

and Smorodinsky bargaining solution. To date, these two
bargaining solutions have been regarded as standard solutions
to bargaining problems. Additionally, utilitarian bargaining
solution has been introduced. In the point view of efficiency,
this solution maximizes only the sum of effectiveness without
fairness concerns [15].

Recently, much research in bargaining problems has dealt
with the concept of risk aversion. From a realistic point
of view, game players tend to attach greater importance to
losses than to the corresponding gains. Therefore, they want
to minimize loss more than maximize gain, and the player’s
risk aversive manner tends to play an important role in how
that player behaves. Nowadays, much attention has been
paid to the influence of risk on the outcomes assigned by
specific bargaining solutions [16], [17]. In 2002, J. Shalev
dealt with the connection between risk aversion and the
Nash solution, and proposed a new solution, called the loss
aversive Nash bargaining solution (LNBS). In the LNBS, the
reference points are endogenized to incorporate loss aversion
into the bargaining model; increasing loss aversion for a
player leads to worse outcomes for that player in bargaining
games. To find a unique solution, the psychological element
plays an important role in LNBS [16]. In 2011, B. Driesen
et al proposed another loss aversion bargaining idea, called
the loss aversive Kalai-Smorodinsky bargaining solution
(LKSBS). The original Kalai and Smorodinsky solution is
an intersection point between the bargaining set and the
line connecting that outcome to the disagreement and utopia
points. However, the LKSBS is a Pareto optimal outcome
while satisfying a given proportion which depends on the
players’ loss aversion coefficients [17].

B. MAIN CONTRIBUTIONS
According to the main concept of LNBS and LKSBS,
we develop a novel edge cloud computing scheme for IoT
devices. In the distributed MEC paradigm, each individual
device adaptively decides the amount of offload computing.
By considering the current condition of its own device,
this decision is made based the utilitarianism. To effectively
coordinate multiple devices, each edge cloud dynamically
allocates its computation and communication resources.
By considering the heterogeneity of devices, these limited
resources should be shared fair-efficiently. To implement our
scheme, the ideas of LNBS and LKSBS are adopted, and
they work together toward an appropriately-balanced system
performance. Our joint bargaining approach provides the
most proper combination of different solutions while ensur-
ing good global properties. In detail, the major contributions
of this study are as follows:

• This study considers the computation offloading prob-
lem in the distributed MEC platform. During the inter-
active cooperative game process, the control decisions
for computation offloading and resource allocations are
made in an effective online fashion based on the ideas of
different bargaining solutions.
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• Each individual IoT device partially offloads its compu-
tation task to the corresponding edge cloud. Based on
main characteristics of utilitarian bargaining solution,
the offloading amount is dynamically decided; this
decision reflects the current condition of IoT device.

• Each edge cloud allocates its computation and commu-
nication resources for its corresponding devices. The
LNBS is used to distribute the computation resource,
and the LKSBS is adopted to allocate the communication
resource.

• Under a joint-bargaining procedure, we explore the
interaction of utilitarian solution, LNBS and LKSBS
while leveraging the synergistic features. The main nov-
elty of our approach lies in the reciprocal combination
of different bargaining solutions.

• We evaluate the performance of our proposed scheme
via extensive experiments in a simulated environment.
Our experimental results reveal that the proposed
joint-bargaining approach can achieve a higher system
performance compared with the existing MEC based
offloading protocols.

C. ORGANIZATION
The rest of this paper is organized as follows. Section II
presents related work of the edge computing platform.
Section III describes a general control framework in theMEC
infrastructure. And, we explain the basic ideas of different
bargaining solutions such as LNBS and LKSBS. To implement
our proposed scheme, we formulate our joint-bargaining
game model, and the main steps of our proposed algorithm
are given based on the interactive bargaining procedure.
In Section IV, we show performance evaluations and numeric
results in comparison with the existing offloading methods.
Finally, Section V concludes our work, and draws some
future investigations.

II. RELATED WORK
The unprecedented amount of data necessitates the use of
distributed computational framework to provide solutions
for various MEC applications. Using distributed optimiza-
tion techniques, researchers have recently proposed a few
algorithms for federated learning based edge computing pro-
cess. They address the challenges of resource management
involving collaborations of a number of IoT devices. The
paper [19] presents a reinforcement learning based mobile
offloading scheme for edge computing against jamming
attacks and interference, which uses safe reinforcement
learning to avoid choosing the risky offloading policy that
fails to meet the computational latency requirements of the
tasks. It has provided the computational complexity of
the proposed scheme and its performance bound containing
the computational latency of the tasks, the energy consump-
tion and the utility of the mobile device based on game
theory [19].

In [1], the Edge Computing supported Federated Learning
(ECFL) scheme uses multiple agents to indicate the decisions

of the IoT devices. With the aim of making decisions feasible
and further reducing the transmission costs between the
smart devices and edge clouds, learning algorithm is used
to train agents in a distributed fashion. Through the joint
allocation of communication and computing resources, the
ECFL scheme supports the edge computing and learning
algorithm in the IoT environment. Based on the deployed
multiple edge clouds, this approach is to implement the
learning algorithm based decision mechanism in the dynamic
IoT system; it is the main contribution of the ECFL
scheme. Finally, the effectiveness of the ECFL scheme is
verified by the experimental results in terms of accuracy and
efficiency [1].

S. Wang et al. propose the Resource Constrained Feder-
ated Learning (RCFL) scheme that determines the best trade-
off between local update and global parameter aggregation
under a limited resource constraint [4]. The main goal of
this scheme is to address the problem of how to efficiently
utilize the limited computation and communication resources
at the edge cloud. Based on the typical edge cloud computing
architecture, the raw data is collected and stored at multiple
edge clouds, and a learning model is trained in a distributed
fashion. From a theoretical perspective, the RCFL scheme
analyzes the convergence bound of gradient-descent based
learning approach. According to the theoretical convergence
bound, this method learns the data distribution, system
dynamics, and model characteristics for the optimal learning
performance. It dynamically adapts the frequency of global
aggregation in real time to minimize the learning loss.
Finally, they estimate the performance through extensive
experiments, and confirm the near-optimal outcome for
different system configurations [4].

The paper [5] provides the Cloud based Personalized
Federated Learning (CPFL) scheme to exploit a massive
amount of user-generated data samples on IoT devices.
This scheme advocates a personalized learning model in
the edge cloud architecture for intelligent IoT applications.
To cope with the heterogeneity issues in IoT environments,
the CPFL scheme investigates an emerging personalized
learning method which is able to mitigate the negative effects
caused by heterogeneities in the complex IoT environments.
To tackle the high communication and computation cost
issues in device heterogeneity, each IoT device can offload its
computationally intensive application task to the edge cloud.
This approach fulfills the requirement for fast-processing
capacity and low latency. In addition, the CPFL scheme also
enables that IoT devices and edge clouds jointly train a global
model in a coordinative paradigm. Under a limited resource
constraint, the performance of this approach is verified by a
simulation analysis [5].

Although some researches have exploited extensively the
edge computing paradigm, an efficient cooperation of edge
clouds and IoT devices has not been fully investigated.
Different from the existing ECFL, RCFL andCPFL protocols
[1], [4], [5], clouds and IoT devices in our proposed
scheme make rational decisions in a cooperative manner, and
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FIGURE 1. Edge-assisted computing platform for offloading services.

effectively share the limited system resource while ensuing
mutual advantages; it has more potential benefits for the
computation offloading process.

III. THE PROPOSED COMPUTATION OFFLOADING
ALGORITHM
In this section, a short description of the MEC system
infrastructure is presented with a review of LNBS and
LKSBS. Based on the interactive cooperative game approach,
we elaborate the main challenges of computation offloading
process while discussing relevant control issues in MEC-
assisted IoT environments. Finally, the main step procedures
of our proposed algorithm are delineated to help readers
understand better.

A. EDGE CLOUD SYSTEM INFRASTRUCTURE FOR
FEDERATED LEARNING
In this study, a system model in IoT environment with
edge clouds is taken. In this model, IoT devices have
the computation capability. However, portable IoT devices
have restricted computation capacities along with little
onboard batteries. To overcome the device’s computing
power limitation, computation tasks can be partly offloaded
to the nearby edge cloud. In the MEC infrastructure,
edge cloud is a small-scale cloud datacenter that extends
the capability of cloud computing by bringing it to the
edge of the network. The main purpose of edge cloud
is to support interactively computation-intensive tasks by
providing offloading services. It is a new architectural
element that enlarges today’s cloud computing services in
the 5G IoT environment. Fig.1 illustrates the edge-assisted
computing infrastructure for offloading services.

Based on the edge cloud system model, E = {E1, . . . ,En}
is the set of edge clouds, andD = {D1, . . . ,Dm} is the set of
IoT devices. One edge cloud out ofE can be chosen by nearby
devices for offloading computation tasks. The E1≤k≤n ∈
E has its computation power 0Ek with wireless spectrum
bandwidth WEk . One IoT device D1≤i≤m ∈ D has its own
battery cell and computation power. The computation power

of Di is ϒDi , and the battery cell stores electrical energy;
the full-energy and remaining-energy of Di are represented
by EDi and e

c
Di , respectively. TDi =

[
NDi , κDi ,M

T
Di ,LDi

]
is the learning task of Di where NDi is the data bit size of
TDi , and κDi represents the number of CPU cycles required
to process one-bit data input. MT

Di is the maximum delay-
latency to complete the TDi , and LDi is the ratio of data
offloading for the NDi . During the computation offloading
process, time horizon is discretized into time epochs indexed
by tc with equivalent duration in seconds [1].

From the viewpoint of devices, how to leverage the trade-
offs between local and offloading computing is a critical
issue. Therefore, the Di decides the value of LDi , which
can be viewed as a control parameter between 0 and
1. To effectively complete the learning process, the LDi
value should be dynamically adjusted while coordinating its
offloading and local computation amounts. In the point view
of edge clouds, they are responsible for offloading services.
Therefore, they adaptively provide their communication (W)
and computation (0) resources to successfully complete the
requested offloading devices. Based on the MEC infras-
tructure, cloud edges and devices make control decisions
intelligently in pursuit of their individual objectives.

In this study, the interaction process of cloud edges
and devices is formulated as a joint bargaining game
(G) in a coordination manner; G is subdivided into GL

D ,
G0E , and GW

E to solve different bargaining problems.
The edge computing system operates in a slotted time
structure and task offloading services are implemented
at each time period. Formally, we define game entities,
i.e., G =

{
GL
D ,G

0
E ,G

W
E

}
=

{{
Ek ∈ E,Di ∈

D
}
,
{
GL
D |T

O
D,T

L
D,LD,UL

D

(
·
)
,UO

D

(
·
)}
,
{
G0E |0E , 0

D
E ,

U0
D

(
·
)}
,
{
GW
E |WE ,W

D
E ,U

W
D

(
·
)}
,T
}
of gameplay.

• GL
D , G

0
E and GW

E are bargaining games for the L value
decision by D, the 0 and W resource distributions
by E , respectively. They are mutually and reciprocally
interdependent in an interactive manner.

• E,D are the sets of cloud edges and devices; they
are game entities for the GL

D , G
0
E and GW

E bargaining
games.

• In the GL
D , T

O
D and TLD represent the D’s computation

offloading part and local computing part, respectively.
They are game players, and LD and (1− LD) are their
strategies. UL

D (·) and U
O
D (·) are utility functions of TOD

and TLD.
• In the G0E , 0E is the computation power of E , and
devicescontacting to the E are game players. The 0DE
represents the assigned computing power for the D; it
is the D’s strategy and U0

D (·) is the D’s utility function
for the 0E resource allocation problem.

• In the GW
E ,WE is the wireless bandwidth of E , and

devices contacting to the E are game players. The WD
E

represents the assigned bandwidth amount for the D; it
is the D’s strategy and UW

D (·) is the D’s utility function
for the WE resource allocation problem.
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• The limited 0DE and WE resources are rationally dis-
tributed according to the LNBS and LKSBS, respectively.

• T = {t1, . . . , tc, tc+1, . . .} denotes time, which is
represented by a sequence of time steps.

B. THE BASIC CONCEPTS AND FUNDAMENTAL IDEAS OF
LNBS AND LKSBS
To characterize the basic concepts of bargaining solutions,
we first define mathematical expressions. The set of bargain-
ing game players is denoted by N = {1, . . . , n} with n ≥ 2.
For x, y ∈ RN we write x ≥ y if xi ≥ yi for all i ∈ N ,
and x > y if xi > yi for all i ∈ N . The utility function of
player i ∈ N (ui : S → R) can be represented as the degree
of satisfaction received by player i; S is the set of feasible
outcomes, which are translated into real numbers. Usually,
bargaining games (S, d) ∈ BN consist of S and disagreement,
d . If the bargaining players fail to reach some other outcome
x = {x1, . . . , xn} ∈ S, d results; S contains a vector x > d for
all x ∈ BN . An n-player bargaining problem is a set S ⊂ RN

with S ⊂ d+RN
+ whereRN

+ = {x ∈ RN
|x ≥ 0}. Players seek

agreement on an outcome x = {x1, . . . , xn} in S, yielding an
utility x1≤i≤n to player i ∈ N . The utopia point of (S, d) is
the highest possible utility payoff for all players; it is simply
defined by the vector I (S, d) = (I1 (S, d) , . . . , In (S, d))
where Ii (S, d) = max {xi | x ∈ (S, d)} [16], [17].
In the LNBS and LKSBS, the outcomes of players’ utility

functions are evaluated with respect to a reference point and
loss aversion tendency. To capture the loss aversion aspect of
a player’s preference, its utility function has a constant level
of loss aversion, called the player’s loss aversion coefficient
(λ). A higher coefficient value indicates a higher level of loss
aversion. Finally, the player i’s utility function with reference
point 2i from an outcome xi, i.e., Ui (xi,2i), is formally
defined as follows [16];

Ui (xi,2i)

=

{
ui (xi) , if ui (xi) ≥ 2i

ui (xi)− (λi × (2i − ui (xi))) , otherwise

s.t., 2i ∈ R, xi ∈ BN and λi ∈ R+ (1)

where λi is the non-negative loss aversion coefficient of
player i, and 2i is the expected utility to depict the player i’s
reference level. When the player i obtains a payoff xi, which
is below his reference outcome 2i, the player i experiences
a disutility that is equal to his loss (2i − ui (xi)), multiplied
by the λi. If the player i’s payoff is above than the 2i, it is
remains unchanged [16], [17].

To obtain the LNBS, we can define a unique solution
function ϕLNBS (·) :BN

→ RN based on the U1≤i≤n (xi,2i).
It assigns to each bargaining problem (S, d) ∈ BN a single
point ϕLNBS (·) ∈ S with λ1≤i≤n and 21≤i≤n [11];

ϕLNBS
(
BN , d,N ,3,R

)
= max

x∈BN ,
λi∈3,
θi∈R

∏
i∈N

(Ui (xi,2i)− Ui (di,2i))

s.t., 3 = (λ1, . . . , λn) ∈ RN
+ and

R = (21, . . . ,2n) ∈ RN (2)

The LKSBS is a map ϕLKSBS (·) :BN
→ RN based on the

U1≤i≤n (xi), which also implies that a single point ϕLKSBS (·)
is obtained in the bargaining problem (S, d) ∈ BN for all
3 ∈ RN

+ and R ∈ RN . Finally, ϕLKSBS (·) is defined as
follows [17];

ϕLKSBS (I (S, d) ,N ,3)

=

{
x = {x1 . . . xn} ∈ P(S)|

(In(S, d)− Un (xn))
(Un (xn)− dn)

=

(
Tk ×

(Ik (S, d)− Uk (xk))
(Uk (xk)− dk )

)}

s.t.,



x ≥ d, Ñ = N\ {n} , k ∈ Ñ and 0 ∈ RÑ
++

Tk ∈ T =

{
1+ λn
1+ λ1

,
1+ λn
1+ λ2

, . . .
1+ λn
1+ λn−1

}
P (S)
=
{
x ∈ S | forall y ∈ RN , if y ≥ x and

x 6= y, then y /∈ S
}

(3)

The axioms involved in characterizing bargaining solutions
are defined as follows. The LNBS is characterized by a
collection of desirable axioms PO, S, I, IIA, and RI, and
the LKSBS satisfies the axioms PO, SI, IM, SIR and
PCI [16], [17].
• Pareto Optimality (PO): The solution is not weakly
dominated by any point in BN except itself.

• Symmetry (S): IfBN , d,3 andR are symmetrical in the
plane, the solution assigns the same outcome to each
player.

• Invariance (I): The solution is invariant with respect to
the positive linear transformations of BN , d and R.

• Independence of Irrelevant Alternatives (IIA): If the
solution of

(
BN , d,N ,3,R

)
is x∗, X ′ ⊆ BN and x∗ ∈

X ′, then the solution of
(
X ′, d,N ,3,R

)
is also x∗.

• Representation Invariance (RI): If two elements of X
give the same set of utility pairs, then the evaluations of
the solution points of the two problems give the same
utilities to the players.

• Scale Invariance (SI): P : RN
→ RN is a linear

transformation P (x) := α + (β · x) , where α ∈
RN , β ∈ RN

++, and P (S) := α + (β · S) for S ⊆ RN .
If P (ϕ (S, d)) = ϕ (P (S) ,P (d)), then ϕ:BN

→ RN

satisfies SI.
• Individual Monotonicity (IM): If ϕi(S, d) ≤ ϕi(T , d) for
all (S, d), (T , d) ∈ BN and i ∈ N with S ⊆ T and
uj(S) = uj(T ) for all j ∈ N\{i}, then ϕ:BN

→ RN

satisfies IM.
• Strong Individual Rationality (SIR): If ϕ(S, d) > d for
all (S, d) ∈ BN , then ϕ:BN

→ RN satisfies SIR.
• Proportional Concession Invariance (PCI): Define a
bargaining problem (Ŝ, d) with Ŝ :=

{
x ∈ S | x ≤ û

}
,

where û = (α × ϕ (S, d)) + ((1− α)× u (S, d)) for
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some α ∈ [0, 1]. If ϕ
(
Ŝ, d

)
= ϕ (S, d), ϕ:BN

→ RN

satisfies PCI.

C. THE COOPERATIVE CONTROL SCHEME FOR
FEDERATED LEARNING PROCESS
In the IoT devices, energy consumption rate and task’s
delay-constraint are major control factors to decide the LD
value. In addition, personal data in ND usually contain
sensitive information with individual privacy. Therefore,
a novel computation offloading mechanism is necessary
to complete computing tasks while considering all current
conditions; it is quite beneficial to maximize the learning
system performance. For the task TDi inDi, total computation
work is

(
NDi × κDi

)
CPU cycles, and it is partially offloaded

to the edge cloud according to the 0 ≤ LDi ≤ 1; TODi =(
NDi × κDi × LDi

)
indicates the computation offloading

part, and TLDi =
(
NDi × κDi ×

(
1− LDi

))
is the local

computing part. By considering the current situation of Di
and corresponding edge cloud, the LDi decision problem is
formulated as a bargaining game model

(
GL
Di

)
[12]–[14].

In the game GL
Di , TODi and TLDi are assumed as game

players, and LDi ,
(
1− LDi

)
are their strategies. To reduce

computation complexity, strategies are specified in terms
of basic control unit (1). TODi and TLDi players have their
own utility functions UO

Di (·) and U
L
Di (·); each function maps

the player’s satisfaction to a real number, which represents
the resulting outcome in the game GL

Di . When the Ek is
Di’s corresponding edge, UO

Di (·) and U
L
Di (·) are defined as

follows;

UL
Di

(
TDi ,LDi

)
=

(
ecDi
EDi
× log

(
α +

TLDi
XDi

)
× GcDi

(
ϒc
Di ,TDi ,LDi

))
UO
Di

(
TDi ,LDi

)
=

((
0Ek−8Ek

)
0Ek

× log

(
ψ+

TODi
XDi

)
×F

p
Di

(
TDi ,LDi

))

F
p
Di

(
TDi ,LDi

)
= γ − exp

(
TODi
XDi

)
and GcDi

(
ϒc
Di ,TDi ,LDi

)
= µ− exp

(
1−

ϒc
Di

ϒDi

)
s.t.,

{
TLDi =

(
NDi × κDi ×

(
1− LDi

))
TODi =

(
NDi × κDi × LDi

)
and XDi =

(
NDi × κDi

)
(4)

where α,ψ , γ, µ are control factors for UO
Di (·) and U

L
Di (·),

and 8Ek is the currently used Ek ’s computing power. GcDi (·)
is a function to represent the Di’s computation overhead, and
F
p
Di (·) is a function to indicate the Di’s privacy sensitivity.

HEk is the set of devices contacting to the Ek , and ϒc
Di , e

c
Di

are the currently availableϒDi and EDi in the Di. In the game
GL
Di , game players, i.e., TODi and TLDi , work together for the

Di, itself. Therefore, bargaining solution for theGL
Di may not

consider the fairness issue among game players; only the sum

of players’ payoffs should be maximized in the viewpoint of
efficiency. In this case, the utilitarian bargaining solution for
theDi

(
UBSDi

)
is most appropriate [18]. This solution can be

formulated as the following:

UBSDi = arg max
0≤LDi≤1

∑(
UL
Di

(
TDi ,LDi

)
+UO

Di

(
TDi ,LDi

))
(5)

According to (5), the Di decides the LDi value to maxi-
mize the sum of UO

Di (·) and UL
Di (·). And then, the Di’s

corresponding edge Ek ∈ E distributes its computation(
0Ek

)
and communication

(
WEk

)
resources to individual

devices in the HEk . In this study, the 0Ek and WEk resource
distribution problems are formulated as bargaining games,
i.e., G0Ek and GW

Ek . In these games, devices in the set HEk
are game player and the allocated 0Ek and WEk resources
for the Di are strategies in the G0Ek and GW

Ek . In the G0Ek ,
the utility function for the Di, i.e., U0

Di (·), is defined based
on some factors; Ek ’s assigned computation power for the
Di, i.e., 0

Di
Ek , the currently used Ek ’s computing power, i.e.,

8Ek , and Di’s loss aversion propensity, i.e., λ0,Di . Under the
heavy computing overhead of Ek , the loss aversion tendency
of the Di is alleviated. However, if it was vice versa, i.e.,
the 8Ek is light, it means that the Ek has enough available
computing power to support offloading services. In this case,
the tendency toward loss aversion increases. Therefore, based
on the current Ek conditions, we dynamically modify the loss
aversion propensity λ0,Di . According to the 0DiEk , 8Ek and
20,Di values, the Di’s utility function, i.e., U0

Di (·), can be
derived as follows.
U0
Di

(
0Ek , 0

Di
Ek ,T

O
Di ,8Ek ,20,Di

)

=



u0Di

(
0
Di
Ek

)
=

 TDi

η + exp

(
−
0
Di
Ek
0Ek

)
 ,

if u0Di

(
0
Di
Ek

)
≥ 20,Di

u0Di

(
0
Di
Ek

)
−

(
λ0,Di ×

(
20,Di − u

0
Di

(
0
Di
Ek

)))
,

otherwise

s.t.,



TDi =

ζ +
(
�O × TODi

)
+

(
�L × TLDi

)
MT

Di


and Di ∈ HEk

20,Di =
(
u0Di

(
TODi

)
× ρDi

)
and λ0,Di =

(
β ×

(
0Ek −8Ek

)
0Ek

)
(6)

where η, ζ are control parameters for U0
D (·), and �O, �L

are time delay parameters for offloading and local computing
processes, respectively. ρDi , β are the system adjustment
factors for the loss aversion tendency. Especially, during
the operation of offloading computation services, unexpected
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growth of offloading requests may develop in a specific edge
cloud. Under this system overload condition, the S, I and RI
axioms are desirable to ensure a relative fairness. Therefore,
the idea of LNBS is applied for the game G0Ek . It is given by:

ϕLNBS
(
Di ∈ HEk |U

0
Di (·) ,

(
3Ek ,20,Di

))
= max

0
Di
Ek

∏
Di∈HEk

(
U0
Di (·)− U

d
Di (·)

)
s.t., 3Ek =

(
. . . λ0,Di . . .

)
∈ R

∣∣HEk

∣∣
+ ,(

. . . 20,Di . . .
)
∈ R

∣∣HEk

∣∣
and

∑
Di∈HEk

0
Di
Ek ≤ 0Ek

(7)

where Ud
Di (·) is the disagreement point of Di. According

to (7), the 0DiEk value is adaptively decided in the G0Ek game.
As the same manner as the U0

Di (·), the Di’s utility function
in the spectrum allocation process, i.e., UW

Di (·), is decided
based on the WDi

Ek and 2W,Di ; it can be derived as follows.

UW
Di

(
WEk ,W

Di
Ek ,NDi ,LDi ,2W,Di ,$Ek

)

=



uWDi

(
W

Di
Ek

)
=

(
TDi × log

(
σ +

W
Di
Ek

WEk

))
, if uWDi ≥ 2W,Di

uWDi

(
W

Di
Ek

)
−

(
λW,Di ×

(
2W,Di − u

W
Di

(
W

Di
Ek

)))
,

otherwise

s.t., 2W,Di =

(
uWDi

(
NDi × LDi

)
× ρDi

)
and λW,Di =

(
β ×

(
WEk −$Ek

)
WEk

)
(8)

where σ is a control parameter forUW
Di (·) and

(
NDi × LDi

)
is

the requested bandwidth of Di, and$Ek is the currently used
Ek ’s bandwidth amount. For the bandwidth sharing problem,
the IM, SIR and PCI axioms are preferred to give higher
preferences to mission-critical tasks. Therefore, the concept
of LKSBS is applied to distribute theWEk resource to devices
in the setHEk . It is given for theGW

Ek game, and theWDi
Ek value

is adaptively decided according to (9).

ϕLKSBS
(
Di,Dj ∈ HEk |U

W
Di (·) ,

(
3Ek ,2W,Di

))
=

{. . .WDi
Ek . . .

}
|

(
IDj (·)− U

W
Dj (·)

)
(
UW
Dj (·)− U

d
Dj (·)

)
=

TDi ×

(
IDi (·)− U

W
Di (·)

)
(
UW
Di (·)− U

d
Di (·)

)


s.t., 3Ek =
(
. . . λW,Di . . .

)
∈ R

∣∣HEk

∣∣
+ ,

TDi =
1+ λW,Dj

1+ λW,Di
and

∑
Di∈HEk

W
Di
Ek ≤WEk (9)

D. MAIN STEPS OF OUR PROPOSED FEDERATED
LEARNING ALGORITHM

In this study, we have developed a new computation
offloading control scheme for a MEC system infrastruc-
ture. By adopting the main concepts of UBS, LNBS and
LKSBS, multiple IoT devices can share fair-efficiently the
limited system resources. To design our proposed scheme,
we formulate a novel joint bargaining game model in
a distributed online manner. To make control decisions,
game players bargain with each other to get mutual
advantages, and work together through the dynamics of
edge cloud platform. Based on the interactive bargaining
approach, different bargaining solutions are interdependent
to strike the appropriate performance balance for the MEC
process.

Usually, control algorithms have exponential time com-
plexity in order to solve classical optimal problems. These
methods are impractical to be implemented for realistic
system operations. In this study, we do not focus on trying
to get an optimal solution based on the traditional optimal
approach. But instead, the decision mechanism in our joint
bargaining game model is implemented with polynomial
complexity. In the point view of practical operations, it is
suitable approach for the real world edge-assisted computing
system. The main steps of the proposed scheme can be
described as follows:

Step 1: For our simulation model, the values of system
parameters and control factors can be discovered
in Table 1, and the simulation scenario is given in
Section IV.

Step 2: In each time step of bargaining game process,
individual devices generate their computing tasks
while contacting their neighboring edge cloud for
offload services.

Step 3: In each device, the game GL
D is operated to decide

its L value. According to (4), utility functions, i.e.,
UL
D (·) and U

O
D (·), are defined for local and offload

computing services, and the L value decision
problem is solved based on the equation (5).

Step 4: In each edge cloud (E), computation (0E ) and
communication (WE ) resources are distributed its
corresponding devices in the setHE through theG0E
and GW

E game models.
Step 5: In theG0E , the0 resource in the E is allocated for the

E’s corresponding devices; each individual device’s
utility function, i.e., U0

D (·), is defined by using (6).
Based on this information, the 0 resource is shared
by the idea of LNBS, and the 0DE value is decided
according to (1),(2) and (7).

Step 6: In the GW
E , the W resource in the E is allocated for

the E’s contacting devices; each individual device’s
utility function, i.e.,UW

D (·), is defined by using (8).
Based on this information, theW resource is shared
by the idea of LKSBS and the WD

E value is decided
according to (1),(3) and (9).
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TABLE 1. System parameters used in the simulation experiments.

Step 7: In a distributed online fashion, individual edge
clouds and devices make their control decisions
adaptively. They work together in a coordinated
manner to strike the appropriate performance bal-
ance between efficiency and fairness principles.

Step 8: Constantly, the game entities are self-monitoring the
current MEC platform situations, and proceed to
Step 2 for the next bargaining process.

IV. PERFORMANCE EVALUATION
In this section, we first describe the experiment settings and
then evaluate system performance to show how our proposed
protocol works effectively. The performance improvement of
our presented scheme is compared with other existing ECFL,
RCFL andCPFL schemes [1], [4], [5]; these existing schemes
are recently published state-of-the-art MEC protocols. The
assumptions of our simulation environments are as follows:
• The simulatedMEC system platform consists of 10 edge
clouds and 100 IoT devices.

• Multiple edge clouds and devices are regularly posi-
tioned. Therefore, one edge cloud is associated with
10 devices.

• The computing power (0E ) and communication
resource (WE ) of each edge cloud are 1 Tera Hz and
1.2 Tera bps, respectively.

• Each device generates its tasks (TD), which are six
different kinds of service types based on the connection

FIGURE 2. Normalized payoff of devices.

duration, spectrum requirement, loss aversion tendency
and maximum delay-latency.

• The process for task generations in individual devices is
Poisson with rate λ (services/s), and the range of offered
task load was varied from 0 to 3.0.

• In this study, the value of LD is defined as integer
multiples of control unit (1); we set 1 = 0.1 in this
study.

• The ϒD and ED are initially set to one Giga Hz and
100 joules for each device. We assume that 1 Pico joule
is consumed to process one bit process.

• To reduce computation complexity, the 0E and WE
allocations are specified in terms of basic units (BUs),
where one BU for 0E is one GHz and one BU forWE is
one Gbps.

• The utility of disagreement point, i.e., Ud
Di (·), is zero in

our system.
• System performance measures obtained on the basis of
100 simulation runs are plotted as a function of the
offered task request load.

• Performance measures obtained are normalized device’s
payoff, bandwidth utilization, and task failure probabil-
ity in the MEC system.

• For simplicity, we assume the absence of physical
obstacles in the wireless communications.

In Fig.2, we plot the normalized payoff of device as a
function of task generation rate. In the point view of device
users, this is the most important performance criterion.
The more offered task requests in each device, the more
service applications are executed. The simulation results
reveal that our joint cooperative game approach effectively
controls the system resource under light to heavy task load
distributions. It can lead to higher device’s payoff in theMEC
infrastructure. Especially, the UBS, LNBS and LKSBS in our
proposed scheme work together in an interactive manner,
and they attempt to enhance the impact of our combined
cooperative game. It is a primary advantage of our joint
bargaining model in contrast with the ECFL, RCFL and
CPFL schemes.
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FIGURE 3. The bandwidth utilization.

FIGURE 4. Task failure probability in the system.

Fig.3 shows the comparison results about the bandwidth
utilization in each edge cloud. Usually, the spectrum usage
increases in proportion to task generation rate; it is intuitive
correct. Therefore, it is strongly related to the device’s payoff,
and the performance trend showing in Fig.3 is very similar to
the curves in Fig.2. Thus, similar conclusions to the ones of
Fig.3 are reached. Under different task load intensities, our
communication resource distribution algorithm can ensure
an efficient spectrum usage with desirable characteristics
according to the basic concept of LKSBS. Therefore, we can
maintain a stable and higher bandwidth utilization than other
existing schemes through the bandwidth distribution process
in the MEC system platform.

Under diversified system task load changes, the successful
task completeness is another prominent issue in the MEC
operation. Fig.4 is plotted to assess the task failure probability
among different protocols. In this study, learning tasks are
generated with their time constrained. Therefore, system
entities should fine tune the limited computation and commu-
nication resources to increase the rate of task completeness.

Major novelty of our proposed scheme is to provide the best
compromise in the presence of current system conditions
until the best solution has been found during the MEC
process. An interesting observation in Fig.4 is that, we can
fair-efficiently share the limited system resources among
different devices while maintaining a lower task failure
probability than the existing state-of-the-art MEC protocols.

From the simulation results shown in Fig.2 to Fig.4,
we present the numerical analysis to draw insights for
validation. Finally, we can confirm that our joint bargaining
approach can attain an appropriate performance balance in
the federated system infrastructure while outperforming the
existing ECFL, RCFL and CPFL protocols.

V. SUMMARY AND CONCLUSION
FL paradigm stands in contrast to traditional centralized
machine learning techniques where all data samples are
uploaded to one server. With the idea of computation
offloading from smart devices to edge clouds, the MEC
emerged to supplement resource-limited IoT devices in
the FL. However, computational offload operations involve
complex control problems and should be determined in
an effective cooperative manner to dynamic edge system
environments. In this paper, we design a novel task offloading
scheme based on the joint cooperative game model. By using
the idea of UBS, each device decides its own computation
offloading amount, and the concepts of LNBS and LKSBS
are adopted to solve the communication and computation
resource distribution problems for each edge cloud. These
three solutions are interactively combined and mutually
dependent in our proposed scheme. By taking into account the
currentMEC system condition, different bargaining solutions
act cooperatively and collaborate with each other in a real-
time online manner. Therefore, task offloading services are
effectively operated under the dynamically changing MEC
system environment. Extensive simulation is conducted to
demonstrate the performance enhancement of our proposed
approach compared to the ECFL, RCFL and CPFL protocols,
in terms of normalized device’s payoff, bandwidth utilization,
and task failure probability.

For the future work, our current study can be extended
in a number of ways. One future direction is to design
a crowdsourcing framework to leverage the MEC process
that considers the incentive-based interaction between the
crowdsourcing platform and the participating IoT devices.
Another potential direction for the future research is to apply
MEC paradigm to the demand prediction problem while
accurately forecasting the more popular application types in
the network. In addition, we will construct a new control
algorithm that determines the best tradeoff between local
update and global parameter aggregation under the limited
system resources.
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