
Received 5 March 2022, accepted 9 June 2022, date of publication 15 June 2022, date of current version 27 June 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3183185

An Exemplar Pyramid Feature Extraction Based
Alzheimer Disease Classification Method
HEBA SOLIMAN ZAINA 1, SAMIR BRAHIM BELHAOUARI 1,
TANYA STANKO 2, AND VLADIMIR GOROVOY2
1College of Science and Engineering, Hamad Bin Khalifa University, Doha, Qatar
2Graduate School of Management, Saint Petersburgh State University, 199034 Saint Petersburgh, Russia

Corresponding author: Samir Brahim Belhaouari (sbelhaouari@hbku.edu.qa)

This work was supported by the Qatar National Library.

ABSTRACT Dementia is a term used to describe a variety of symptoms related to cognitive impairment
in which Alzheimer disease represents 60% - 70% of the cases. As of today, there is no cure for this
disease and the only way to prevent any associated medical, economic, and financial impacts or losses is
to detect the disease early and work closely with suspected patients to prevent any further progress. In this
research, a methodology consisting of 4 modules is proposed: (1) preprocessing, exemplar pyramid along
with bi-linear interpolation followed by (2) feature extraction using Gray Level Co-Occurrence Matrix
and Local Binary Pattern then (3) concatenation of all extracted features and finally (4) classification of
Alzheimer disease stage using deep learning, Multi-Layer Perceptron, in particular. Our proposed method
was tested using the MPRAGE structural MRI dataset from Alzheimer Disease Neuro Imaging Initiative
(ADNI), and it outperformed other techniques used in the literature review. An accuracy result of 89.80 was
reported for multi-class classification of 4 stages of Alzheimer disease (Cognitive Normal, Early Mild
Cognitive Impairment, Late Mild Cognitive Impairment and Alzheimer Disease) for both Gray Matter (GM)
and White Matter (WM). In term of binary-class classification, we were able to achieve very good results
using both GM andWM. By using GM, we were able to distinguish between CN vs EMCI, EMCI vs AD and
LMCI vs AD with accuracy results of 96.43%, 90.91% and 95.24% respectively. And using WM, we were
able to distinguish between CN vs LMCI with 100% accuracy and EMCI vs LMCI with 95.65% accuracy.
While we achieved the same accuracy result of 96.15 using both WM and GM.

INDEX TERMS Cognitive normal (CN), early mild cognitive impairment (EMCI), late mild cognitive
impairment (LMCI), alzheimer disease (AD), local binary pattern (LBP), gray level co-occurrence matrix
(GLCM), multi-layer perceptron (MLP), exemplar pyramid.

I. INTRODUCTION
Alzheimer’s disease is one of the common forms of Dementia
with a possible contribution that may extent to 60% – 70% of
the cases. It is considered a group of symptoms of progressive
or chronic nature – in which deterioration takes place in the
cognitive functions affecting the ability to process ideas or
thoughts beyond what might be expected from normal ageing
[1], [2]. It affects thinking, orientation, memory, learning
capacity, ability to calculate, language difficulties, compre-
hension, and ability to judge. Controlling emotions, social
activities, behavior, and motivation are commonly accompa-
nied with an impairment in cognitive function [1], [2]. It is
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worth mentioning that 50 million people aged 60 and above
worldwide are affected by Dementia, of which 60% lives in
middle and low-income countries [1], [3], reference to the
World Health Organization (WHO), it is expected that the
number of people affected with Dementia will increase to
reach 82million in 2030 and 150million in 2050 [4], [5]. This
huge increase of caseswill not only impact individuals’ health
but their families and societies. The impact may be psycho-
logical, physical, or social. In addition, there is an economic
implication in terms of direct medical and social cost which
was estimated in 2015 at US $818 billion [1], [6], [7].

Dementia is a progressive disease in nature; however,
it depends on individual’s state of health and personality,
it begins withmild symptoms and ends upwith sever damages
in the brain. Based on symptoms, Dementia can be described
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in three different stages a) Early stage (first two years)
b) Middle stage (2nd to 5th year) c) Late stage (5th year and
more) [1], [2], [8]. However, researchers tend to use different
terminologies while monitoring conversion of the different
stages of Dementia, Alzheimer, from Healthy Controls (HC)
or Cognitive Normal (CN) in early stages to Mild Cognitive
Impairment (MCI) in middle stages to reach the late stage of
Alzheimer (AD). In the middle stage, different acronyms are
used as below:
• Mild Cognitive Impairment – Converters (MCI-C).
• Mild Cognitive Impairment – None-Converters
(MCI-NC).

• Early Mild Cognitive Impairment (EMCI).
• Late Mild Cognitive Impairment (LMCI).
• Progressive Mild Cognitive Impairment (pMCI).
• Stable Mild Cognitive Impairment (sMCI).
Alzheimer disease pathophysiology is related to an injury

and death of neurons in different part of the brain. This
process starts in the hippocampus, which is responsible of
learning and memory, then moves gradually to affect the
entire brain [9], [10]. In order for a neurologist to diagno-
sis an individual with Alzheimer, a neurologist, after taking
in consideration factors such as age, education and gen-
der, may request a patient to make a couple of clinical
tests such as Mini-Mental State Exam (MMSE), Mini-Cog
Test [11] and laboratory tests such as thyroid disorder,
Vitamin B-12 deficiency. In addition to biomarkers and
brain imaging tests such Magnetic Resonance Imaging
(MRI), Computerized Tomography and Positron Emission
Tomography (PET), Fluorodeoxyglucose – Positron Emis-
sion Tomography (FDG-PET) and Cerebrospinal Fluid (CSF)
[2], [11]–[13].

Due to the increased number of Alzheimer cases, its impact
on individuals, societies, and economies, and since there is
no cure from this disease to this date as per (WHO) [1],
researchers and scientists contributed to this matter by sug-
gesting new methodologies using Machine Learning (ML)
and Deep Learning (DL) techniques. ML and DL tech-
niques can help the neurologists in the early detection of
Alzheimer’s disease and prevent its progression to late stages
especially with the limited availability of required and appro-
priately trained staff and the rapid increase of individuals with
Alzheimer disease [14]–[16].

II. BACKGROUND
In [17], a total of 287 structural MRI and its segmented
WM, GM, and CSF from ADNI dataset were used along
with its clinical data in order to implement multiclass clas-
sification between three stages of Alzheimer Disease (CN,
MCI, and AD). In addition to the binary class classification
between AD vs CN, AD vs MCI and CN vs MCI. First,
[17] extracted the texture features of the structural MRI using
Scale Invariant Feature Transform (SIFT), Histogram of Ori-
ented Gradient (HOGs), Gray-Level Co-Occurrence Matrix
(GLCM) and Local Binary Pattern (LBP) then applied Bag of
Words (BOWs) for classification purposes. At the same time,

he only applied GLCM on the segmentedWM, GM, and CSF
for feature extraction. The extracted features and clinical data
were then input into different classifiers such as SVM, KNN,
Decision Tree and Ensemble. The proposed method gave
good results specially for binary class classification between
AD and CN (98.9%) considering CSF However the results
of the WM, GM and CSF varies between (81% - 86.7%)
distinguishing between CN and MCI. Moving from texture
analysis and machine learning to deep learning, [18] built
a CNN model based on a single cross-sectional MRI and
was able to achieve exceptionally good results diagnosing
Alzheimer disease and mild cases that may convert to severe
stage with time. [18] reported an accuracy result of 87.7%
and 76.1 distinguishing between HC vs c-MCI and HC vs
s-MCI respectively using a total of 1,409 3D T1 weighted
images from ADNI-1, ADNI-2, ADNI-Go and 229 images
from Milan dataset. [19] proposed a framework that con-
sist of 361 preprocessed MRI, followed by feature extrac-
tion using Automated Anatomical Labeling (AAL) template
where 90 cerebrum areas were selected and mapped to the
GM images. Then, he applied Principal Component Analy-
sis (PCA) for feature selection. Classification of Alzheimer
stages was done using SVM along with the switching delayed
PSO algorithm. With this proposal, [19] reported an accu-
racy of 76.9231% distinguishing between CN vs sMCI and
85.7143% between CN vs pMCI. In this research, [20]
used 397 MRI and PET imaging datasets from ADNI along
with 3D-CNN and Fully Stacked Bidirectional Long Short-
TermMemory (FSBi-LSTM) to diagnose Alzheimer disease.
The main idea of adding FSBi-LSTM is to extract high level
spatial and semantic information and that is done by inputting
1 pixel of all the features at each step to the correspond-
ing position. The extracted features are then fed into the
SoftMax activation function for classification of the stage
of the disease. An accuracy of 86.36% and 65.35% were
reported distinguishing between pMCI vs CN and sMCI vs
CN, respectively.

Other researchers were concerned about the binary class
classification between pMCI and sMCI or what they call
MCI-C vs MCI-NC. Using 1,526 subjects from ADNI-1,
ADNI-2 and MIRIAD datasets, [21] was able to achieve and
accuracy result of 76.9% distinguishing between pMCI vas
sMCI. In his research, he proposed a framework that consist
of a landmark-based deep multi-instance learning (LDMIL)
for classification and Anatomical Landmarks for feature
extraction. It is worth mentioning that he reported an accu-
racy result of 91.09% and 92.75% between AD and CN on
ADNI-2 and MIRIAD datasets, respectively. The accuracy
results reported by [22] were 72.2% for sMCI vs pMCI and
91.3% between CN and AD. In this study, [22] proposed
multi-directional texture grading based on 3D Gabor filters
such as local variance and entropy along with an innovation
adaptive patch-based fusion strategy based on local confi-
dence criterion. The experiment was implemented on a total
of 800 T1 weighted MRIs from ADNI dataset. [23] was able
to achieve better accuracy results of 82.75% distinguishing
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between MCI-C vs MCI-NC by applying discriminative
feature learning and canonical correlation analysis (CCA)
on 398 subjects from both MRI and PET imagining from
ADNI dataset. For feature extraction, he used the SIFT tex-
ture analysis method, which was followed by normalization,
vocabulary, histogram representation, kernel mapping, then
classification using SVM. This proposed method gave an
accuracy result of 96.93% for the binary class classification
between AD vs CN and 86.57% between MCI and CN.
[24] proposed a new feature selection method by embedding
the inherent of relational information into a sparse multi-
task learning framework. In this study, he used 202 MRIs
along with clinical data such as ADAS-Cog and MMSE from
ADNI. The accuracy results reported by this experimental
were 93.7% for AD vs CN, 79.7% for MCI vs CN and
71.8% for MCI-C vs MCI-NC. [25] was interested in a multi-
class classification between 4 stages of Alzheimer disease
(AD, LMCI, MCI, and CN). Using augmentation, he was
able to increase the number of MRI subjects downloaded
from ADNI dataset from 149 to 9,506, then he implemented
transfer learning using three well-known CNN architectures,
GoogleNet, ResNet-18 and ResNet-152. The results were
98.88%, 98.01% and 98.14, respectively.

In contrast, [26] proposed a non-linear graph fusion
method for multi-class classification of three stages of
Alzheimer disease (AD, MCI, and CN) using a total number
of 147 subjects from different modalities from ADNI dataset
such as MRI, FDG-PET, CSF bio-marker measures and cate-
gorical genetic information. 239,391 features were extracted
from MRI and 239,304 features from PET, then a combi-
nation of all similarities from the different modalities were
done in a non-linear graph fusion that generated a unified
graph for final classification. The reported accuracy results
were as follow, 60.2% for multiclass classification. 79.5%
and 91.8% for binary class classification betweenMCI vs CN
and AD vs CN. [27] proposed an ensemble of 3D densely
connected convolutional networks for classification of AD,
CN and MCI and was able to achieve 97.52% for multiclass
classification while he reported an accuracy of 98.42 and
98.83 for binary class classification between MCI vs CN and
AD vs CN respectively using a total of 833 T1 weighted MRI
from ADNI dataset. In another research, [28] implemented
transfer learning using CNN for the VGG-16 architecture on
a total number of 150 T1 weighted structural MRIs from
ADNI-1 dataset. A total number of 32 slices were selected for
each subject of the 150, and that led to increase the number of
images to 4,800. Using this method, [28] was able to extract
18,432 features from each image and that gave extremely
good accuracy results of 95.73% for multiclass classification
of CN, AD and MCI. While for binary-class classification
results were reported as follow, 99.14% between AD vs CN,
99.30% between AD vs MCI and 99.22 between MCI vs CN.

III. APPROACH
The proposed methodology consists of four modules, namely
preprocessing; exemplar pyramid and bi-linear interpolation;

FIGURE 1. Proposed methodology.

feature extraction using Local Binary Pattern (LBP) and
Gray-Level Co-Occurrence Metrix (GLCM) and feature con-
catenation; and finally, disease classification using Multi-
Layer Perceptron (MLP). Figure 1 gives a clear overview of
the proposed methodology.

A. PRE-PROCESSING
The structuralMRI in the downloaded dataset consist of Axial
view of the subjects acquired using T1 weighted sequences,
Figure 2 shows the segmented MRI for each classification
type. The MPRAGE MRI used for training and testing were
undergone the maximum preprocessing steps starting with
grad-warp, B1 non-uniformity and N3 bias field correction.
Grad-warp is a system specific correction of image geometry
distortion due to the non-linearity of gradient. Different gra-
dient models have different gradient non-linearity. Accord-
ingly, the correction of image geometry enhances image
information which makes the image more useful for any
analysis process. B1 non-uniformity is another preprocessing
step that is useful for image intensity and color correction that
might be distorted due to the mishandling of radio frequency
transmission. N3 bias field correction is used to correct the
intensity distortion which occurs due to the dielectric effects
during acquisition. [29].

In this work, we used Statistics Parametric Mapping
(SPM-12) [30] alongwithMATLAB-R2019a [31] to segment
the training and testing structural MRI into Gray Matter
(GM), White Matter (WM) and Cerebrospinal fluid (CSF).
This preprocessing step was performed prior the step of fea-
ture extraction.

B. EXEMPLAR PYRAMID AND BI-LINEAR INTERPOLATION
The exemplar pyramid is a type of representation of multi-
scale signal developed by different communities such as
the computer vision, image processing and signal process-
ing, in which an image or a signal is subject to repeated
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FIGURE 2. Sample of alzheimer disease classification classes along with
the segmented MRI, GM, WM, and CSF.

FIGURE 3. Exemplar pyramid and bi-linear interpolation on GM image.

subsampling and smoothing [32], [33]. There are different
types of exemplar pyramid such as lowpass and bandpass.
In this research we conducted the lowpass exemplar pyramid
which is created by smoothing the segmented MRI with a
suitable smoothing filter and then subsampled the smoothed
segmented MRI by a factor of 2 along the vertical and hori-
zontal coordinate direction using bi-linear interpolation [34].
This procedure is repeated multiple times as many times
as necessary in which in each cycle a smaller image with
increased smoothing is produced. [35], [36]. Figure 3 shows
the implementation of the exemplar pyramid and bi-linear
interpolation on GM segmented image.

C. FEATURE EXTRACTION AND CONCATONATION
In this research, we implemented two different techniques for
feature extraction, however both techniques rely on texture
analysis. We started by extracting features from the original
segmented MRI for the WM, GM, and CSF. This was fol-
lowed by downscaling the MRI using the exemplar pyramid
and bi-linear interpolation and concatenation of the extracted
features. This cycle was repeated for four times in which
the extracted features in each cycle were concatenated all
together at the end of the last cycle. This process was per-
formed using Google Colab [37]. The below subsections clar-
ify the texture analysis methods used for feature extraction.

D. LOCAL BINARY PATTERN (LBP)
The LBP is used as a descriptor of shapes, motions, bound-
aries, and color. It gives information about objects and events.

FIGURE 4. Computation of local binary pattern (LBP).

It is mostly used for face recognition. Also, it can be used
in the medical field for noise reduction recognition---------------------------- in MRI.
The main concept of LBP is to divide the image into regions
or blocks, then compare the middle cell value with its sur-
rounding neighbors. A value of 1 is given to the neighbor if
its original value is greater than the middle cell value and zero
otherwise. The binary digit number of the neighbors is then
converted into decimal and the histogram is computed based
on the frequency of each number occurring. This is followed
by a normalization of histograms of all cells which gives the
feature vector for the entire image [38], [39]. Figure 4 gives
an overview of the computation of LBP. In this research we
used Mahotas package [40] and computed the Linear Binary
Pattern transform using a radius of 4 and a total number of
16 surrounding neighbors.

E. GRAY-LEVEL CO-OCCURRENCE METRIX (GLCM)
The GLCM is an image matrix that represents the distribution
of co-occurring pixel values (considering color or grayscale
values) as a given offset. It computes the number of times
a specific pixel value or offset occurs in an image. The
GLCM was first used by Haralick back in 1973 [41] and its
algorithm proposes fourteen texture based statistical features.
In this research we computed only four texture features and
those are entropy, contrast, correlation, and homogeneity.
Figure 5 shows a general implementation of the GLCM in
all possible directions [42].

The entropy measures any disorder in an image, and this
means the larger the entropy, the more non-uniformity tex-
ture of that image. The contrast measures the variation in
a specific area and represents the intensity transition from
pixel x to pixel y separated by distance or radius r and
angle θ . The correlation measures the combined probability
of a specified co-occurring pixel pair and the homogeneity
measures how close the elements in a GLCM matrix are to
its diagonal. The formulas below show how each GLCM is
calculated [43], [44]

Entropy =
N−1∑
i,j=0

−ln(Pij)Pij (1)
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FIGURE 5. General implementation of GLCM.

Contrast =
N−1∑
i,j=0

Pij(i− j)2 (2)

Correlation =
N−1∑
i,j=0

Pij
(i− µ)(j− µ)

σ 2 (3)

Homogeneity =
N−1∑
i,j=0

−in(Pij)Pij (4)

In this research, the implementation of the 4GLCMexplained
above was done by calculating the radius or distance of three
points away from the pixel of interest along with 4 different
directions or angles (0◦, 45◦, 90◦ and 135◦) resulting a total
number of 37 extracted features per image size which is equal
to 148 extracted features per image for each segmented MRI.

IV. DISEASE CLASSIFCATION
The last step of the proposed methodology is classifying
the stage of Alzheimer disease using Deep Learning and in
particular, Multi-Layer Perceptron [43], [45], [46]. In this
research we have implemented a multiclass classification
between four different stages and those are the Cognitive
Normal (CN), Early Mild Cognitive Impairment (EMCI),
Late Mild Cognitive Impairment (LMCI) and Alzheimer
stage (AD). In addition to that, we have done a binary class
classification to distinguish between the different stages for
the three segmented MRI.

The Deep Learning used in this research consist of an input
layer with all extracted features, followed by three hidden lay-
ers and an output classification layer. The first hidden layer
consists of 6,000 neurons, followed by second hidden layer
with 5,000 neuron and a third hidden layer with 4,000 neu-
rons. The input layer along with the three hidden layers were
activated using Relu activation function. The output layer
consists of 4 neurons in case of multiclass classification and

was activated using SoftMax activation function. Figure 6
shows the overall architecture of the Multi-Layer Percep-
tron (MLP) for the multi-class classification.

On the other hand, the output of the binary-class clas-
sification is represented by only 1 neuron and activated
using Sigmoid activation function. Figure 7 shows an overall
architecture of the binary-class classification. Both models
(Multiclass and binary-class classification) were fine-tuned
using normal distribution kernel initializer and each layer was
followed by a dropout in order to remove 10% of the un-
necessary weights. The weights were updated using Adam
optimizer which is considered a stochastic gradient descent
method that is based on adaptive estimation of first order and
second-order moments.

V. DISCUSSION
The below subsections present the details of the dataset used
along with the results achieved after conducting the experi-
mental during this study.

A. DATASET
The dataset used in this research was obtained from the
Alzheimer’s Disease Neuroimaging Initiative (ADNI) which
provides researchers with subjects of different datatypes such
as MRI, PET images, genetics, cognitive tests, clinical data,
CSF, and blood biomarkers that may help in predicting
Alzheimer’s disease and its progress over time. In this study,
we downloaded a total of 311 preprocessed T1 weighted
structural MRI obtained by 3 Tesla Philips Medical System
with a thickness of 1.2mm and flip angle of 9◦ and a (256,
256,170) matrix. This dataset is recommended by ADNI and
is given the name MPRAGE, it has undergone the maximum
preprocessing steps starting with grad-warp followed by B1
non-uniformity and N3. [29].

In this study, we targeted elderly people from both sexes,
male and female, within the range of 75-95 years old in which
the dataset used in this experiment consists of 106 subjects
representing CN, 83 EMCI, 65 LMCI and 57 for AD. These
Structural MRI were then segmented into GM, WM and
CSF using SPM-12 App [30] along with MATLAB-R2019a
[31]. An axial view of the middle slice, slice number 28,
was chosen from the range [−57.7] - [85.6] of the available
slices to extract features and do the classification accordingly.
The dataset was then divided into training and testing where
80% represented the training and 20% represented the testing.
Table 1 gives a brief description about the subjects chosen in
this study.

B. CLASSIFICATION AND RESULTS
In this study, features were extracted by analyzing the texture
of the original image and its subsamples after applying the
exemplar pyramid technique and bi-linear interpolation for
3 times. All extracted features were then concatenated to
represent the texture of 4 GLCM such as entropy, contrast,
correlation, and homogeneity. In addition to the texture of
the LBP. A total number of 109,628 features were reported
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FIGURE 6. Multi-layer perceptron (MLP) – multiclass classification.

FIGURE 7. Multi-layer perceptron (MLP) – binary-class classification.

TABLE 1. Distribution of subjects among female and male.

in this experiment. A multi-Layer Perceptron was then used
for classification purposes. Three different approaches were
used for classification and explained below.

C. MULTICLASS CLASSIFICATION
We implemented a multi-class classification using Deep
Learning, multi-layer perceptron. The deep learning consists

of an input layer with all extracted features followed by three
hidden layers and an output layer of 4 classes. The three
hidden layers contains (6,000, 5,000 and 4,000) neurons,
respectively. We used the dropout layer between all layers
in this deep learning in order to remove 10% of the un-
necessary weights and make the algorithm more efficient.
Relu activation function was used in all layers except the
output layer which was activated using SoftMax and Adam
was used as an optimizer. We have implemented the exper-
iment using GM, WM and CSF and reported the results
accordingly. Table 2 shows that both GM and WM achieved
the same accuracy results of 89.80% while the CSF reported
less accurate results of 83.67%.

D. BINARY-CLASS CLASSIFICATION
We also implemented a binary-class classification usingDeep
Learning, multi-layer perceptron. This deep learning consists
of an input layer with all extracted features followed by three
hidden layers and an output layer of 1 class. The three hidden
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TABLE 2. Multiclass classification and binary class classification results
using MLP.

TABLE 3. Accuracy results by combining segmented images and using
transfer learning.

TABLE 4. Comparison between our proposed method and [17] from a
texture analysis perspective on segmented CSF, GM, WM, and
combination of three of them.

layers contain (6,000, 5,000 and 4,000) neurons, respectively.
We used the dropout layer between all layers in this deep
learning to remove 10% of the un-necessary weights and
make the algorithm more efficient. The Relu activation func-
tion was used in all layers except the output layer which was
activated using Sigmoid and Adam was used as an optimizer.
We have implemented the experiment using GM, WM and
CSF and reported the results accordingly between CN vs
EMCI, LMCI and AD. EMCI vs LMCI and AD and LMCI
and AD.

Table 2 gives an overview of the results achieved using
binary-class classification, in which the WM surpass GM
with accuracy results 100% and 95.65% distinguishing
between CN vs LMCI and EMCI vs LMCI, respectively.
In contrast, GM surpass WM distinguishing between EMCI
vs AD with accuracy of 90.91% and 95.24% between LMCI
vs AD. The same accuracy results were achieved for GM
and WM distinguishing between CN vs AD. Most of the
results reported using the segmented CSF were less accurate
than those reported using GM and WM. These results are
promising when talking about detecting Alzheimer in an
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early stage and preventing further progress and associated
financial, medical, economic and societal losses.

E. COMBINING SEGMENTED MRI IMAGING
We combined the segmented images from the structure MRI,
implemented the same methodology for multi-class classi-
fication and reported the results accordingly. In the first
experiment, we combined GM, WM, and CSF images and
started the training process and in the second experiment
we combined only GM and WM images since we achieved
particularly good results using both separately. Table 3 gives
an overview of the results achieved.

F. TRANSFER LEARNING RESULTS (GM AND WM)
In another experiment, we tried to apply transfer learning
between the segmented images (GM and WM) since the
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FIGURE 8. Transfer learning between WM and GM.

overall reported results were promising for each one sepa-
rately in which the performance of the GM surpasses the
performance of theWM in some cases and vice versa in other
cases. Figure 8 gives an overview of the overall structure of
the transfer learning implementation.

Using transfer learning, we created a new model in which
the input represented from the last layer of the Gray Matter
model and the last layer of the White Matter model. The
model consists of three hidden layers and represented by
(6,000, 5,000 and 4,000) neurons, respectively. We used the
dropout layer between all layers in this deep learning in order
to remove 10% of the un-necessary weights and make the
algorithm more efficient. Relu activation function was used
in all layers except the output layer which was activated using
SoftMax and Adam was used as an optimizer.

Table 3 shows the results of combining GM, WM, and
CSF, the combination betweenGM andWMand the accuracy
results of transfer learning between GM and WM.

VI. PROPOSED METHOD AND LITRATURE REVIEW
RESULTS
In comparison between our proposed methodology and the
results achieved from the literature review, table 4 shows
that our proposed method performs better than those results
achieved by [17] in GM, WM, and CSF. However, our

proposed method gave almost the same results achieved by
[17] when combining GM,WM, and CSF with a ridiculously
small difference.

From another perspective, table 5 shows that our proposed
method exceeds the results of those in the literature review,
especially in the binary class classification considering only
the GM. We were able to achieve particularly good results
distinguishing between CN vs EMCI, CN vs LMCI, EMCI
vs LMCI, EMCI vs AD and LMCI vs AD. However, the
proposed method by [18] reported better accuracy than those
we achieved distinguishing between CN vs AD with a slight
difference of 3.05%. Most of the literature reviews were con-
cerned about the 3 stages (CN, MCI, and AD) of Alzheimer’s
disease such as [25] who was able to achieve an accuracy
result of 98.88%.

VII. RESEARCH FINDINGS
In this research, we implemented the exemplar pyramid tech-
nique along with bi-linear interpolation for the segmented
MRI and its subsamples. From this experiment, we found out
that downscaling the original image up to 3 times gave us
the best results in terms of accuracy, recall, and specificity.
The GLCM and LBP texture analysis used in this study
helped in the process of detecting Alzheimer’s disease in
its early stage with high accuracy results for both GM and
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FIGURE 9. Confusion matrix for multiclass classification using Gray
Matter (GM).

WM. In general, we can say that GM and WM give the same
accuracy results in terms of multi-class classification. The
GM gives better results in terms of binary class classification
distinguishing between the CN and EMCI, however the WM
gives better results in terms of distinguishing between the CN
and LMCI. Both GM andWM give the same accuracy results
distinguishing between the CN and AD.

Combining the segmented images from the structural MRI
did not give better results than those achieved using each
individual segmented image separately. Also, the reported
results from transfer learning between the GM and the WM
did not meet our expectations.

In the future, we can apply the same methodology con-
sidering additional datatypes such as PET images, genetics,
clinical data, cognitive tests, and blood biomarkers in order
to provide higher accuracy results and better classification of
Alzheimer’s disease and its different stages.

VIII. CONCLUSION
In this paper, we proposed an exemplar pyramid technique
along with bi-linear interpolation in which the MRI images
were downscaled for 3 times. Using this technique, we were
able to extract different features using Local Binary Pattern
and four texture features using Gray Level Co-Occurrence
Matrix (Entropy, Contrast, Correlation and Homogeneity).

The extracted features were concatenated, and a multi-
layer perceptron was used for classification. We applied two
different classification techniques, multi-class classification
between 4 categories, CN, EMCI, LMCI and AD and a binary
class classification.

Using a dataset from ADNI, we segmented the MRI into
Gray Matter, White Matter and CSF and applied our pro-
posed methodology and reported the results accordingly.
We reported high accuracy results in term of binary class
classification for the GM distinguishing between CN and
EMCI and high accuracy results for the WM distinguish-
ing between CN and LMCI and same results for both GM
and WM distinguishing between CN and AD. The results
are promising and can be used to detect Alzheimer disease

FIGURE 10. Confusion matrix for multiclass classification using White
Matter (WM).

FIGURE 11. Confusion matrix for multiclass classification using
Cerebrospinal Fluid (CSF).

effectively and efficiently in an early stage and prevent its
progress and any associated losses.

IX. CONFUSION MATRIX FOR MULTI-CLASS
CLASSIFICATION
Using Gray Matter (GM), See Fig. 9.
Using White Matter (WM), See Fig. 10.
Using CSF, See Fig. 11.
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