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ABSTRACT This paper proposes a dynamic path planning method based on discrete optimization applied to
suburban highways or expressways. We optimize the generated candidate points according to the cost func-
tion and then generates a local path through the quintic spline curve. The kinematics and obstacle boundary
conditions are set up to improve the reliability of the planned path. Meanwhile, the two-dimensional normal
distribution obstacle cost function, comfort cost function and acceleration cost function are designed to
evaluate candidate points and speed. Various types of roads scenes, including dynamic and static obstacles,
such as straight roads, S- bend, are established to verify the method’s feasibility. The simulation shows that
the method can efficiently avoid various obstacles and plan an ideal path that complies with traffic laws.

INDEX TERMS Intelligent vehicles, local path planning, dynamic planning, cost function, discrete opti-
mization.

I. INTRODUCTION
With the development of artificial intelligence and Internet
communication technology, intelligent vehicles have grad-
ually become popular. Compared with traditional vehicles,
intelligent vehicles have considerable advantages in safety,
efficiency and comfort [1], it has taken a centre stage in the
automotive industry in recent years [2].

The research on intelligent vehicles focuses on four mod-
ules: perception, planning, decision-making and control [3].
Path planning is one of these four core modules, and it
can be divided into two levels. The high-level named global
planning, in this level, global routes and the vehicle states are
determined from a digital map and localization system [4].
The bottom layer is local path planning. It can be defined
as real-time planning of the vehicle’s transition from one
feasible state to the next while satisfying the vehicle’s kine-
matic limits based on vehicle dynamics and constrained by
occupant comfort, lane boundaries and traffic rules, while,
at the same time, avoiding obstacles [5]. In a dynamic and
complex environment or under dynamic constraints, local
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path planning plays a vital role in the safety of intelligent
vehicles [6].

The current studies on path planning can be divided
into three categories: traditional path planning methods
(A∗ star, artificial potential field, etc.), learning algorithms
and dynamic planning algorithms.

The most representative traditional path planning algo-
rithms include A∗ algorithm and artificial potential field
algorithm. The A∗ algorithm is improved from Dijkstra’s
algorithm [7]. It builds grid cells on the environment to find
the globally optimal path connecting the initial position of
each cell to the target position while also avoiding obsta-
cles. The A∗ algorithm has been used in many scenarios.
In 2007’ DARPA Urban Challenge (DUC), many teams used
the A∗ algorithm to implement automated driving [8]. Artifi-
cial potential field method is widely used in path planning of
small robot collision avoidance systems such as drones [9].
The basic idea is to construct the repulsion field of the obsta-
cle and the gravitational field of the target, and a path can
then be achieved along the steepest gradient of the potential
field. On the basis of the traditional artificial potential field
algorithm, Wu EM proposed an improved artificial potential
field algorithm using the backtracking-fillingmethod to solve
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the local minima problem, and achieved success in the field of
motion robots [10]. The traditional path planning algorithm
has the advantages of simplicity and high efficiency, but the
path is easy to fall into the local optimum, and it is not suitable
for the complex and high-speed actual road environment
where the vehicle travels.

Topical and highly influential research direction, machine
learning is gradually being applied to the field of path plan-
ning. Machine learning is designed to allow vehicles to have
the ability to learn independently rather than rigidly following
established procedures [11]. Reinforcement learning is one
of the typical representatives of machine learning, has been
applied to different path planning environments in recent
years. Zhao et al. combines asynchronousmethodswith exist-
ing tabular reinforcement learning algorithms, to propose a
parallel architecture to solve the discrete space path planning
problem [12]. Kim et al. used an inverse reinforcement learn-
ing algorithm to solve socially adaptive path planning in a
dynamic environment [13]. Reinforcement learning can allow
vehicles to solve unexpected problems in actual situations
autonomously and can adapt to complex scenarios as well,
but requires extensive training, poor reliability, and high hard-
ware requirements, thus the path planning algorithm based on
reinforcement learning only stays at the experimental level
and has not yet been used in real vehicles.

Dynamic programming is a mathematical method to solve
the optimization of the multi-stage decision-making process.
In recent years, it has come undermuch attention in intelligent
vehicle path planning, which is an effective methods to solve
the problem of path planning [14]. Baidu Apollo noman-
car adopts the EM planning [15] and lattice planning [16]
based on dynamic programming in path planning, which
have received much attention in literature. Feng proposed
improved dynamic window algorithm, which performs real-
time dynamic planning through discrete speeds, makes the
robot have a tremendous obstacle avoidance ability [17].
Jiang present a robust autonomous driving dynamic trajectory
planning method in urban environments, which success-
fully avoided dynamic and static obstacles through trajec-
tory refinement, trajectory interpolation [18]. Compared with
traditional path planning algorithms, dynamic programming
has excellent real-time performance and a powerful ability
to deal with discrete problems, and it can adapt to complex
and changeable road environments [19]. Compared with the
path planning algorithm based on machine learning, dynamic
planning has low hardware requirements, and has been suc-
cessfully deployed in actual vehicles.

This paper designs a dynamic path planning method for
intelligent vehicles based on discrete optimization, which
can be effectively applied to local path planning in suburban
highways or expressways. The method firstly examines the
driving condition according to vehicle and road information,
generating discrete sampling points according to different
driving conditions. Then establish boundary conditions to
constrain the sampling area of candidate points. Finally,
a quadratic programming algorithm is used to optimize the

cost function to obtain the best position of the vehicle at the
next moment and connect it to the vehicle’s current position
using a quintic spline curve. According to the road environ-
ment, the method is iterated every 0.2 seconds; each time a
path is generated, the vehicle drove within 2 seconds. Finally,
an ideal local path is planned. This method fully considers
the impact of dynamic and static obstacles when establishing
boundary conditions, and constructs a cost function that is
more suitable for the road scene. Compared with dynamic
path planning based on path discretization, such as state
lattice planning [20], this method can efficiently and reliably
plan reasonable local paths and speeds in various complex
road environments.

The rest of the paper is organized as follows: Section II
introduces the method of generating candidate points,
Section III explains the process of establishing the boundary
conditions, Section IV describes how to quadratic program on
the cost function of candidate points to generate the optimal
path, Section V gives the simulation results, and Section VI
is the conclusion of the paper.

II. CANDIDATE POINTS GENERATION
A. INFORMATION CLASSIFICATION
The location of obstacles has a more significant impact on
the planned path. According to the form of movement, obsta-
cles in our method can be divided into static obstacles and
dynamic obstacles. Static obstacles refer to obstacles with a
speed less than 1m/s2, and the vice versa are dynamic obsta-
cles. Obstacles can be divided into forward obstacles and
side obstacles according to the relative position. We stipulate
with a lateral distance less than |1l| from the vehicle are
forward obstacles, and those with a lateral distance greater
than |1l| are lateral obstacles, where 1l = ±1.5 m. The
type of obstacle will affect the boundary conditions and cost
function. The information required for local path planning
in our method is known. High-precision maps provide road
information, obstacles and vehicles information is obtained
from on-board sensors.

B. COORDINATES CONVERSION
Due to the diversity and complexity of the road alignment,
it is very strenuous to make the road discretization by only
adopting the inertial x-y coordinate [21]. In order to improve
the calculation efficiency, our method uses the s-l coordinate
system to describe the shape of the road.

The s-l coordinate system is the arc length-offset coordi-
nate system. As shown in Fig. 1, where s represents the arc
length along the centre line, and l represents the lateral offset
of the centre line [22].

In this paper, candidate points and candidate paths are
generated based on the s-l coordinate. The sensors, high-
precision maps and path tracking control are based on
the Cartesian coordinate. Consequently, conversion between
coordinate systems is required. In our method, the dis-
crete projection method is used to transform the coordinate.
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FIGURE 1. s-l coordinate.

FIGURE 2. Conversion of the cartesian coordinate to the s-l coordinate.

This method avoids complex integral calculations and
enhances the real-time performance of the planning
algorithm.

The conversion of the Cartesian coordinate to the s-l coor-
dinate is shown in Fig.2. The centerline of the road is dis-
cretized into multiple line segments, and the points to be
converted are projected onto the discrete line segments. After
finding the line segment where the projection point is located,
the s and l coordinates can be obtained according to the
geometric relationship:

s = |P1P2| + . . .+ |Pi−1Pi| +
∣∣PiA′∣∣

l =
∣∣AA′∣∣ (1)

where A is the conversion point; A’ is the projection point;
|Pi−1Pi| is the length of the discrete line segment;

∣∣AA′∣∣ is the
distance from the conversion point to the projection point.

The conversion of the s-l coordinate to the Cartesian coor-
dinate adopts the method in Chen et al. [23]. As shown in
Fig.3, project the conversion point to the centre line of the
road. According to the geometric relationship, the Cartesian
coordinates of the point can be obtained as:{

xd = xr + ld · cos θ
yd = yr + ld · sin θ

(2)

FIGURE 3. Conversion of the s-l coordinate to the cartesian coordinate.

TABLE 1. The minimum safe following distance.

where xd , yd are the Cartesian coordinates of the conversion
point A; xr , yr are the Cartesian coordinates of the projection
point A’; ld is the l coordinate of the conversion point; θ is the
angle between the AA’ and the x-axis in the counterclockwise
direction, where θ ∈ [0, 2π ].

C. JUDGMENT OF DRIVING CONDITIONS
In the traditional discrete optimization path planning method,
any condition applies the same method to generate candidate
points or candidate paths, which will increase the amount of
calculation when the vehicle is only driving along the centre
line. Consequently, our method divides the driving condi-
tions of the vehicle into starting conditions, cruise conditions,
obstacle-avoidance conditions and adjustment conditions to
generate candidate points. The switching mode between var-
ious driving conditions is shown in Fig. 4.

In starting conditions, the vehicle will accelerate at a con-
stant acceleration until the speed reaches the cruising speed.
We take the starting acceleration as = 2m/s2.
In cruising conditions, the vehicle will travel along the lane

centre at cruising speed. The cruising speed vc will be deter-
mined according to the speed limit of the lane, In our method,
the carriageway takes vc = 0.8 vlr , and the overtaking lane
take vc = 0.9 vlr . Where vlr is the speed limit of the current
lane.

Obstacle-avoidance conditions triggered when the distance
between the vehicle and the forward obstacle is less than
the safe following distance. The minimum safe following
distance recommended by Yimer et al. [24] is shown in
the Table 1.
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In adjustment conditions, the vehicle will accelerate or
decelerate at a constant adjusted acceleration. We take the
adjustment acceleration aj = 1m/s2.

D. GENERATE CANDIDATE POINTS
Candidate sampling points refer to a series of points gener-
ated by all feasible end positions of the vehicle after driving
for 2 seconds. The candidate points are generated according
to the driving conditions of the vehicle in the following two
methods.

1) NON-OBSTACLE AVOIDANCE CONDITIONS
Non-obstacle avoidance conditions only generate a candidate
point in the direction of the vehicle along the coordinate s, and
the candidate point should satisfy (3)


se =


ss + v0te +

1
2
ast2e

ss + vcte

ss + v0te ±
1
2
aacct2e

le = l

(3)

where i, ii, and iii represent starting conditions, cruise con-
ditions and adjustment conditions; ss and ls are the starting
point coordinates of the vehicle; se and le are the coordinates
of the candidate points; v0 is the initial vehicle speed; te is the
planned interval time, where te = 2s.

2) OBSTACLE AVOIDANCE CONDITIONS
Obstacle avoidance conditions will generate a series of can-
didate points in a sampling area, and coordinates of these
candidate points should satisfy (4).


sei = sl lim + i · 0.1 |sl lim| ≤ sei ≤ |su lim|

i = 1, 2, · · · ,m
lej = ll lim + j · 0.1 |ll lim| ≤ lej ≤ |lu lim|

j = 1, 2, · · · , n

(4)

where sei and lej are the coordinates of the candidate planning
points, totalling i × j; m and n are the number of vertical
and horizontal candidate points; sulim and sllim are the upper
and lower boundaries of the sampling area, where the upper
boundary is the s coordinate of the end point after the vehicle
accelerates along the centre of the lane for 2s with the limited
maximum acceleration aulim, considering that the acceler-
ation per 100 meters of a general passenger car is about
2.8m/s2, in our method, aulim is taken as 2.5m/s2; the lower
boundary is the s coordinate of the end point after the vehicle
decelerates along the centre line of the lane for 2s with the
limited minimum acceleration allim, taking into account the
braking comfort, the maximum braking deceleration should
not be greater than 2.5m/s2, for comprehensive safety con-
sideration, the value of aulim is taken as −3 m/s2, sulim and

FIGURE 4. Switching process of each driving condition.

sllim can be calculated by (5).
su lim = ss + v0te +

1
2
au limt2

sl lim = ss + v0te +
1
2
al limt2

(5)

lulim and lllim are the left and right boundaries of the sampling
area, which is the l coordinate of the road boundary. In our
method, the width of a single lane is set to 3.5m, consequently
lulim = 3.5m and lllim = −3.5m.
Since there is only one candidate point for non-obstacle

avoidance conditions, only the candidate points for obstacle
avoidance conditions need to be optimally selected.

III. ESTABLISH BOUNDARY CONDITIONS
The vehicle should drive along the planned path safely, stably
and under traffic regulations. Therefore, vehicle kinematics
and dynamic boundary conditions need to be set to constrain
the sampling area of candidate points. In addition, to reduce
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FIGURE 5. Candidate point generation. (a) candidate point of
non-obstacle avoidance conditions, (b) candidate point of obstacle
avoidance conditions.

FIGURE 6. The vehicle speed under different lateral displacements when
candidate points have the same longitudinal displacement.

the risk of planned collision and improve the reliability of the
planned path, this paper sets obstacle boundary conditions to
constrain the sampling area of candidate points further.

A. LATERAL ACCELERATION BOUNDARY CONDITIONS
The excessive lateral acceleration of the vehicle will cause
the tire cornering stiffness to drop sharply, and tire cornering
behaviours will enter into the instability region, the vehicle
will have risks such as sideslip [25]. The lateral acceleration
al of the vehicle shall meet the following requirements:

al ≤ almax (6)

where almax is the maximum lateral acceleration of the
vehicle without instability. On a well-adhered road surface
almax = 0.4g.

The lateral acceleration of the vehicle is divided into the
offset lateral acceleration and the centripetal acceleration.
The offset lateral acceleration refers to the lateral acceleration
generated when the vehicle moves in the l direction, and
the road curvature generates the centripetal acceleration. The
lateral acceleration al of the vehicle can be calculated by (7).

al =

{
ad + ac, sgn(kd ) = sgn(kc)
ad − ac, sgn(kd ) 6= sgn(kc)

(7)

FIGURE 7. Path under the same arc length and different lateral
displacement.

where ad is the offset lateral acceleration; ac is the centripetal
acceleration; kd is the curvature of the planned path; kc is
the road curvature, when kd and kc are in the same direction,
al is the combination of the offset lateral acceleration and the
centripetal acceleration, on the contrary, it is the difference
between the offset lateral acceleration and the centripetal
acceleration.

The offset lateral acceleration at time t is the second deriva-
tive of the vehicle displacement equation in the l direction:

ad = l̈ (8)

The quintic spline curve constructs the displacement equa-
tion in the l direction:

l = α1t5 + α2t4 + α3t3 + α4t2 + α5t + α6 (9)

It satisfies the boundary conditions:{
l (0) = ls, l̇ (0) = vls, l̈ (0) = als
l (te) = lg, l̇ (te) = 0, l̈ (0) = 0

(10)

where vls and als are the lateral velocity and acceleration of
the vehicle’s initial position; ls is the l coordinate of the vehi-
cle’s initial position; vls, als and ls are all known quantities;
αi is the polynomial coefficient; lg is the l coordinate of any
candidate point.

The centripetal acceleration at time t can be calculated
by (11). 

ac =
vsg
ρ

vsg = v0 + t2
(sg − v0te)

t2e

(11)

where vsg is the longitudinal speed of the vehicle at time t; ρ
is the road curvature radius at time t; sg is the s coordinate of
any candidate point.

Simultaneous (7)-(11), solving inequality (6) can get the
left/right limit value of lg at any s coordinate lgmaxi/lgmini.
According to (12), we can obtain the left/right boundary

lllater/lrlater that satisfies the lateral acceleration constraint.{
lllater = max[lgmin 1, lgmin 2, · · · , lgmin i]
lrlater = min[gmax 1, lgmax 2, · · · , lgmax i]

(12)
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B. ROAD SPEED LIMIT BOUNDARY CONDITIONS
When the vehicle is driving on the planned path, the speed
cannot exceed the speed limit of the lane. Therefore, the
planned vehicle speed vcar should meet:

vcar ≤ vlim (13)

where vlim is the maximum speed limit of the lane.
We assume that the acceleration of the vehicle in the

s direction is constant, and the displacement equation in
the s direction can be obtained as:

s = ss + v0t +
1
2
alongt2

along = 2 ·
sg − v0te

t2e

(14)

where sg is the s coordinate of any candidate point, which is
an unknown quantity; along is the longitudinal acceleration
required for the vehicle to reach the candidate point sg in
time te.

The displacement equation in the l direction can also be
expressed by (9). It can be seen from Fig.6 that the instan-
taneous lateral velocity is related to the lateral offset. The
instantaneous maximum lateral velocity of the planned path
occurs when the lateral deviation is the largest, and the new
boundary conditions can be obtained:{

l (0) = ls, l̇ (0) = vls, l̈ (0) = als
l (te) = lvmax, l̇ (te) = 0, l̈ (0) = 0

(15)

where

lvmax = max[|lllater |, |lrlater |].

Simultaneous (9)(14)(15), according to the principle of
extreme value, we can obtain the instantaneous maximum
velocity vcar ′ when travelling along the path with the endpoint
coordinate lvmax :

vcar ′
(
tmax, sg

)
=

√
ṡ2 +

(
∂l
∂t

)2

(16)

where tmax is the time to reach the maximum instantaneous
velocity, and its solution has two situations in the interval
[0, 2]: a. vcar ′ has and only one extreme point falls within the
interval [0, 2]; b. vcar ′ extreme point fall out of the interval
[0, 2]. For case a, tmax is the extreme point of vcar ′ falling in
the interval [0, 2]; for case b, tmax = 2s.
Incorporating (16) to solve inequality (13), the upper

boundary of the road speed limit svlim can be solved.

C. VEHICLE ACCELERATION BOUNDARY CONDITIONS
In 2.4, when solving the upper bound sulim of the sampling
area, it is assumed that the vehicle has no lateral offset. The
planned path potential being a lateral offset. As shown in
Fig.7, It has the same average acceleration when the vehicle
drives along the same arc length path I, II, III. It is not difficult
to find that the larger the lateral offset of the sampling point,
the smaller the end position s coordinate that the vehicle can

reach, accordingly the path with the minor end position s
coordinate needs to satisfy (15).

The arc length Lroad of any planned trajectory needs to
meet:

Lroad ≤ L (17)

where L is the distance that the vehicle accelerates at 2.5m/s2

for 2s.
Simultaneous (9)(14)(15), the equation of planning path l

concerning s can be obtained:

l = f (s) (18)

When the vehicle is travelling at 2.5m/s2, its path arc length
can be calculated by (19):

Lroad =
∫ slong lim

ss

√
1+ l̇2 (s) (19)

where slonglim is the upper boundary of vehicle acceleration.
Simultaneous (17)-(19), we can obtain the upper boundary

of vehicle acceleration slonglim.

D. OBSTACLE BOUNDARY CONDITIONS
To further improve the safety and reliability of the planned
path, in addition to using the cost function to evaluate the
obstacles, additional boundary conditions of the obstacles
need to be established to constrain the sampling area. Obsta-
cle boundary conditions include forward obstacle boundary
conditions and lateral obstacle boundary conditions.

This paper introduces the S-T map when analyzing
the boundary conditions of obstacles. The S-T map is a
two-dimensional relationship diagram of the longitudinal dis-
placement and time of a given local path [26]. Each obsta-
cle and the planned path will produce a projection on the
S-T map. If the obstacle projection and the path projection
intersect on the S-T map, it indicates a risk of collision with
the obstacle when the vehicle is driving along the path.

Forward obstacles have different constraints on the forward
lane and the lateral lane. For the forward lane, the distance
in the s direction between the candidate point and the for-
ward obstacle should be less than the Minimum Following
Distance (MFD). MDF refers to the minimum distance that
a vehicle can safely stop within a specific range from the
front vehicle when the front vehicle suddenly brakes or has
stationary obstacles. This paper adopts the fitting formula of
the MDF proposed by the reference [27]:

MDF = 0.0029 (v× 3.6)2 + 0.3049 (v× 3.6) (20)

where v is the vehicle speed.
From (21), the boundary condition of the forward obstacle

to the forward lane can be obtained as:

sconm12 = slocend −MDF (21)

where sconm12 is the upper boundary of the forward lane
constrained by the forward obstacle; slocend is the s coordinate
after the forward obstacle drives at a constant speed for 2s.
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FIGURE 8. The S-T map of forward obstacles and the planned path.

FIGURE 9. The S-T map of the path projection and obstacle projection
when the lateral obstacles are static.

For lateral lanes, it is necessary to ensure that the vehicle
avoids collisions with forward obstacles during lane chang-
ing. The S-T Map of forward obstacles and the planned path
is shown in Fig.8.

It can be seen from Fig.8 that when the endpoint coordinate
sg of the vehicle is greater than the end point coordinate
ssidend of the forward obstacle, the obstacle projection must
intersect the path projection. consequently, the coordinates of
the candidate point should meet:

sg ≤ slocend (22)

When sg = slocend , the s coordinate of the candidate
point sconm22 = sg is the upper boundary of the lateral lane
constrained by the forward obstacle.

The lateral obstacle boundary condition only constrains the
lateral lane, and it can be divided into the following three
situations:

1) THE LATERAL OBSTACLES ARE STATIC & THE LATERAL
OBSTACLES ARE DYNAMIC, AND THE INITIAL POSITION IS
PARALLEL TO THE VEHICLE
In these two cases, the S-TMap of the planned path projection
and obstacle projection that the planning vehicle may drive
through is shown in Fig.9 and Fig.10.

FIGURE 10. The S-T map of the path projection and obstacle projection
when the lateral obstacles are static.

FIGURE 11. The S-T map of the path projection and obstacle projection
when the lateral obstacles are dynamic and the initial position in front of
the planned vehicle.

It can be seen from Fig.9 and Fig.10 that all possible
path projections intersect with obstacle projections or cannot
maintain a sufficiently safe distance from the obstacle at the
endpoint. In these two cases, the sampling area located in the
lateral lane is not feasible.

2) THE LATERAL OBSTACLES ARE DYNAMIC, AND THE
INITIAL POSITION IN FRONT OF THE PLANNED VEHICLE
In this case, the S-T Map of the path projection and obsta-
cle projection that the vehicle may drive through is shown
in Fig.11.

It can be seen from Fig.11 that when the endpoint
coordinate sg of the vehicle is smaller than the endpoint
coordinate ssidend of the lateral obstacle, the path projection
will not intersect the obstacle projection. In order to maintain
a sufficiently safe distance from the lateral obstacles after
lane changing, the MDF needs to be considered. Therefore,
the boundary conditions of the lateral obstacle, in this case,
should meet:

ssidem22 = ssidend −MDF (23)

where ssidem22 is the upper boundary of the lateral lane con-
strained by the lateral obstacle; ssidend is the s coordinate after
the lateral obstacle drives at a constant speed for 2s.
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FIGURE 12. The S-T map of the path projection and obstacle projection
when the lateral obstacles are dynamic, and the initial position is behind
the planned vehicle.

3) THE LATERAL OBSTACLES ARE DYNAMIC, AND THE
INITIAL POSITION IS BEHIND THE PLANNED VEHICLE
In this case, the S-T Map of the path projection and obsta-
cle projection that the vehicle may drive through is shown
in Fig.12.

It can be seen from Fig.12 that when the endpoint
coordinate sg of the vehicle is greater than the endpoint
coordinate ssidend of the lateral obstacle, the path pro-
jection will not intersect the obstacle projection. At the
same time, the MDF should be considered. In this case,
the boundary conditions of the lateral obstacle should
meet:

ssidem21 = ssidend +MDF (24)

where ssidem21 is the lower boundary of the lateral lane con-
strained by lateral obstacles.

Combining the above boundary conditions, the total
boundary conditions can be obtained by (25).

s11 = sllim

s12 = min[sulim, svlim, slonglim, sconm12]

s21 = max[sllim, ssidem21]

s22 = min[sulim, svlim, slonglim, sconm22, ssidem22]

l1 = max[lllim, lllater ]

l2 = min[lulim, lrlater ]

(25)

where s11 and s12 are the lower and upper boundaries of the
sampling area of the forward lane; s21 and s22 are the lower
and upper boundaries of the sampling area of the lateral lane;
l1 and l2 are the left and right boundaries of the sampling
area.

Our method evaluates the obstacle avoidance safety and
comfort of each candidate point and its generated path by
designing a cost function, at the same time uses the cost
function to influence the speed decision of the vehicle when
lane changing.

TABLE 2. The minimum safe following distance.

IV. CANDIDATE POINTS OPTIMIZATION AND PATH
GENERATION
A. DESIGN COST FUNCTION
1) OBSTACLE COST FUNCTION
The obstacle cost function includes forward obstacle cost
function, lateral obstacle cost function and road cost function.

The road cost function should consider the influence of
the boundaries and marking lines stipulated by traffic laws.
In a standard two-lane road, the lane centre should have the
lowest cost; the road boundary and the double yellow line
should have the highest cost. In addition, vehicles passing the
lane line to avoidance are allowed. Therefore, the cost of the
lane line should not be too high [28]. Thus the ideal shape
of the road cost function should be W-shaped, which can be
expressed by the fourth-degree polynomial constructed by
equation (26).

Froad = af
(
lg − 1.5

)2 (lg + 1.5
)2 (26)

where Froad is the road cost; af is the road influence coeffi-
cient; lg is the l coordinate of any point in the sampling area.
The potential field method is the effective methods to eval-

uate the cost of obstacles In the scene of suburban highways
or expressways, the decline speed of the obstacles potential
field in the l direction should be much greater than that in the
s direction, so the ideal potential field shape of the obstacle
should be an ellipse; When the relative speed between the
obstacle and the vehicle is large, there is a higher risk of
collision. Consequently, the potential obstacle field needs to
consider the impact of the relative speed. Based on the above
considerations, we choose the two-dimensional normal distri-
bution function as the potential field function of the obstacle:

Vobs =
C

Bσ1σ2
√
8π3

· exp

(
−
1
2

((
sg − sobs

)2
σ 2
1

+

(
lg − lobs

)2
σ 2
2

+
(1v− v1max)

2

B2

))
(27)
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where Vobs is the potential field value of the obstacle on a
point in the sampling area; C is the obstacle influence coef-
ficient; sg and lg are the s and l coordinates of a point in the
sampling area; sobs and lobs are the s and l coordinates of the
obstacle;1v is the relative speed between the obstacle and the
vehicle; v1max is the relative speed of the static obstacle, and
its value is equal to the current speed of the vehicle; B is the
speed influence coefficient; σ1, σ2 are the shape parameters
of the potential field in the s and l directions, in the normal
distribution, 3σ1 and 3σ2 can represent the 0.9974 potential
field shape information in the s and l directions. In our
method, 3σ1 = Sw, Sw is the safe following vehicle distance,
which can be found from Table 1, 3σ2 = Lw, Lw is the lane
width.

According to (27), we can get the cost function of the
forward obstacle and the lateral obstacle as:

Fcon =
C1

Bσ1σ2
√
8π3

· exp

(
−
1
2

((
sg − scon

)2
σ 2
1

+

(
lg − lcon

)2
σ 2
2

+
(1v− v1max)

2

B2

))
(28)

where Fcon is the cost imposed by the forward obstacle on the
point (sg, lg); C1 is the influence coefficient of the forward
obstacle.

Fside =
C2

Bσ1σ2
√
8π3

· exp

(
−
1
2

((
sg − sside

)2
σ 2
1

+

(
lg − lside

)2
σ 2
2

+
(1v− v1max)

2

B2

))
(29)

where Fside is the cost imposed by the lateral obstacle on the
point (sg, lg); C2 is the influence coefficient of the forward
obstacle.

From (26)(28)(29), the obstacle cost function can be cal-
culated by:

Fobs = Froad + Fcon +
n∑
i=1

Fside(i) (30)

where n is the number of lateral obstacles.
In the scene shown in Fig.13(a), the road cost function,

the forward obstacle cost function and the lateral obstacle
cost function in the sampling area are shown in Fig.13(b),
Fig.13(c) and Fig.13(d).

2) COMFORT COST FUNCTION
Studies have shown that acceleration and jerk are among the
main factors affecting driving comfort [29]. Considering that
the planned path is a quintic spline curve, the acceleration can
reflect the jerk. We use acceleration as the evaluation index
of comfort.

The acceleration of a vehicle during driving mainly
includes longitudinal acceleration, lateral acceleration and
yaw acceleration. According to Yusof et al. [30], the human
body is most sensitive to acceleration from the longitudinal
and lateral directions and least sensitive to the yaw acceler-
ation around the z-axis. Therefore, we establish a comfort
cost function based on longitudinal acceleration and lateral
acceleration.

The comfort cost function is shown in (31).

Fcfort = D ·
√
a2longaver + a

2
lateraver (31)

where D is the comfort influence coefficient; alongaver is the
root-mean-square of the longitudinal acceleration, which is
equal to the along in Section III; alateraver is the root-mean-
square of lateral acceleration, which can be calculated as (32)

alateraver =



√
1
te

(∫ te

0
(ad + ac)2

)
, sgn(kd ) = sgn(kc)√

1
te

(∫ te

0
(ad − ac)2

)
, sgn(kd ) 6= sgn(kc)

(32)

where ad is the offset lateral acceleration; ac is the cen-
tripetal acceleration, respectively, which can be calculated
by (8) and (11).

In the scene shown in Fig.13(a), the comfort cost function
in the sampling area is shown in Fig.13(e).

3) ACCELERATION COST FUNCTION
In the traditional path planning method, the longitudinal
speed of the vehicle when changing lanes or avoidance is
constant. Due to the different speed limits between the car-
riageway and the overtaking lane, and the speed of obstacles
in the lateral lane may not be the same as the speed of the
vehicle, it is often necessary to accelerate or decelerate when
changing lanes. Based on this, we design the acceleration
cost function to plan the speed of the vehicle when changing
lanes or avoidance according to the type of lane the vehicle
drives after changing lanes and the obstacle information of
the lateral lane.

In our method, the acceleration cost function is constructed
based on a third-order polynomial, as shown in (33).

Facc = E
∣∣sg − sm∣∣3 (33)

where Facc is the acceleration cost function; E is the lane
changing acceleration influence coefficient; sm is the zero
cost s coordinate. When lane changing need to accelerate,
sm takes the lateral lane upper boundary s22, when lane
changing need to decelerate, sm takes the lateral lane upper
boundary s21, based on the lane and lateral obstacle informa-
tion, we design the lane-changing speed planning scheme as
shown in Table 2

The acceleration cost function only acts on the road area in
the vehicle’s lateral movement direction.

In the scene shown in Fig.13(a), the acceleration cost func-
tion in the sampling area is shown in Fig.13(f).
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FIGURE 13. The distribution of the cost of different cost functions in the sampling area. (a) road scene, where black is the
target vehicle, (b) the road cost function, (c) the forward obstacle cost function, (d)the lateral obstacle cost function, (e) the
comfort cost function, (f) the acceleration cost function.

The total cost function shown by (34) is defined as the sum
of the three cost functions.{

Fside = Fobs + Fcfort + Facc
Ffword = Fobs + Fcfort

(34)

where Fside is the cost function of sampling points in the road
area along the vehicle’s lateral movement direction; Ffwod is
the cost function of sampling points in the road area opposite
to the vehicle’s lateral movement direction.

B. OPTIMIZATION SOLUTION
In our method, we use quadratic programming to find the
candidate points with the lowest cost. Since the cost function
is non-linear. Therefore, the cost function needs to be trans-
formed into a quadratic form through the Taylor formula.

We can gain equation (35) via the second-order Taylor
expansion of equation (34).

Ff = F (sd0, ld0)+ (sd − sd0) · F ′sd (sd0, ld0)
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FIGURE 14. The framework of the co-simulation platform.

FIGURE 15. The vehicle continuously avoids two obstacles. (a) planning path and dynamic vehicle position, (b) speed
comparison, (c) curvature comparison.

+ (ld − ld0) · F ′ld (sd0, ld0)+
1
2!
(sd − sd0)2

·F ′′sd sd (sd0, ld0)+
1
2!
(sd − sd0) (ld − ld0)

·F ′′sd ld (sd0, ld0)+
1
2!
(sd − sd0) (ld − ld0)

·F ′′ld sd (sd0, ld0)+
1
2!
(ld − ld0)2

·F ′′ld ld (sd0, ld0) (35)

where F is the total cost function; Ff is the quadratic form
of the total cost function; sd0 and ld0 are the s coordi-
nates and l coordinates of any point within the boundary
conditions.

Arranging (35), the standard quadratic form of Ff is
described as:

Ff = As2d + Bl
2
d + Csd ld + D (36)
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FIGURE 16. The vehicle directly changing lane to avoid obstacles under the straight road (a) planning path and vehicle
dynamic position, (b) speed comparison, (c) curvature comparison.

The mathematical model of quadratic programming can be
expressed as:

min f (X) =
n∑
j=1

cjxj +
1
2

n∑
j=1

n∑
k=1

cjkxjxk

cjk = ckj, k = 1, 2, · · · , n
n∑
j=1

aijxj + bi ≥ 0, i = 1, 2, · · · ,m

xj ≥ 0, j = 1, 2, · · · , n

(37)

Since the side lanes and the forward lanes have different
boundary conditions, the sampling area needs to be quadrat-
ically programmed according to l > 0m and l < 0m.

In order to ensure that the quadratic programming is carried
out in the convex space, it is necessary to assign the initial
values sd0 and ld0. The initial value can be obtained by
calculating the minimum value of the sampling point in the
sampling area l > 0m and l < 0m respectively by using the
(34), which can be used as the initial input of the quadratic
programming.

Introducing forward obstacle boundary conditions and
obstacle boundary conditions according to (25), the can-
didate point with the smallest cost value of the forward
lane Ffwordmin (Pfwordmin), coordinates Pfwordmin (sfwordmin,
lfwordmin), and lateral lane Fsidemin(Psidemin), coordinates
Psidemin(ssidemin, lsidemin) can be calculated by eq. (37).

The optimal candidate point Pmin(smin, lmin) can be
obtained by:{

Pmin = Pfrond min, Ffrond min < Fsidemin

Pmin = Psidemin, Ffrond min > Fsidemin
(38)

C. PLANNING PATH ENGENDERER
The planned path should meet the following two
requirements:
1. When the vehicle drives along the path, the yaw angle,

lateral speed and lateral acceleration should be continuous.
2. A path can be uniquely determined when the state of the

start and end of the path is known.
Our method samples the quintic spline curve to generate

the path, which meets the above two requirements and has
the merits of simplicity, efficiency, and adaptability.
The path that conforms to the quintic spline curve should

satisfy:  l = at5 + bt4 + ct3 + dt2 + et + f

s =
1
2
ast2 + v0t + g

(39)

where a ∼ g are undetermined coefficients; as is the average
longitudinal acceleration, which can be described as:

as =
1
2

(
1
2
(sd min − ss)− v0

)
(40)
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FIGURE 17. The obstacles before changing lanes under the straight road (a) planning path and vehicle dynamic
position, (b) speed comparison, (c) curvature comparison.

According to the state of the start and end of the path,
boundary conditions can be obtained as:

l (0) = ls, l̇ (0) = vls, l̈ (0) = als
l (te) = lgmin, l̇ (te) = 0, l̈ (0) = 0
s (0) = ss, s (te) = sgmin

(41)

where lgmin and sgmin are the s− l coordinates of the optimal
point. Simultaneous (40) (41), we can solve the undetermined
coefficients a ∼ g.

V. SIMULATION RESULTS
In order to comprehensively and reliably verify the feasibility
and effectiveness of the dynamic path planning method in
this paper, we built a co-simulation platform based on Pres-
can, Matlab/Simulink and Carsim. Prescan provides vehi-
cle positioning information, road scene information and a
path follower with preview. The road scene information is
obtained by the AIR sensor and Lane Marker sensor pro-
vided by Prescan. Both the AIR sensor and the Lane Marker
sensor are truth sensors without error; based on the path
follower with preview as the default path tracing controller
in Precan. Matlab/Simulink is used to write the path planning
method and visualize the results of the simulation. Carsim
provides vehicle dynamics models that can be imported from

Prescan’s third-party model library. The framework of the
co-simulation platform is shown in Fig.14. Based on the
above co-simulation platform, we designed different scenar-
ios to verify the method Simulation scenes include straight
road scenes and s-bend scenes that are common in suburban
roads and expressways.

In Fig. 15-18, the solid black line indicates the road bound-
ary line, the black dashed line indicates the lane line, the blue
line indicates the planned path. For aesthetics, we set the vehi-
cles and obstacles as rectangles in the straight road scene and
set the vehicles and obstacles as circles in the s-bend scene
green indicates the vehicle; red indicates obstacles on the
carriageway; yellow indicates obstacle on the overtaking lane.

In order to express the effectiveness of the path planning
method in dynamic scenes, we show the relative position
of each obstacle and the vehicle at the exact moment in
time sequence in the simulation. The straight road scene is
shown in Fig. 15∼17, G1, R1, Y1 indicate the vehicle’s initial
position, obstacles in the carriageway, and obstacles in the
overtaking lane. After that, the position of the vehicle and the
obstacle are recorded every 2.5s. The s-bend scene is shown
in Fig.18. G,R, and Y represent the initial avoidance positions
of the vehicle, obstacles in the driving lane, and obstacles in
the overtaking lane, respectively. The positions of the vehicle
and obstacles are recorded every 1s.
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FIGURE 18. The vehicle avoiding the dynamic obstacles on an s-bend road. (a) planning complete path map, (b) local map of the planning path and
dynamic vehicle position, (c) speed comparison, (d) curvature comparison.

In addition, we also further illustrate the advantages of
our method by comparing the speed and trajectory curvature
with the dynamic path planning method base on path discrete
mentioned in the reference [15] (called method 1) in the
scenario of Figure 15-18.

A. STRAIGHT ROAD SCENE
1) STRAIGHT ROAD CONTINUOUS AVOIDANCE
Fig.15 is a driving scene where the vehicle continuously
avoids two obstacles. In Fig.15, the carriageway obstacle R is

a static obstacle, the initial position xR1 = 60m; the over-
taking lane obstacle Y is a dynamic obstacle, the initial
position xY1 = 120m, and it is driving at a constant speed
of 9m/s2. As shown in Fig.15 (a) and the solid blue line in
Fig.15(b), after detecting obstacle R, the vehicle accelerates
to the overtaking lane to avoid obstacles and successfully
drove into the centre of the overtaking lane; After driving
for a certain distance in the overtaking lane, the vehicle
detects the dynamic obstacle Y, it decelerates to the car-
riageway to avoid obstacles, and continue to decelerate to
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cruising speed after successfully entering the centre of the
carriageway.

Fig.15(b)(c) shows the comparison between method 1 and
our method in velocity and trajectory curvature, where the red
dotted line represents method 1. From the fig.15(b)(c), we can
see that method 1 decelerates when the vehicle avoids the
first obstacle, which makes the speed fluctuate significantly
during the lane change process, and it takes a longer time to
complete the continuous avoidance of two obstacles. In addi-
tion, our method has less fluctuation in trajectory curvature,
which means that the path obtained using our method is
smoother than that of method 1

2) STRAIGHT ROAD DIRECT LANE CHANGING AVOID–ANCE
In the driving scene shown shown in Fig.16, the vehicle is
directly changing lane to avoid obstacles under the straight
road, where both the carriageway obstacle R and the over-
taking lane obstacle Y are dynamic obstacles. The initial
position of obstacle R is xR1 = 60m, and driving at a con-
stant speed of 8m/s2; the initial position of obstacle Y is
xY1 = 45m and driving at a constant speed of 16m/s2.
As shown in Fig.16(a), since the overtaking lane meets the
lateral obstacle boundary conditions and has a lower cost,
the vehicle will directly change lanes to avoid obstacles after
detecting the obstacle R.

Figure 16(b)(c) shows the speed comparison and trajectory
curvature comparison between method 1 and our method in
the direct lane changing avoidance scene From the figure,
we can see that method 1 has an obvious deceleration process
when the vehicle changes lanes, while in our method, the
vehicle will continue to accelerate during the lane changing
process, which reduces the parallel time between the vehicle
and the obstacle R and improves lane changing safety. Our
method also had smaller curvature fluctuations compared to
method 1.

3) STRAIGHT ROAD UNIQUE SCENE AVOIDANCE
In the scene shown in Fig.17, the initial position of the
carriageway obstacle R is xR1 = 60m, and driving at a
constant speed of 8m/s2, and initial position of the overtaking
lane obstacle Y is xY 1 = 10m and driving at a constant
speed of 16m/s2. As shown in Fig.17 (a) and the solid blue
line in Fig.17(b), in this scene, because the overtaking lane
does not meet the lateral obstacle boundary conditions, the
vehicle cannot avoid obstacle R by changing lanes directly.
Consequently, the vehicle first decelerates and follows the
obstacle R drive until the passing lane meets the lateral obsta-
cle boundary conditions and has a lower cost.

In Fig.17(b)(c), comparing the speed and trajectory curva-
ture of method 1 with our method, we can see that method 1
takes longer time to follow the obstacle R. Compared with
method 1, our method obviously has higher efficiency and
can quickly change lanes to avoid obstacles after the lateral
lanes meets the lateral obstacle boundary conditions and has
a lower cost. In addition, our method has better trajectory
curvature smoothness than method 1.

B. S-BEND SCENE
Fig.18 is a driving scene of the vehicle avoiding the static
obstacle R when there is a dynamic obstacle Y in the overtak-
ing lane on the s- bend road. In Fig.18, the dynamic obstacle Y
drives in the overtaking lane at a speed of 15m/s2. As shown
in Fig.18 (a) (b) and the solid blue line in Fig.18(c), when
the vehicle detects the obstacle R, the overtaking lane does
not meet the lateral obstacle boundary conditions due to the
influence of the obstacle Y, so the vehicle decelerates until the
overtaking lane meets lateral obstacle boundary conditions.
In addition, due to the large curvature of the bend in the scene
shown in Fig.18, the cruising speed after the vehicle enters the
bend is lower than the cruising speed on the straight road.

The speed comparison and trajectory curvature comparison
between method 1 and our method in the S-bend scene are
shown in Fig.18(c)(d). From the figure, we can see that since
the curvature speed limit is not considered, method 1 does not
reduce the cruising speed after the vehicle enters the bend,
which may cause the vehicle to become unstable. In addition,
the curvature of the trajectory obtained bymethod 1 fluctuates
greatly, and the smoothness of the path is worse than our
method.

VI. CONCLUSION
This paper designs a dynamic path planning method based
on discrete optimization which use in suburban highways
or expressways. This method uses the quadratic planning
method to find the optimal candidate points in the s − l
coordinate system according to different driving conditions,
and connects the initial position of the vehicle with the candi-
date points to generate a path through a quintic spline curve.
In order to make the planned path meet the requirements
of safety, comfort and real-time, considering the kinematics
and obstacle boundary conditions, a two-dimensional normal
distribution obstacle cost function based on the potential
field, comfort cost function and acceleration cost function of
the decision-making obstacle avoidance speed are designed,
allows the planned path avoid stationary and moving obsta-
cles effectively under various driving conditions.

The simulation results show that the method can plan a
safe and comfortable path with appropriate speed to guide
the vehicle to avoid dynamic and static obstacles in straight
and curved scenes. It can be widely used in the local path
planning of autonomous vehicles in suburban highways or
expressways, but in the case of urban roads with more com-
plex environments and more urgent driving conditions, more
complete and radical discrete methods and cost functions
need to be designed.
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