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ABSTRACT We propose a Central Bank Digital Currency Evaluation and Verification (CEV) Framework
for recommending and verifying technical solutions in the central bank digital currency (CBDC) system.
We demonstrate two sub-frameworks: an evaluation sub-framework that provides consensus algorithm and
operating architecture solutions and a verification sub-framework that validates the proposed solutions.
Our framework offers a universal CBDC solution that is compatible with different national economic
and regulatory regimes. The evaluation sub-framework generates customized solutions by splitting the
consensus algorithms into several components and analyzing their impacts on CBDC systems. CBDC design
involves a trade-off between system features - the consensus algorithm cannot achieve all system features
simultaneously. However, we also improve the operating architectures to compensate for the weak system
features. The verification sub-framework helps verify our proposed solution through empirical experiments
and formal proof. Our framework offers CBDC designers the flexibility to iteratively tune the trade-off
between CBDC system features for the desired solution. To the best of our knowledge, we are the first to
propose a framework to recommend and verify CBDC technical solutions.

INDEX TERMS Central bank digital currency, evaluation sub-framework, consensus algorithm, operating
architectures, verification sub-framework.

I. INTRODUCTION
The recent development in cryptography and distributed
ledger technology (DLT) has seen a new form of currency
known as central bank digital currency (CBDC) [1]. More
than 85% of central banks worldwide have started CBDC
research [2], [3]. However, notably fewer scientific papers
consider CBDC technical implementations and verification
approaches. The papers [4], [5] consider blockchain net-
works to provide CBDC services and propose a new con-
sensus algorithm to satisfy CBDC system features. However,
the proposed solutions cannot be applied to different
scenarios.

The overall operating architecture [7] and consensus algo-
rithms are core components of CBDC technical solutions.
The operating architecture defines different CBDC networks,
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while the consensus algorithms define how the specific
CBDC network functions and impacts many CBDC system
features. Central banks have different requirements regard-
ing the priority of CBDC system features [6], such as per-
formance, privacy and security. Consensus algorithms are
typically associated with blockchain networks, but they can
be applied in any network to form data consistency. For
example, China [10] does not use blockchain in its CBDC
prototype. However, we believe that the CBDC networks use
consensus algorithms to form data consistency. Furthermore,
given the different economic and regulatory requirements
across jurisdictions, central banks need customized consen-
sus algorithms and operating architectures to satisfy their
CBDC system features.

A. OUR CONTRIBUTION
Our paper reviews previous CBDC solutions and proposes
a framework that provides an overall operating architecture
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and customized consensus algorithms to satisfy different
CBDC system features. Based on previous research [4], [5],
[11], we contribute the following:

1) We propose a framework to recommend and verify
CBDC related technical solutions in the form of con-
sensus algorithms and operating architectures.

2) We are the first to split consensus algorithms into differ-
ent components, significantly improving the efficiency
of designing customized solutions.

3) We improve the CBDC operating architecture to solve
the issues relating to business secrecy.

Specifically, we propose an evaluation sub-framework
that provides holistic CBDC solutions covering CBDC
technical specifications in Section III-A. We build a veri-
fication sub-framework to verify the feasibility and ratio-
nality of proposed solutions in Section III-B. Finally,
we integrate both sub-frameworks into one framework,
called the CBDC Evaluation and Verification (CEV)
Framework.

The evaluation sub-framework involves the consensus
algorithm and operating architecture. The consensus algo-
rithm works by forming data consistency among partici-
pants [14]. Therefore, it directly impacts many CBDC system
features, including performance, privacy and security. For
example, Zhang et al. [30] studies how blockchain empowers
CBDC and proposes a new consensus algorithm to improve
CBDC performance. However, consensus algorithms have
a complex impact on other CBDC system features, so we
require a more systematic method to analyze the effects. Our
solution is to split the consensus algorithms into their con-
stituent components to derive the individual impacts before
recombining them.

A trade-off betweenCBDC system features exists in imple-
menting consensus algorithms [6], and we cannot achieve
all features simultaneously. However, we can improve
the operating architecture to compensate for some weak
CBDC system features. For example, we use new operat-
ing architectures to solve the business secrecy issue (details
in Section II-B).

The verification sub-framework can guide CBDC design-
ers to verify proposed solutions. CBDC designers need to
build a mathematical model for the solution and verify
whether it meets initial expectations on diverse CBDC system
features, like high performance. If an alternative trade-off is
required, the evaluation sub-framework can be revisited to
adjust the solution.

We then introduce a CBDC scenario to demonstrate
the CEV framework in Section IV. We use the evaluation
sub-framework to propose customized consensus algorithms
and apply the verification sub-framework to develop a model
to verify related CBDC system features. We use empiri-
cal experiments to test performance and leverage formal
proof to verify security and privacy. Finally, the example
offers a clear guide on satisfying CBDC system features
for different national economic and regulatory conditions
(details in Section III.A.1).

B. PAPER STRUCTURE
The remainder of this paper is organized as follows. Section II
presents the research background and three CBDC system
features. Section III introduces the CEV framework, includ-
ing an evaluation sub-framework and a verification sub-
framework. Section IV provides an example of leveraging
the framework to develop a solution and verify it. Finally,
we conclude the paper in Section V.

II. BACKGROUND
A. BLOCKCHAIN AND CONSENSUS ALGORITHM
Blockchain has shown many benefits among current CBDC
projects worldwide [4], [11], [12], [16], [17]. For exam-
ple, peer-to-peer payments could save liquidity and improve
efficiency in cross-border transactions [18]. Research topics
about blockchain frequently appear, especially on the topic
of the performance [35]–[38]. However, the performance of
blockchain, for example, bitcoin [33], cannot meet today’s
commercial needs.

Consensus algorithms play roles in many blockchains.
Fabric [35] used Practical Byzantine Fault Tolerance
(PBFT) [34] which provides fault tolerance while sacrificing
performance. The Corda blockchain protocol aims to satisfy
financial and regulatory requirements [36]. Transactions in
the Corda platform are recorded only by participants rather
than the entire network. This configuration achieves high
performance and protects privacy but sacrifices security.

B. TIERED ARCHITECTURE AND BUSINESS SECRECY
ISSUE
A tiered architecture [7] plays a role in many CBDC projects,
including China’s E-CNY [13], and Sweden’s E-Krona [40].

Figure 1 shows a typical tiered CBDC architecture. A con-
sensus algorithm runs in a consensus network. In a two-
tier CBDC architecture, tier-1 institutions directly connect to
the central bank (tier-0), and tier-2 institutions directly con-
nect to tier-1 institutions. Tier-1 institutions take the respon-
sibility of distribution1 in a two-tier CBDC architecture.
In most CBDC proposals, commercial banks become tier-1
institutions. However, it is not feasible to let all commer-
cial institutions become tier-1 and be responsible for CBDC
distribution and circulation2 because the central bank does
not have the capacity to connect too many banks simulta-
neously. Furthermore, the central bank risks a single point
of failure and performance bottleneck in this configura-
tion. Therefore, a select number of influential banks usually
become tier-1 institutions in CBDC projects.

Themore commercial institutions that circulate CBDC, the
more areas CBDC services cover. Tier-2 institutions have to
connect to tier-1 institutions to provide CBDC services. How-
ever, tier-2 institutions and tier-1 institutions are generally
competitors, and they are reluctant to provide transaction and

1Distribution means that an institution helps the central bank issue CBDC
and manage CBDC authentication work.

2Circulation means that an institution provides CBDC-related transfer
services.
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FIGURE 1. A two-tier architecture where consensus algorithms run
separately in different consensus networks. The wholesale consensus
network involves central banks and tier-1 institutions, and it handles
wholesale transactions between tier-1 institutions and central banks; the
retail consensus networks involve retail clients and tier-1 institutions,
and it handles retail transactions between tier-2 households & business
and tier-1 institutions.

customer information to each other. For example, if all tier-1
institutions are banks, the tier-2 banksmay have concerns that
tier-1 banks can monopolize their customer data. The busi-
ness secrecy issue makes implementing two-tier architecture
in a CBDC system challenging.

Current technical solutions to maintain business secrecy,
such as homomorphic encryption [15], however, cannot sat-
isfy CBDC system features because it significantly impacts
performance. Therefore, we propose new operating archi-
tectures to improve CBDC business secrecy (details in
Section III-A.2).

C. CBDC SYSTEM FEATURES
CBDC system features [6] measure CBDC-related consider-
ations for designers and regulators. CBDC white papers [8],
[9], [13] present many differences between jurisdictions
regarding national conditions, and central banks focus on
different CBDC system features. For example, Singapore’s
Ubin [8], and Canada’s Jasper [9] focus on transaction set-
tlement between different countries; China’s E-CNY [13]
emphasizes the volume of transactions per second in retail
transactions. CBDC designers across different jurisdictions
have varying approaches to satisfy CBDC system features.

Based on previous research [8], [9], [20]–[29], we sum-
marize CBDC system features being used across different
jurisdictions.

1) PERFORMANCE
Blockchain has many benefits and has been widely used in
the wholesale CBDC, but seldom appears in retail CBDC

projects [39]. One key factor is that its weak scalability
cannot meet high performance. In CBDC scenarios, millions,
even billions of customers may use CBDC, which requires a
high performance to handle billions of requests. Therefore,
we consider the following features to measure performance:

1) User Scalability: the cost of adding a new customer to
a CBDC system.

2) Network Scalability: the capability to handle larger
transaction volumes per second(TPS).

3) Latency: the time to complete one transaction.
We use empirical experiments to examine performance in
the verification sub-framework and present an example
in Section IV-B.2.

2) SECURITY
Central banks usually prioritize security. Security in a
CBDC system involves various aspects, including cryptog-
raphy, secure channels, key management, and prevention of
double-spending attacks [32]. Specifically, the prevention of
double-spending is one of the basic requirements in a CBDC
system, playing a role in maintaining financial stability and
reliability. CBDC has several security risks:

1) Cyber-Security: capability of protecting against outside
attacks, especially double-spending attacks.

2) Resilience: capability of protecting against hardware
issues, power or network outages, or cloud service
interruption [28].

We use formal proof to verify potential security threats
in the verification sub-framework and give an example in
Section IV-B.4.

3) PRIVACY
We divide privacy into two aspects [28]:

1) Customer privacy protects customer data from being
accessed by others.

2) Business secrecy prevents business data from leaking
to business competitors.

Our evaluation sub-framework improves the current operat-
ing architecture to protect business secrecy in Section III-A.2
since the consensus algorithm cannot simultaneously achieve
all CBDC system features. We use formal proof to verify pri-
vacy protection in the verification sub-framework and present
an example in Section IV-B.3.

4) OTHERS
Other CBDC system features do not conflict with those
stated above. Examples include governance [28], functional-
ity, interoperability and offline payments. We believe these
requirements can be met or solved independently in the
current financial system. Therefore we exclude them in the
following analysis. In future work, we may involve more
CBDC system features in the CEV framework if required.

III. CEV FRAMEWORK
The CBDC Evaluation and Verification (CEV) framework
includes two sub-frameworks: an evaluation sub-framework
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FIGURE 2. A closed-loop workflow of CEV Framework for CBDC designers.

that provides CBDC solutions and a verification sub-framework
that proves the feasibility and rationality of recommended
solutions.

Figure 2 shows the workflow of the CEV framework.
First, CBDC designers determine the most important CBDC
system features according to their economic and regulatory
conditions. The evaluation sub-framework then determines
the operating architecture to confirm the number of con-
sensus networks and their relationship before recommend-
ing consensus algorithms for different consensus networks.
Secondly, the verification sub-framework can guide CBDC
designers to build a theoretical model for the solution and
carry out experiments and proof to verify whether the solution
meets the original CBDC system features. Finally, suppose
the CBDC designers are not satisfied with the solution. In this
case, they can return to adjust their preference on CBDC
system features, leverage the evaluation sub-framework to
update their solutions, and use the verification sub-framework
to check the proposed solutions again.

A. EVALUATION SUB-FRAMEWORK
The evaluation sub-framework includes the consensus
algorithm and the operating architecture. The consensus
algorithm part splits consensus algorithms into different com-
ponents, and the operating architecture part introduces the
overall architecture that consensus algorithms run. We intro-
duce how we recommend consensus algorithms and improve
the operating architecture.

1) CONSENSUS ALGORITHM
Consensus networks implement consensus algorithms in
diverse ways. For example, in the operating architecture
(figure 1), the central bank can control the wholesale balance
of issued CBDC rather than recording every retail trans-
action to avoid double-spending [32]. The central bank is
only responsible for issuance and redemption transactions.
If any issue exists in retail transactions, the corresponding
tier-1 institutions should be accountable. Conversely, the
central bank records every wholesale transaction to keep it
safe. In this situation, both the wholesale and retail transac-
tions are safe from double-spending. Overall, the consensus

algorithm and operating architecture work together to form
data consistency in this example.

Consensus algorithms can satisfy different CBDC system
features with a trade-off [6]. As a result, they have direct but
complex impacts on the CBDC system features (Section II).

We reviewed many consensus algorithms [14], [33], [34],
[36], [44], [45] and found small variations between them
that we need to take into account for a generalized solution.
For example, IBFT [44] adopts a dynamic set of validators
compared with a fixed set of validators in PBFT [34].We split
the consensus process into 6 different modules based on
the variation identified. This allows us to better analyze the
individual impacts on the CBDC system features. We then
combine different components into one algorithm to assess
the overall impact.

Figure 3 introduces the consensus algorithm components.
The following steps describe the process:

1) Network - Election: a network requires one representa-
tive to lead the consensus process before a client sends
a transaction request.
a) Voting: the system votes for the leaders. Voting

can involve extensive voting mechanisms, such
as defining the percentage of votes to become a
leader. RAFT [14] adopts an election timeout in
the voting mechanism to determine the network’s
leader.

b) Predetermination: the system predetermines the
leaders. For example, the notary node in the
Corda platform [36] is determined before network
deployment.

c) Round-robin: A group of nodes take turns as
leaders in a certain order. PBFT [34] uses the
round-robin approach to choose the primary
(leader).

d) Proposer: the system has no leader but proposers.
For example, in some public blockchain sys-
tems, a proposer collects transactions from users
and proposes them to the network via Proof of
Work [33], Proof of Stake [45].

2) Client - Request: a client submits its payment request
to the network.
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FIGURE 3. Consensus Process: a CBDC client sends a request to the CBDC system. The system processes the request until reaching an agreement inside
the network. We split the process into several components to better analyze each one.

a) To one: a client sends the request to only one
node. A node is a connection point in a com-
munication network. For example, in RAFT, the
client sends the request to one node and resends
it to another node if no response is received.
Furthermore, the ‘‘To one’’ option can leverage
sharding [41], [42] to improve system perfor-
mance. Sharding involves multiple nodes pro-
cessing transactions in parallel and interacting
with each other in a specific manner (discussed
in the example of Section IV).

b) To all: a client sends the request to all nodes to
ensure a node accepts the request in time.

3) Leader / Proposer - Pre-prepare: the leader node or
proposer processes the request locally after receiving it.
a) Proof of X: the leader or proposer leverages one of

Proof of X, such as Proof of Work [33], to publish
transactions.

b) Verification: the leader verifies proposed transac-
tions in a specific manner, like checking the input
equals the output.

c) Inter-communication & Verification: the leader
communicates with other nodes and filters trans-
actions. Filtration can reduce the illegal transac-
tions.

4) Validators - Prepare: validators vote and communicate
with others to verify the request from the leader node.
a) Voting: validators vote for the request.
b) Inter-communication & Voting: validators com-

municate with each other and vote for the request.
PBFT [34] adopts this method to prevent mali-
cious behavior.

c) No action: validators do not contribute the deci-
sion. For example, validators (called followers) in
RAFT [14] do not vote for any decision.

5) Validators - Commit: validators record transactions in
their database.
a) Data backup: validators make a backup in their

local databases. RAFT [14] directly undertake a
data backup after receiving it.

b) Inter-communication & Data backup: validators
communicate before backup. PBFT [34] adopts
this method to ensure its safety.

6) Leader / Proposer - Decide: the leader finalizes the
request.
a) x% backup replies: the leader receives more than

x% backup replies before responding. For exam-
ple, in RAFT [14], the leader node must receive
50% replies.

b) x% vote replies: the leader receives more than x%
vote replies before it can finalize the transaction.

c) Self-decision: the leader decides the transac-
tion by itself. For example, the notary node
in Corda [36] verifies proposed transactions by
itself.

In addition to the above options, we include two further to
improve the overall algorithm:

1) Fixed / Dynamic Validators: validators are non-leader
nodes that can participate in consensus. Some con-
sensus algorithms require all nodes to participate in
consensus, while others choose selected or dynamic
random nodes. For example, RAFT [14] and PBFT [34]
require all nodes to participate data backup, while
IBFT [44] adopts a dynamic set of validators.
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TABLE 1. Impact of individual consensus components. The first column is consensus components. The first row is CBDC system features.

Adynamic set of validators can provide a higher perfor-
mance due to a limited number of participants. In con-
trast, fixed validators are easier to implement and more
secure.

2) Encryption: CBDC designers can use encryption in
every step to secure transmitted information. Encryp-
tion can increase security but decrease performance.
This option is independent of previous options. In most
algorithms, consensus algorithms are more associ-
ated with achieving consistency and ignore encryption.
However, in CBDC scenarios, encryption plays a vital
role, so we include it in our consensus process.

Each component has many extensions, and components
have constraints between each other. For example, ‘‘proof
of X’’ in the third step is possibly connected with ‘‘proposer’’
in the first step. However, combining ‘‘proof of X’’ with
other options is possible, but this needs to be verified in the
verification sub-framework.

Table 1 shows how the above components influence the
CBDC system features (Section II). We measure the impact
through categories of High,3 Medium4 and Low.5 TBA
indicates the impact needs to be further analyzed.

3High means the component has a relatively positive impact on the system
feature.

4Medium means the component has no impact or relatively medium
impact on the system feature.

5Lowmeans the component has a relatively negative impact on the system
feature.

Each component has its impact on every CBDC dimen-
sion. We measure these impacts by empirical experiments
and formal proof. Different components together can build
one consensus algorithm with equal weighting. If needed,
we can use a different weighting of impacts on CBDC system
features.

We have referenced RAFT several times. Here we use the
Consensus Process to describe the RAFT consensus algo-
rithm in figure 4. Then we leverage Table 2 to show that
the RAFT consensus algorithm can provide CBDC systems
with good fault-tolerance and performance while it takes no
privacy protection measurements.

Overall, the evaluation sub-framework can guide CBDC
designers to consider related factors, analyze different com-
binations, and find a suitable consensus algorithm. How-
ever, we require a method to judge whether the combination
meets the expectations. Therefore, we utilize the verification
sub-framework to ensure proposed consensus algorithms are
valid and satisfactory.

2) OPERATING ARCHITECTURE
We propose two new operating architectures based on current
CBDC architectures (figure 1). The operating architecture
determines how the network functions at a high level. A trade-
off [6] exists between CBDC system features that we cannot
achieve excellent performance, security, and privacy simul-
taneously. However, we show it is possible to update the
operating architecture to compensate for weak CBDC system
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FIGURE 4. Consensus Process of RAFT starts from the voting and election timeout mechanism in the elections step. A client then sends a request to the
leader in the network. The leader node then verifies the request in the pre-prepare step. After the leader’s verification, the validators make a backup and
respond to the leader node. This transaction will be valid if the leader receives more than half of the backup replies.

TABLE 2. Impact of RAFT on CBDC system features. The total row sums all values in the corresponding column with High (+1), Medium or TBA (0), and
Low (−1).

features. In the following example, we leverage our proposed
architecture to improve business secrecy.

We conclude a three-tier CBDC architecture (Figure 5) to
describe institutions that do not become tier-1 but want to
provide CBDC services. The model describes how tier-1.5
institutions provide CBDC services to their customers in the
current situation.

Tier-1.5 institutions have to provide transaction informa-
tion to tier-1 institutions for bookkeeping because tier-1 insti-
tutions operate the ledgers. Once the tier-1 institution records
the transaction in the ledger, the transaction becomes valid.
However, tier-1.5 institutions will refuse to provide the cus-
tomer data to tier-1 institutions because they are competitors
subject to conflict of interest. Some commercial institutions
even refuse to participate in CBDC-related services due to
data privacy concerns.

To safeguard tier-1.5 institutions from the data monopoly
of tier-1 institutions, we propose two operating architectures:

1) Use dynamic virtual addresses to keep the identities of
participants secret from tier-1 institutions;

2) Use an independent operating organization that has no
conflict of interest;

Figure 6 shows how tier-1.5 institutions can create vir-
tual addresses for their customers in the tier-1 ledger. Pri-
vacy includes identity and transaction information. Virtual
addresses ensure that tier-1 institutions have no access to the
identity information of the payee and payer. Tier-1.5 insti-
tutions provide regulators with a mapping table between
virtual addresses and real identities. Only regulators and

FIGURE 5. Three-tier CBDC architecture.

tier-1.5 institutions will know the mapping relationship
between virtual addresses and real customer identities.
Tier-1.5 institutions only need to inform the regulators of
the identity information. The regulators can then infer all
transaction information by combining the identity mapping
from tier-1.5 institutions and ledger transaction information
from tier-1 institutions.

However, tier-1 institutions may be able to infer identity
information by analyzing enough token flows and real-world
events even though they only hold ledger transaction informa-
tion. To further protect the business secrecy of tier-1.5 insti-
tutions, we can make virtual addresses dynamic such that
tier-1.5 institutions create new virtual addresses to collect
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FIGURE 6. Operating Architecture 1 leverage dynamic virtual address to
avoid tier-1 institutions from knowing the real identities of customers.

FIGURE 7. Operating Architecture 2 builds an operating organization
rather than tier-1 institutions to operate the CBDC system without
interest conflict. The operating organization can know the transaction
data of tier-1.5 institutions without business secrecy issues.

change in transactions. This technical solution can prevent
tier-1 institutions from accessing tier-1.5 institutions’ cus-
tomer data.

There are other methods to improve the operating architec-
ture. For example, figure 7 presents a third-party organization
in tier-1 to ensure no competition between tier-1 and tier-2.
However, the operating organization needs a feasible business
model to ensure enoughmoney to support its stable operation.

B. VERIFICATION SUB-FRAMEWORK
Through the evaluation sub-framework, CBDC design-
ers can develop a customized solution. The verification
sub-framework works to ensure the proposed solution’s fea-
sibility and rationality.

The verification sub-framework contains diverse methods
to verify proposed solutions. We divide these methods into
two categories: empirical experiments and formal proof. For
empirical experiments, we can simulate a real scenario and
test models. For formal proof, we can build a mathematical
model to infer related theories and find whether they meet
initial expectations.

The verification sub-framework works in the following
way:

1) Model proposed solutions for further verification. The
verification sub-framework can guide CBDC designers
to describe the proposed solution mathematically.

2) Conduct empirical experiments to examine
performance.

3) Conduct formal proof to validate security and privacy.

IV. CBDC SCENARIO EXAMPLE
We present an example of using the CEV framework.
We assume a country with a large population and
well-developed communication technology. The CBDC
designers focus on privacy and performance, especially
network scalability, latency, and business secrecy. Finally,
we leverage the CEV framework to propose a customized
solution for this virtual country.

A. EVALUATION
We leverage the evaluation sub-framework to choose the
operating architecture and propose consensus algorithms.
In this example, we choose the virtual address operating
architecture (figure 6). Then the evaluation sub-framework
can propose consensus algorithms for different consensus
networks.

Since the example emphasizes performance among the
three CBDC system features, we leverage table 1 to determine
the combinations with relatively high scores in performance
for both wholesale and retail consensus networks.

The recommended wholesale network consensus algo-
rithm follows figure 8, and the retail consensus networks
follow figure 9. table 3 and table 4 are derived from table 1.
Table 3 shows that the recommended wholesale network con-
sensus algorithm has a good performance, especially network
scalability, but the algorithm may bring a potential security
issue. Similarly, table 4 shows that the retail network consen-
sus algorithm has a good performance and a potential security
issue. Both tables present that the system has relatively good
privacy. The impact table only provides a rough analysis to
CBDC designers, so we need to further verify the proposed
solution in the verification sub-framework and make sure the
proposed solutions are objective and reasonable.

Specifically, encryption in the third step protects business
secrecy from validators because they only backup encrypted
data for tampering with proof. Additionally, ‘‘To one / Shard-
ing’’ in the ‘‘client-request’’ step can improve the system’s
performance by a token-based sharding method. Further-
more, ‘‘Data backup’’ can increase the resilience of CBDC
systems. The impact table is derived from the verification
sub-framework and works to recommend consensus algo-
rithms in the evaluation sub-framework.

B. VERIFICATION
We use the verification sub-framework to verify the proposed
solution by modelling the solution with empirical experi-
ments and formal proof.
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FIGURE 8. Recommended consensus algorithm in the wholesale consensus network with the following steps: 1. The wholesale consensus network
predetermines the leader (central bank). 2. A client sends a cross-shard transaction request to its retail consensus network leader (tier-1 institution), and
then the tier-1 institution forward it to the wholesale consensus network leader (central bank). 3. The central bank verifies the transaction and finishes
the related issuance and redemption transactions in different retail consensus networks. Finally, the transaction is marked as successful.

FIGURE 9. Recommended consensus algorithm in the retail consensus networks with the following steps: 1. The network predetermines the leaders
(tier-1 institutions). 2. A client sends a transaction to its network leader. 3. The leader node encrypts the transaction before sending it to the validators in
the network (possible competitors). 4. The network leverages a dynamic set of validators to encrypt backup data. 5. This transaction will be regarded as
valid if the leader receives more than half of the backup replies.

TABLE 3. Impact of the recommended consensus algorithm in the wholesale consensus network. The total row sums all values in the table with
High (+1), Medium or TBA (0), and Low (−1).

We first introduce sharding before our algorithm. Previous
work [41]–[43] discusses account-based sharding and token-
based sharding. We present them in a CBDC scenario with
two types of transactions involved (shown in figure 10).
Account-based sharding divides users by accounts. In a

two-tier CBDC architecture, tier-1 institutions have different
wallets. For example, Tier-2 A sends transaction requests to

Tier-1 A6 when using CBDC because Tier-2 A created its
account from Tier-1 A. As a result, a cross-shard transaction
occurs if Tier-2 A transfers money to Tier-1 B’s customer
Tier-2 B. The cross-shard transaction needs the currency
issuer (the central bank) to redeem a token in one ledger

6Tier-1 A is an example tier-1 institution.
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TABLE 4. Impact of the recommended consensus algorithm in the retail consensus network. The total row sums all values in the table with High (+1),
Medium or TBA (0), and Low (−1).

TABLE 5. Table of notations.

and issue a new token in another ledger, which significantly
decreases the system’s performance compared with single-
shard transactions [43].

Token-based sharding divides users by tokens. For exam-
ple, if Tier-1 A issues a token to Tier-2 A, Tier-2 A has to
send their transaction requests to Tier-1 A to spend the token
because Tier-1 A is the token operator. Tier-1 A can directly
change the owner of the tokens, and this can avoid cross-shard
transactions. Afterwards, Tier-2 B has to send a transaction
request to Tier-1 A when spending the received token. Token-
based sharding needs the central bank and operating institu-
tions to provide a uniform interface to distribute transactions
to the corresponding token operator.

The proposed solution uses token-based sharding in the
retail consensus networks.

1) MODEL
Figure 12 shows a ledger state machine. The model provides
a formal description of a finite state machine M = (S, V, t).

FIGURE 10. Cross-shard transaction describes a transaction with two
ledgers involved; single-shard transaction describes a transaction within
one ledger.

FIGURE 11. Holder is the identifier to determine which tier-1 institutions
that tier-2 customers belong to.

The state machine can describe the overall status of the
CBDC model s ∈ S. It can evolve to the next state by
transition t(s, τ ).

Figure 12 shows how a leader node records a token in
the ledger before responding to the client. However, it only
covers operations from the leader node and not from validator
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FIGURE 12. State Machine describes how the network executes a
transaction, including token’s states on the left side and operations on
the right side: in the initial machine state s0, a token-based sharding
CBDC system distributes transactions to different sharded leaders (tier-1
institutions). Then the leader checks transaction signatures and input
tokens τ0. After the leader verifies the signature, the tokens become
locked. If no leader has previously locked the tokens, the output becomes
τlocked and the machine moves to the locked state s1. Otherwise,
it would exit (a rolled-back transaction to the initial state). Next, the
leader verifies whether τlocked is available. If so, the output token
becomes τverified , and the machine moves to the verified state s2.
Otherwise, it would exit. In this step, the leader node can send the
transaction to other validators to verify. Finally, the leader writes the
transaction with inputs and outputs. If successful, the output would be
τoutput , and the machine moves into the state s3. Finally, the state
machine moves back to s0 and responds to a successful transaction.

FIGURE 13. Ledger State. v are vertices (tokens), belonging to V, edge
represents token flow. On the right side, UTXO includes all tokens without
edge coming from.

nodes. The validators in the consensus algorithm undertake a
data backup between state s2 and s3, which helps to reduce
malicious behaviour. We discuss this further in Section-IV.4.

Figure 13 shows data model of a leader ledger. The trans-
action must be recorded in the ledger for it to be valid.
Once a leader updates its ledger successfully, the transaction
becomes legal and immutable.
Definition 1 (Ledger State): The ledger state of the CBDC

is defined as a directed graph D=<V(D), E(D), ϕ> that the
elements of V(D) are vertices (tokens) and the elements of
E(D) are edges (token flow). ϕ is ordered mapping from token
set V to token flow set E.
Definition 2 (UTXO): UTXO = {τ |τ ∈ V (D) ∧

d+

G (τ ) = 0}. UTXO is an unspent transaction output set.
An unspent token means there is no edge coming from it (the
out-degree of it is 0).
Definition 3 (Transaction Graph): A transaction graph is

a directed graph TD=<V(TD), E(TD), ϕ>. The in-degree

FIGURE 14. Different types of transaction graphs. SI refers to
single-input. MI refers to multi-input. SO refers to single-output.
DO refers to double-output.

of an input token and the out-degree of an output token are
both 0 in any transaction graph. The leader updates the
ledger when the state machine finishes a transaction (∀x. ∀
τ .(Tx(τ ,x) ⇒ D = D + TD)).
Figure 14 shows all types of transaction graph. Only the

currency issuer (Central Bank) can initiate the Initial Issuance
Transaction, generating a new token from the genesis point.
The issuer must also check the Final Redemption Transaction
as the transaction receiver. Both types of transactions need the
central bank to carry out real-time operations.

The following mathematical expressions present the token
flows rather than the transactions. Here we add an assump-
tion that the leader nodes are non-faulty (H) and follow the
model procedures. Faulty nodes may behave arbitrarily and
be vulnerable to inside and outside attacks. With non-faulty
nodes, we can ensure leader nodes record tokens in the ledger
in every transaction:

1) ∀τ. (H∧p(τ ) ⇒ p(r(τ ))∧p(c(τ )))
2) ∀τ. (H∧p(τ ) ⇒ p(f (τ )))
∀τ. (H∧p(τ ) ⇒ p(r(τ )) represents that if the ledger has

recorded input τ , a non-faulty leader(H) always adds a valid
transaction graph to the ledger with inputs of τ and outputs
of the received token r(τ ) and the change token c(τ ). If the
change is 0 (c(τ ) = null), p(c(τ )) means no token need to be
recorded.

∀τ. (H∧p(τ ) ⇒ p(f (τ ))) represents the central banks and
non-faulty leaders(H) ensure that the receiving ledger records
the output tokens in a cross-shard transaction (figure 15).

Cross-shard transactions impact the latency of the model.
However, cross-shard transactions are required in some sce-
narios. For example, if CBDC users request to pay tokens
in different ledgers, they first need to transfer them into one
same ledger and then pay them to achieve an atomic transac-
tion. In a CBDC system, the central bank is responsible for
issuing and redeeming tokens, regulating both transactions
and ensuring that the new shard records the output tokens.

2) PERFORMANCE
Empirical experiments test user scalability, network scalabil-
ity, and latency. To ensure experiments are close to reality,
we randomly initiate user transactions by different payment
methods, including face-to-face transfer, collecting, etc.

We leverage AWS EC2 to deploy CBDC networks and
carry out the empirical experiments shown in figure 16.
Unfortunately, since the Corda open-source version has
limitations on transaction volume, we could not demon-
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FIGURE 15. Cross-shard Transaction: a client has allocated different
tokens in three different shards and used them to initiate a transaction.
The transaction first turns the input tokens to the endpoint via the Final
Redemption Transaction and issues new tokens in the new shard via the
Initial Issuance Transaction.

FIGURE 16. The left figure shows a linearly increasing TPS (Transaction
per second); The right figure shows an acceptable level of latency for
most of the transactions.

strate an extremely large transaction per second (TPS) in
the experiment due to cost control. However, the experi-
ment demonstrates performance improvement in a CBDC
system.

Sharding improves network scalability and user scalability
to a CBDC network. Commercial institutions, including tier-
1 and tier-1.5, could become leader nodes or validator nodes
and undertake customer due diligence in retail networks.

If CBDC is non-fungible, token-based sharding can map
every non-fungible token to one leader node. Then different
ledgers can circulate tokens efficiently in parallel, increasing
the performance. However, CBDC is more like a fungible
token, and most transactions produce a change. As a result,
the token owner may use several small tokens, which causes
additional concurrent transactions. Moreover, if the token
owner pays two tokens that circulate in different ledgers
simultaneously, it must first initiate a cross-shard transaction
and then follow a single-shard transaction.

The recommended consensus algorithm uses shard-
ing to improve performance by parallel running ledgers
because cross-shard transactions being less frequent in the
token-based sharding method than in the account-based
method. However, more shards may cause reduced perfor-
mance if each transaction in the retail consensus network
requires verification from all parties in the wholesale net-
work. Therefore, our proposed algorithm selects a dynamic
set of validators that only need a backup, ensuring relatively
high performance.

Overall, we prove that our proposed algorithms can
increase the system’s TPS while not sacrificing response
speed (latency).

3) PRIVACY
We provide two updated operating architectures to protect
business secrecy. For figure 7, we designate one operating
organization to distribute CBDCbecause it is not a competitor
with other operating institutions such that their data are safe
from monopoly.

For figure 6, the dynamic virtual addresses can prevent tier-
1 institutions from knowing tier-1.5 institutions’ customer
identity. The method is similar to the bitcoin schema. In the
bitcoin [33] system, essential facts exist: 1) transactions gen-
erate new addresses to collect change; 2) users could have
many addresses. Bitcoin uses this method to protect customer
privacy from leaking to the public, while our model protects
tier-1.5 institutions’ data from leaking to tier-1 institutions.

However, like the bitcoin schema [47], tier-1 institutions
can still obtain secret information, depending on the transac-
tion types. Appendix B proved that a transaction may leak
information depending on transaction types. Unlike SISO
transactions, SIDO, MIDO, and MISO transactions may
expose relationships between inputs and outputs.

Therefore, a more aggressive method to protect user
privacy is required. We introduce virtual entities in this oper-
ating architecture. In the architecture, tier-1.5 institutions pro-
cess transaction data before sending it to tier-1 institutions.
tier-1.5 institutions can create virtual entities with virtual
addresses in the network and use these virtual entities to cre-
ate SISO transactions for customers. For example, in a SIDO
transaction, tier-1.5 institutions can use virtual entities as the
receiver to avoid the connection between payer and payee.
Once the transaction is complete, the tier-1.5 institution can
send the token to the real receiver via a SISO transaction.
Other types of transactions can also apply to virtual entities.
Enough virtual entities can help tier-1.5 institutions to hide
the direct relationship between the payees and payers.

4) SECURITY
Appendix A proved that double-spending is possible in
single-shard transactions and impossible in cross-shard trans-
actions. Our proof assumes that the leaders are non-faulty.
The assumption is reasonable in the wholesale consensus
network, given that we would not expect the central bank
to act maliciously. However, in the retail consensus network,
tier-1 institutions are responsible for their ledger and decide
each transaction on its own without validation. There is
no mechanism to ensure that they do not act maliciously.
As a result, double-spending may occur in single-shard
transactions.

The design of CBDC is a trade-off [6] between different
CBDC system features, including performance, security and
privacy. In this example, one institution decides all the trans-
actions, ensuring a high performance but sacrificing security.
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FIGURE 17. Iterations of the CEV Framework until an satisfactory trade-off.

Although we cannot avoid double-spending in real-time in
the recommended consensus algorithms, we can increase the
cost of malicious behaviour. For example, the recommended
consensus algorithm in the retail consensus network chooses
data backup from validators, and the leader sends encrypted
transactions to validators. The validators will undertake a
data backup. Once the leader node changes the original data,
we can use the same encryption method to encrypt data and
check data consistency. If the leader node behaves mali-
ciously, it will be punished. Therefore, the leader nodes are
discouraged from behaving maliciously because the valida-
tors are able to detect such behaviour easily. Furthermore,
encryption can prevent the validators from accessing cus-
tomer data, ensuring business secrecy in the CBDC system.
In some cases, third-party auditors can run validator nodes,
and it is not necessary to encrypt the data.

We can also ensure that extra verification will not overly
influence latency because validators in the network are
dynamic, and not all validators need to join the consensus
process. Moreover, since the central bank controls issuance
and redemption transactions, it knows the balance of money
on each ledger so that no extra money is received from
retail networks. Overall, the solution cannot avoid double-
spending perfectly, but it uses extra mechanisms to reduce
the possibility of malicious behaviour.

C. FRAMEWORK ITERATION
Figure 17 shows how we iterate the CEV framework. CBDC
design involves many trade-offs [6] between different CBDC
system features. We start from a country with a large pop-
ulation, focusing on performance and privacy. Then we use
the evaluation sub-framework to propose solutions. Finally,
we leverage the verification framework to measure perfor-
mance, privacy, and security. The proposed solution presents
an excellent performance and privacy, but double-spending is
possible.

After verification, CBDC designers can return to CBDC
system features to adjust the trade-off. For example, if they
need to increase security, they can continually use the eval-
uation sub-framework to propose new solutions and use the
verification sub-framework to verify them. In the experiment,
if CBDC designers want to avoid double-spending perfectly,
they can make validators vote for each transaction. However,

it may potentially influence the system’s performance. In this
case, the CBDC designer can revisit the CBDC system fea-
tures until finding a satisfactory trade-off. Our framework
offers CBDC designers a flexible method tomeet their CBDC
requirements.

V. CONCLUSION
Our paper proposes a CBDC framework (CEV Framework),
including an evaluation sub-framework and a verification
sub-framework to design solutions for CBDC systems. Our
work proposes an original approach and potentially promotes
the evolution of CBDC. Furthermore, to the best of our
knowledge, we are the first to propose a framework that offers
a holistic solution for CBDC designers according to their
economic and regulatory conditions.

Our paper analyzes CBDC technical solutions by splitting
consensus algorithms into different components and improv-
ing the operating architectures to solve CBDC related issues.
Most importantly, we build a verification sub-framework
to prove the feasibility of the recommended algorithms
and operating architectures with rigorous empirical exper-
iments and formal proof. By using the CEV framework,
central bank digital currency projects can better design
the consensus algorithms and adopt reasonable operating
architectures.

Future work could include considering more CBDC sys-
tem features and solutions into the framework, updat-
ing the impact table for proposing solutions more accu-
rately and improving the efficiency of the verification sub-
framework. Finally, the CEV framework can also be used
to propose stablecoin and other regulated cryptocurrency
solutions.

.

APPENDIX A SECURITY PROOF
Here are some temporal logic proofs in the paper. Please see
notations in Table 5 fromSection IV-B.1. The premises below
come from definitions in Section IV. The logic proofs [46]
have been checked by the proof-editor from Stanford
University [48].
Lemma 1: A non-issuance transaction changes the

out-degrees of the input tokens to non-zero.

∀x.∀τ.(Tx(τ, x) ⇒ ∀y.(xRy ⇒ d+

G (τ, y)! = 0).
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Proof: Since (∀x. ∀ τ .(Tx(τ ,x) ⇒ D = D + TD))
in Definition 3, the leader adds a new transaction into the
ledger where the out-degrees of input tokens keep same.
A successful non-issuance transaction in definition 3 makes
the out-degrees of input tokens become non-zero. �
Lemma 2: ∀x. ∀ τ .(Tx(τ ,x) ⇒ ∀y.(xRy ⇒ H(τ , y)))
Proof: Lemma 1 shows ∀x. ∀ τ.(Tx(τ ,x) ⇒ ∀y.(xRy ⇒

d+

G (τ, y)! = 0).

1. ∀x.∀τ.(Tx(τ, x) ⇒ ∀y.(xRy ⇒ d+

G (τ, y)! = 0)) Premise

2. ∀y.∀τ.(H (τ, y)⇔d+

G (τ, y)!=0) Premise

3. Tx(τ, x)⇒∀y.(xRy⇒d+

G (τ, y)!=0) UE: 1

4. H (τ, y)⇔d+

G (τ, y)!=0 UE: 2

5. Tx(τ, x) AS

6. ∀y.(xRy⇒d+

G (τ, y)!=0) IE: 3,5

7. xRy⇒d+

G (τ, y)!=0 UE: 6

8. xRy AS

9. d+

G (τ, y)!=0 IE: 7,8

10. d+

G (τ, y)!=0⇒H (τ, y) BE: 4

11. H (τ, y) IE: 9,10

12. xRy⇒H (τ, y) II: 8,11

13. ∀y.(xRy⇒H (τ, y)) UI: 12

14. Tx(τ, x)⇒∀y.(xRy⇒H (τ, y)) II: 5,13

15. ∀x.∀τ.(Tx(τ, x)⇒∀y.(xRy⇒H (τ, y))) UI: 14

�
Lemma 3:

∀x.∀τ.(Tx(τ, x)) ⇒ ∀z.(zRx ⇒ F(τ, z)))

Proof: In the model, one token τ keeps unspent status
when it has not been involved in any transaction. For any
τ ∈ V ,F(τ, y) ⇔ (τ ∈ UTXO at time y) ⇔ d+

G (τ, y) = 0.
From the definition in transaction, we get ∀x. ∀ τ .(Tx(τ ,x)⇒
∀y.(yRx ⇒ d+

G (τ, y) = 0).

1. ∀x.∀τ.(Tx(τ, x) ⇒ ∀y.(yRx ⇒ d+

G (τ, y) = 0)) Premise

2. ∀y.∀τ.(F(τ, y)⇔d+

G (τ, y)=0) Premise

3. Tx(τ, x)⇒∀y.(yRx⇒d+

G (τ, y)=0) UE: 1

4. F(τ, y)⇔d+

G (τ, y)=0 UE: 2

5. Tx(τ, x) AS

6. ∀y.(yRx⇒d+

G (τ, y)=0) IE: 3,5

7. yRx⇒d+

G (τ, y)=0 UE: 6

8. yRx AS

9. d+

G (τ, y)=0 IE: 7,8

10. d+

G (τ, y)=0⇒F(τ, y) BE: 4

11. F(τ, y) IE: 9,10

12. yRx⇒F(τ, y) II: 8,11

13. ∀y.(yRx⇒F(τ, y)) UI: 12

14. Tx(τ, x)⇒∀y.(yRx⇒F(τ, y)) II: 5,13

15. ∀x.∀τ.(Tx(τ, x)⇒∀y.(yRx⇒F(τ, y))) UI: 14

�
Lemma 4:

∀x.∀τ.(F(τ, x) ⇔ ¬H (τ, x))

Proof: ¬H (τ, x) means τ has not been spent before x.
Therefore, F(τ ,x) ⇔ d+

G (τ, x)! = 0 ⇔ ¬H (τ, x).

1. ∀x.∀τ.(F(τ, x)⇔d+

G (τ, x)!=0) Premise

2. ∀x.∀τ.(H (τ, x)⇔d+

G (τ, x)!=0) Premise

3. ∀τ.(F(τ, x)⇔d+

G (τ, x)!=0) UE:1

4. F(τ, x)⇔d+

G (τ, x)!=0 UE:3

5. ∀τ.(H (τ, x)⇔d+

G (τ, x)!=0) UE:2

6. H (τ, x)⇔d+

G (τ, x)!=0 UE:5

7. F(τ, x)⇒d+

G (τ, x)!=0 BE:4

8. d+

G (τ, x)!=0⇒F(τ, x) BE:4

9. H (τ, x)⇒d+

G (τ, x)!=0 BE:6

10. d+

G (τ, x)!=0⇒H (τ, x) BE:6

11. F(τ, x) AS

12. d+

G (τ, x)!=0 IE:7,11

13. H (τ, x) IE: 10, 12

14. F(τ, x)⇒H (τ, x) II:11,13

15. H (τ, x) AS

16. d+

G (τ, x)!=0 IE:9,15

17. F(τ, x) IE:8,16

18. H (τ, x)⇒F(τ, x) II:15,17

19. F(τ, x)⇔H (τ, x) BI:14,18

20. ∀τ.(F(τ, x)⇔H (τ, x)) UI:19

21. ∀x.∀τ.(F(τ, x)⇔H (τ, x)) UI:20

�
Lemma 5:

∀x.∀y.(Tx(τ1, x) ∧ Tx(τ2, y) ∧ xRy ⇒ τ1 6= τ2)

Proof: Time is continuous that there is always one tim-
estamp existing between any two timestamps. We infer that a
token cannot be spent twice in different timestamps by assum-
ing a double-spending transaction possible as one premise
and trying to find a contradiction with other premises.

1. ∀x.∀τ.(Tx(τ, x) ⇒ ∀y.(xRy⇒H (τ, y))) Premise

2. ∀x.∀τ.(Tx(τ, x)) ⇒ ∀z.(zRx⇒F(τ, z))) Premise

3. ∀x.∀τ.(F(τ, x)⇔¬H (τ, x)) Premise

4. ∀x∀y.(xRy⇒(∃z.(xRz∧zRy))) Premise

5. ∃x.∃y.(xRy∧Tx(τ, x),Tx(τ, y)) goal

6. ∃y.([x]Ry∧Tx(τ, [x]),Tx(τ, y)) EE: 5

7. [x]R[y]∧Tx(τ, [x]),Tx(τ, [y]) EE: 6

8. [x]R[y] AE: 7

9. Tx(τ, [x]) AE: 7

10. Tx(τ, [y]) AE: 7

11. ∀y.([x]Ry⇒(∃z.([x]Rz∧zRy)) UE: 4

12. [x]R[y]⇒(∃z.([x]Rz∧zR[y])) UE: 11

13. ∃z.([x]Rz∧zR[y]) IE: 8,12

14. [x]R[z]∧[z]R[y] EE: 13

15. [x]R[z] AE: 14

16. [z]R[y] AE: 14

17. ∀τ.(Tx(τ, [x]) ⇒ ∀y.([x]Ry⇒H (τ, y))) UE: 1

18. ∀τ.(Tx(τ, [y]) ⇒ ∀z.(zR[y] ⇒ F(τ, z))) UE: 2

19. Tx(τ, [x])⇒∀y.([x]Ry⇒H (τ, y)) UE: 17

20. Tx(τ, [y])⇒∀z.(zR[y]⇒F(τ, z)) UE: 18

VOLUME 10, 2022 63711



S. Y. Jin, Y. Xia: CEV Framework: A CBDC Evaluation and Verification Framework

21. ∀y.([x]Ry ⇒ H (τ, y)) IE:9, 19

22. ∀z.(zR[y] ⇒ F(τ, z)) IE:10, 20

23. [x]R[z] ⇒ H (τ, [z]) UE:21

24. [z]R[y] ⇒ F(τ, [z]) UE:22

25. H (τ, [z])) IE:15, 23

26. F(τ, [z])) IE:16, 24

27. ∀τ.(F(τ, [z]) ⇔ ¬H (τ, [z]) UE:3

28. F(τ, [z]) ⇔ ¬H (τ, [z]) UE:27

29. F(τ, [z]) ⇒ ¬H (τ, [z]) BE:28

30. ¬H (τ, [z]) IE:26, 29

31. Contradiction 25, 30

With proof by contradiction above, we infer that a recorded
token in the ledger cannot be spent twice in different transac-
tions. �
Lemma 6: Assume a leader is non-faulty (H), double-

spending will not occur in its shard.
Proof: In the ledger, the CBDC issuer creates and

issues tokens (we use a to represent issued token) with the
in-degree of 0. For any valid payment transaction, a non-
faulty leader confirms that the received token and change
token are recorded in the ledger.

1. p(a) Premise

2. ∀τ. (H∧p(τ )⇒p(r(τ ))∧p(c(τ ))) Premise

3. H∧p(τ )⇒p(r(τ ))∧p(c(τ )) UE: 2

4. H AS

5. p(τ ) AS

6. H∧p(τ ) AI: 4,5

7. p(r(τ ))∧p(c(τ )) IE: 3,6

8. p(r(τ )) AE: 7

9. p(τ )⇒p(r(τ )) II: 5,8

10. ∀τ. (p(τ )⇒p(r(τ )) UI: 9

11. H⇒(∀τ. (p(τ )⇒p(r(τ )))) II: 4,10

12. H AS

13. p(τ ) AS

14. H∧p(τ ) AI: 12,13

15. p(r(τ ))∧p(c(τ )) IE: 3,12

16. p(c(τ )) AE: 15

17. p(τ )⇒p(c(τ )) II: 13,16

18. ∀τ. (p(τ )⇒p(c(τ )) UI: 17

19. H⇒(∀τ. (p(τ )⇒p(c(τ )))) II: 12,18

20. H AS

21. ∀τ. (p(τ )⇒p(r(τ ))) IE: 11,20

22. ∀τ. (p(τ )⇒p(c(τ ))) IE: 19,20

23. ∀τ. (p(τ )) Ind: 1, 21, 22

24. H⇒(∀τ. p(τ )) II: 20,23

�
Lemma 7: If leaders are non-faulty(H), double-spending

will not occur in cross-shard transactions.

Proof: The model shows that a non-faulty leader with
the central bank ensures that the leader records new tokens
in the ledger. Lemma 5 proves a recorded token has no
double-spending problem. Since the leader node records the
tokens in the ledger successfully, no double-spending exist in
a cross-shard transaction. In our model, the currency issuer
(Central Bank) secures the Initial Issuance Transaction and
the Final Redemption Transaction and makes sure the token
is recorded. �
Lemma 8: If leaders are non-faulty(H), double-spending

will not occur in all transactions.
Proof: There are two kinds of transactions in the net-

work: single-shard transactions and cross-shard transactions.
Lemma 6 and 7 prove no double-spending with non-faulty
leaders in these two kinds of transactions. Therefore, we con-
clude no double-spending problem in the network if leaders
are non-faulty. �

APPENDIX B PRIVACY PROOF
Lemma 9: SISO transaction protects the identity relation-

ship between payers and payees the most.
Proof: Here are all types of transactions and their pri-

vacy protection capability.

FIGURE 18. One of v6 and v9 is the change money back to the owner
of v4. The relationship between payees and payers could be inferred
when collecting enough extra data, like goods, transaction places.

1) SIDO transaction: figure 18 shows a SIDO transaction,
in which one of the output tokens should be the change
token back to the payer.

2) MISO transaction: the payers pays several tokens from
different virtual addresses. Then these virtual addresses
possibly belong to one person.

3) MIDO transaction: the payers are usually the same
person.

4) SISO transaction: the payees and payers usually are not
the same people.

Overall, we concluded that SISO transaction can protect iden-
tity privacy the most. �
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