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ABSTRACT This paper proposes a closed-loop and implements some metaheuristic optimization
approaches to regulate an unstable active magnetic bearing (AMB) system. First of all, a hardware model
of an AMB is fabricated in the laboratory. Mathematical analysis is carried out and a linearized open-loop
transfer function is obtained for an equilibrium point of operation, using the parameters of the hardware
model. Then, a closed loop is proposed for this AMB system, which comprises a PID controller, power
amplifier, and position sensor. Further, three different metaheuristic nature-inspired hunting-based optimiza-
tion algorithms i.e., Ant lion optimization (ALO), Grey wolf optimization (GWO), and Whale optimization
algorithm (WOA) are implemented individually to calculate the gain parameters of the PID controller.
Separately, the performance of these optimization algorithms is evaluated and observed on four different
performance indices: integral of absolute error (IAE), integral of squared error (ISE), and an integral of time
multiplied absolute error ITAE) and integral of time multiplied squared error (ITSE). For a stable, efficient,
and reliable bearing operation, it is vital to perform an analysis of the performance of optimization techniques
with different objective functions for the proposed system. Therefore, few comparisons are conducted, first
based on data obtained from statistical analysis. The second is based on data obtained from transient state
performance and phase margin. Third on the scale of algorithm execution time. Finally, with the assistance of
observed data effectiveness of each optimization technique to control the proposed AMB system is concluded
which can serve as theoretical and experimental foundations for the continued use of AMB in high-speed
applications.

INDEX TERMS Active magnetic bearing, metaheuristic, nature-inspired hunting-based algorithms, Ant lion

optimization, Grey wolf optimization, Whale optimization algorithm.

I. INTRODUCTION

Active magnetic bearings (AMBs) [1] are very popular
because of their very high rotational speed, zero friction,
high precision, fewer vibrations, longevity, low maintenance,
ability to perform in high temperature and vacuum, etc [2].
Due to these advantageous characteristics, AMBs are highly
demanding in many applications like satellite applications
[3], machine tools [4], flywheel energy storage applications
[5], marine rotor systems [6], and compressors [7] and in
different other prominent areas [8].
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It is evident from various research that active magnetic
bearing is an inherently unstable system because of the non-
linear relation between attractive force (coil current) and
position of the rotor (air gap) [8]-[10]. As a result, a closed-
loop control with a position controller must be designed to
stabilize the rotor position at the nominal air gap. Numerous
control strategies [10]-[16] have been proposed in literature
but most of them are specific to their designed magnetic
bearing model.

Among the available controlling techniques, PID is exten-
sively used in the magnetic bearing control industry because
it does not require a model and the controller design and
debugging are untroublesome [17]. Mostly, in high-speed
industrial operation, a conventional lead controller or a PID
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controller is implemented [18]. These controllers employ a
sufficient phase leading to the closed-loop bearing system
such that the rotor position becomes stable. The problem
associated with a conventional controller, especially a PID
controller, is tuning the gain parameters [19] i.e., Proportional
gain, integral gain, and derivative gain. An inappropriate
combination of which can lead to unstable bearing operation.
Other than this an improper value of derivative gain will lead
to amplifying noise signal which results in more vibration in
the system and hence required filters [20]. Therefore, to meet
these varieties of standard for a closed-loop AMB system,
a complex combination of conventional PID controller with
a notch and low pass filter is required which results in a
high order system transfer function and complicate the whole
configuration [14].

To eliminate the use of complex additive circuits with
PID controllers, values of gain parameters must be optimized
in such a way that without disturbing the system stability
the close loop performs well. In literature, different research
and analysis have been carried out to rectify the aforesaid
problems. In 2015, [19] C. Wei and D. Soffker, introduced
a controller design for the AMB system using a nondomi-
nated sorting genetic algorithm [(NSGA-II), a variant of the
multiobjective genetic algorithm (MOGA)]. In their work,
an extended PID controller for two AMB systems is opti-
mized with the NSGA-II optimization technique. In 2018
[21], J. Sun et. al. proposed a strategy to calculate PID gain
parameters for a radial active magnetic bearing (RAMB) sys-
tem based on the dynamic stiffness model and Routh-Hurwitz
(RH) criterion. Later, A. Dhyani et. al., [22] implemented
the moth flam optimization (MFO) technique to design a
fuzzy-PID controller for an AMB system. In 2019, Y. Liu et.
al., [23] calculated the gain parameters of a PID controller
for eight-pole radial magnetic bearing using the variable-step
fourth-order Runge—Kutta iteration method. Further, in 2021,
S. Zhang et. al., [17] analyzed the dynamic behavior of PID
controlled AMB system under the combined action of the
Alford force.

Still many new metaheuristic optimization techniques are
untouched which may optimize the gain parameters of a
PID controller in a much more efficient way. Although there
are various optimization techniques available in the liter-
ature [24] and feasibility of any optimization method can
be observed only by implementing it. So, following the no
free lunch theorem [25], the performance of some recently
famous novel metaheuristic hunting based optimization algo-
rithms i.e., ant lion optimization (ALO), grey wolf optimiza-
tion (GWO), and whale optimization algorithm (WOA) have
been analyzed to design a PID controller for the proposed
closed-loop AMB system. A pictorial representation of the
major contribution of the manuscript is depicted in Figure 1.

The main contribution of this research article is listed
below-

1. A hardware model of an active magnetic bearing system
is fabricated in a laboratory. This magnetic bearing has an
electromagnet and a rotor (suspending object) which are

VOLUME 10, 2022

@ Summary of Contribution ﬂ

Compare the performance of ALO,
GWO and WOA optimization
algorithms on the proposed closed
loop AMB system

Com pare the effect of evolution
indexes with hunting based
optimization algorithms

S
¢ cwo _gALC
L

For selection of an optimization
technique with an objective
function, observe & analyse the
data of transient state parameters,
statistical data and algorithm
execution time.

FIGURE 1. Major contributions of the manuscript.

made of iron having a relative permeability of 11000 and
5000 respectively. On the horizontal limb of the electro-
magnet, the copper winding is stacked which has a relative
permeability of 0.88 and thickness of 17 SWG.

2. After observing some set of experiments on the proposed
system resistance and inductance value is calculated using
and with the help of some mathematical analysis the proposed
system is linearized at a nominal point of operation in a form
of transfer function where the operating current (i) is 2.44 A
at an airgap (x,) of 0.01 m.

3. Due to the instability of the open-loop AMB system, a
closed-loop is proposed which comprises a PID controller,
power amplifier, and a position sensor as a feedback path.

4. The gain values of the PID controller are calculated
using three hunting-based optimization techniques which are-
ant lion optimization, grey wolf optimization, and whale
optimization algorithm. Each hunting algorithm is calibrated
on the scale of four separate evaluation indexes i.e., integral of
absolute error (IAE), integral of squared error (ISE), integral
of time multiplied absolute error (ITAE) and integral of time
multiplied squared error (ITSE).

5. To observe and analyze the performance of these opti-
mization techniques several comparisons are carried out on
the basis of statistical measures, closed-loop transient state
performance including bode plot analysis, and time is taken
in execution of the algorithm.

The remaining sections of this manuscript are organized
as, Section 2 describes the modeling, analysis, and lineariza-
tion of the hardware model of the proposed AMB system.
Section 3 briefly explains three hunting-based optimization
algorithms i.e., ALO, GWO, and WOA methods. Section 4 is
the results and discussion which contains an implementation
of this algorithm on the proposed AMB system and a com-
parison of their performances. Section 5 concludes the work.

Il. MODEL DESCRIPTION AND ANALYSIS OF ACTIVE
MAGNETIC BEARING (AMB) SYSTEM

A. HARDWARE MODEL DESCRIPTION

For the experiment, a hardware model of an active magnetic
bearing system is constructed in the laboratory as depicted
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'Electromagnet

FIGURE 2. Fabricated model of the proposed active magnetic bearing
system.
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FIGURE 3. Simplified diagram of the active magnetic bearing system.

in Figure 2. Here, the electromagnet and rotor (suspending
object) are made of iron having a relative permeability of
11000 and 5000 respectively. On the horizontal limb of the
electromagnet, the copper winding is stacked which has a
relative permeability of 0.88 and thickness of 17 SWG [18].
To calculate resistance and inductance of electromagnet some
tests are performed in the laboratory [26] and obtained results
are- resistance of the coil (R) = 1.2 ohms, inductance of coil
(Leoir) = 20.598 mH. Rotor of this AMB system is of disk
shaped having a mass(m) of 0.0654 Kg.

Some assumptions need to be made before modeling an
AMB system. It is assumed that at first electromagnet is not
magnetized. The energy given to the coils of the electro-
magnet is fully utilized and converted into magnetic energy
[22]. This generated energy in form of the magnetic field
passes through the rotor considering magnetic hysteresis and
the leakage flux is negligible due to the very small air gap
between electromagnet and rotor [16], [27].

B. ANALYSIS OF ACTIVE MAGNETIC BEARING SYSTEM
A simplified diagram of the AMB system is shown in Fig-
ure 3,
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According to Maxwell’s electromagnetic theory, Magnetic
force (Fgyr)exerted by a single electromagnet is formulated
as [28],

2
Fi (icoit, X) = C<5¢ M
where, i, = current in electromagnet coil, x = air gap

between electromagnet and rotor, and C = a constant rep-
resents as,

C = JnoN 2w @)
here, 1, = permeability of vacuum = 1.257 * 10~7 H/m,
Ncoit = number of coils turn in electromagnet and Agy =
cross-sectional area of the pole of the electromagnet.
A small change in the air gap (§x) between the electromag-
net and rotor leads to a change in coil current (8i..;;) of the
electromagnet, Equation 1 can represent as,

C (icoil + 5icoil)2
(x — 8x)?
Equation3 is nonlinear and hence Taylor series expansion is

used to linearize the system equation at a nominal point of
operation i.e., icoij = i, and x = x,,

3)

Fepm(icoir, x) =

: 0FEm
Fey = Fey (io, Xo) + (x — x5)
Xy ,x)
0FEyM ) .
+ — (icoil —1o) + ... “4)
0l coil (ip Xo)

Simplifying Equation 4 and after neglecting the higher-order
terms, we can get,

Fem (ip, X0) = Caio + CX,o (5)

where, C, and C, are constant for the nominal operating point
(i, X,) and can be calculated as,

2 .

MOAEMNCOillo

Cy = HolEM Zeoit'o
Xo

ApmN2 2
CZ — Ho EM3 coil’o (6)
Xo

Analyzing further, in Figure 3, at point ‘O’ during nominal
operation the dynamics can be given as,
d%x,
7

i )
Solving the Equation 5 and Equation 7 using Laplace trans-
form and arranging in we can get the transfer function of the
proposed AMB system in s- domain which is,

X(s) Ca

Tamp(s) = 16) = msz——Cz )

For the fabricated model of AMB depicted in Figure 1 nom-
inal operating point (i,, x,) are taken as —

Feym (ip, x0) = m——

i, = 2.44A
X, = 0.01m
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FIGURE 4. Proposed closed-loop control of AMB system.

At equilibrium, from Equation 6, C, and C, are calculated for
the proposed system, using these values a transfer function at
a 10 mm air gap (equilibrium position) is calculated as,

7.69 ©)
52 —1877.49

The open-loop transfer function of Equation9 has a pole
on the right side of the imaginary (jw) axis. Therefore, this
system is unstable and for proper operation, a closed loop is
needed consisting controller and power amplifier as depicted
in Figure 4.

The proposed closed-loop AMB system is shown in above
Figure 4, where Gpy is power amplifier gain and Gpg is
position sensor gain parameter [29]. Both parameters are
constant for a model. The objective function is formed using
an error signal and the optimization technique is implemented
to minimize the error. Gain parameters of the PID controller
are optimized using three different metaheuristic hunting-
based algorithms. Those algorithms are further explained in
the next section.

Problems associated with the controller design along with
the complete work of the manuscript is represented in a
pictorial form as shown in Figure 5.

Tamp () =

Ill. HUNTING-BASED OPTIMIZATION ALGORITHMS
A. ANT LION OPTIMIZATION (ALO) ALGORITHM
In the field of natural-inspired hunting mechanism-based
optimization, Ant Lion Optimization (ALO) is one of the
advantageous optimization technique proposed by

S. Mirjalili [30] in 2015. ALO resembles the natural hunt-
ing mechanism of grey antlions and their preferred attack
target is ants. This algorithm incorporates population-based
and local-based search strategies to form a smart algorithm
that can perform both, global exploration and local exploita-
tion search [31] for a given optimization problem. The pro-
cess of hunting ants by ant lions is graphically represented
in Figure 6, later this optimization algorithm is explained
mathematically and in a flowchart.

The algorithm starts by initialization of population of ants
(A) and antlions(4;) in a dimension (d) with a maximum
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FIGURE 6. Graphical presentation of ant lion optimization algorithm.

number of iterations (7). As ants travel stochastically in
nature when looking for food, a random walk is used to
represent their movement as follows [30]:

x; (1) = [0, cumsum 2r (t1) — 1), cumsum (2r () — 1),
....cumsum 2r (t7) — 1)] (10)

where, x; (f) = random walk of i"*ant, cumsum refers to
cumulative summation, 7 = maximum number of iterations,
t; shows the 1* iteration and r (¢) is a random function that
is given by,

1 if rand > 0.5

r(t) = f (11)

0 if rand <0.5
where rand is a randomly generated number in the interval
[0, 1] and ¢ = iteration index
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As it is a population-based algorithm, so the position of
each ant and antlion is stored in a matrix form where the num-
ber of columns is the dimension(d), as shown in Equation 12.

A1 Ald
Panr = : .o
_An,l te An,d
_AL1,1 T ALl,d
Pantlion = ST (12)
_ALn,l ALy
where, Pj,; = stores position of ants, Paniions = stores

position of antlions, Ay, or, Ar, ,, shows the k™ ant or, antlion
position at m™ dimension, n = number of ants, and d =
number of dimensions

Using the objective function, ants and antlions are eval-
uated and results are stored in a matrix as shown in Equa-

tion 13,

[f(A1L1L, A2 .. ALa))
Poant = :
| f([An1,An2 .. Andl)

[ f(AL, ALy, - AL D)

Poantiion = : (13)
| fUAL, ALy, -+ AL, D

where, Poans = stores fitness value of ants, Poanstions =
stores fitness value of antlions, A, or, Ar, ,, shows the kh
ant or, antlion value at mth dimension, n = number of ants,
d = number of dimensions, and f = objective function.

To maintain ants walking randomly inside the search
region, Equation 14 is used to update the position of each ant

(301,

X} —a(Di = C))

bi—a,-

Xi(t) = + C} (14)

1
where, ¢; = minimum value of random walk of i variable,
b; = maximum value of random walk of i variable, C! and
D! shows the minimum and maximum value of the i variable
at t' iteration respectively.

Antlion traps have an effect on the random walk of ants
Equation 15 and Equation 16 are given to mathematically
describe this assumption,

Ci =Ap, +C;D;=A] +D' (15)
C! D!

C'=—;D' =— (16)
I 1

here, C' and D’ is the minimum and maximum value of all
variables at iteration 7 respectively, similarly, C and D} is the
minimum and maximum of all variables for i/ ant at iteration
t respectively, Aik represents position of k<’ antlion at itera-

tion ¢ and / is a sliding ratio represented by Equation 17,
t
I=10"= 17
T A7)
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where, ¢ = current iteration, 7 = maximum iteration, and v
changes as Equation 18,

2, ift>0I1T
3, ift>05T
v=14, ift>0.75T (18)
5, ift>09T
6, ift>0.95T

All ant motions are influenced by the fittest antlion and this

finest antlion is designated an elite. As a result, it is believed

that every ant goes around a randomly picked antlion by the

roulette wheel and the elite at the same time as follows [32],
R\ +R!

Al = % (19)
here, R), is the roulette wheel-selected random walk around
the antlion at iteration ¢, Rg is random walk around elite at
iteration ¢ and A! represents the position of i ant at iteration
t.

To simulate the final step of hunting, when the ant is drawn
into the sand and eaten. Then, antlion updates its position
following the Equation 20,

Al = AlifAL < AL (20)

A generalized flowchart for this algorithm is depicted in
Figure 7.
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FIGURE 9. Pictorial representation of grey wolf optimization algorithm.

The ALO algorithm efficiently handles applications from
a wide range of fields including engineering [33] computer
science, mathematics, medicine, energy, etc [31].

B. GREY WOLF OPTIMIZATION (GWO) ALGORITHM
Another famous optimization technique based on the hunting
mechanism of wolves is Grey wolf optimization (GWO),
proposed by S. Mirjalili et. al., in 2014 [34]. It imitates the
process of surrounding, encircling, and attacking the prey by
a grey wolf pack. Wolves establish cooperative groupings
known as packs to live in the hazardous and competitive
outdoor environment.

Depending upon their fitness value, from top to bottom,
the grey wolf society is organized in rigid hierarchical order
as depicted in Figure 8 [35]. The topmost order is the leader
wolf, alpha («), having the best fitness value. The leaders
of a pack of grey wolves (alpha) are frequently in charge of
making decisions for their pack such as where to sleep, where
to hunt, and when to get up. Most of the time, the rest of
the pack must obey the alpha’s choice. The second topmost
order in the hierarchical society of grey wolves is the beta (8)
wolf and the beta’s function is to assist the alpha in making
judgments. Beta can be either male or female wolves, and
beta is the ideal candidate for alpha replacement. The order
next to beta is the delta (8), the delta wolves obey the «and 8
wolves and rule the omega (w) wolves. In the pack, they serve
as caretakers, hunters, scouts and elders. The lowest order
in the hierarchy of grey wolves is omega (w), which serves
as a scapegoat. The wolves at the w level must accept other
wolves’ directives and are the last wolves to be permitted
to devour food [36]. At first, the number of grey wolves
(search agents) and a number of iterations are initialized and
using them grey wolf optimization (GWO) algorithm can be
mathematically modeled in the following three steps [37] a
pictorial representation of which is depicted in Figure 9.

1) ENCIRCLEMENT
During the hunt, the very initial stage is to track and encircle
the prey. Equation 21 and Equation 22 are used to mathemat-
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FIGURE 11. Hunting process of humpback whales in WOA.

ically describe the encircling behavior.

X1 =Xp, —AD (21)
D = |C.Xp, — Xi| (22)
where, X; = position of the grey wolf at 17 iteration, X; | =
position of the grey wolf at (r + 1) position, Xp, = prey’s
position, A, and C are coefficient vectors that can be repre-
sented as,
A=2r.a—a
C=2n (23)
where, ry and r; are random vector in [0, 1], components of a

are linearly decreased from 2 to O with increment in iterations
with the help of Equation 24,

a=2<1—tt> 24)
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here, ¢ = current iteration and #,,;,;, = maximum number of
iterations

With the help of Equation 21 and Equation 22, the grey wolf
updated its location around the prey.

2) HUNTING

Grey wolf pack hunt together and the hunting is commanded
by the alpha. The alpha may choose which possible prey to
follow, or he may opt to abandon the hunt if things aren’t
going well. The beta and delta may occasionally join in
the hunting. It is supposed that «, 8, and § have the most
hunting experience and they can predict the most possible
position of prey. The omegas follow the lead of «, 8, and §.
As aresult, this collective hunting behavior is mathematically
represented as,

Dy = |C1Xs, — X1
Dg = |C2X/3t —Xt|
Ds = |C3X5t —Xt|
X1 = Xo, —A1Dy
X, = Xg, —A2Dg
X3 = X5, — A3Ds
X1+ X0+ X3
3

where, X, , Xg,, Xs, and X; represents the position of ¢, 8, 5,
and @ wolves respectively at ™ iterations.

Xit1 (25)

3) ATTACKING

The grey wolves encircled the prey when it stops moving and
conclude the hunt by attacking the prey. To mathematically
represent approaching the prey, the value of a is reduced
linearly from 2 to 0 in Equation 23 and due to this the value
of A gets changed in the range [—2a, 2a]. So, it may represent
as follow,
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FIGURE 13. (a) Step response of proposed closed-loop AMB system
observed by implementing ALO with IAE, ISE, ITAE, and ITSE objective
functions, (b) for time, 0.005sec- 0.016 sec.

If |A| > 1,exploration means it compels the grey wolves
to deviate from the current prey in the hope of finding a fitter
prey.

If |JA] < 1, exploitation means the grey wolves attack the
prey and finish it.

A flow chart for the implementation of the GWO algorithm
is shown in Figure 10.

Application of GWO algorithm is in various fields like
engineering, control, power system, electromagnetics, etc
[37], [38].

C. WHALE OPTIMIZATION ALGORITHM (WOA)

In 2016, S. Mirjalili and A. Lewis have proposed a novel
optimization technique named Whale Optimization Algo-
rithm [39] to metaheuristic algorithms. Whales are thought
to be extremely intelligent creatures, as they have double
the amount of spindle cells as an adult human [40]. It has
been found that whales can think, learn, assess, communicate,
and even get emotional in the same way that humans do,
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FIGURE 14. Bode plot of proposed closed-loop AMB system optimized by ALO with (a) IAE (b) ISE (c) ITAE and (d) ITSE objective

functions.

but at a far lower level of intelligence. Whales (particularly
killer whales like humpback whales) have been discovered to
be capable of developing their own vernacular. These killer
whales are a little slow and because of that, they are not able
to chase and swallow their prey, due to this they hunt in a
very special manner. Their hunting activity is referred to as
the bubble-net feeding approach which is a unique activity
found solely in humpback whales[41]. An image describing
the whale hunting process is illustrated in Figure 11.

This algorithm begins with the initialization of whale popu-
lation in n dimensional search space for 7number of iterations
and the WOA is a mathematical model in the following parts
[42]-

1) ENCIRCLING THE PREY

In this algorithm, it is considered that the current best solution
is the finest one and all the other search agents strive to
improve their positions to become the finest search agent.
That can be mathematically represented as Equation 26,

- -

Xt+1) =X*@t)—A. [CX*@t) — X (1)

VOLUME 10, 2022

X(t+1)=X*@t)—AD (26)

where,

C.X*(t) — X(1) 27)
here, 1 = current iteration, X* = = position vector of the best
solution, X = position vector, A and C are linear coefficient
vectors that can be defined as Equation 28,

-

A=2ar—a

C=27 (28)

where, 7 = random vector in the range [0,1] and @ = a
vector that linearly decreased from 2 to 0 with an increment
in iteration number.

2) BUBBLE NET ATTACKING

After encircling the humpback whales swim around the fish
school in a shrinking circle and along a spiral-shaped path
simultaneously. It is assumed that there is a 50% chance
of selecting either the shrinking encircling method or the
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TABLE 1. Parameters required for initialization of ALO algorithm.

S No. Parameters Representation Value
1. Number of Ants A 50
2. Number of Antlions Ay 50
3. No. of iterations T 100
4. Lower bound lb [0,0,0]
5. Upper bound ub [10,100,0.15]

TABLE 2. Optimized PID controller values for proposed AMB system
using ALO.

Sl Optimi Obje
No zation ctive Kp K; Kp
method  functi
on

s?Kp + sK, + K;
s

1. Ant IAE 4446 58235  0.089
lion
optimiz  ISE 5660 64242 0.0971
ation
(ALO)  ITAE 5862 66736  0.099

0.089s% + 4.446s + 58.235

s
0.09710s? + 5.6609s + 64.24

s
0.099s? + 5.8620s + 66.736

N
0.11961s? + 6.8281s + 94.10
s

ITSE  6.828  94.101 0.1196

spiral model to update the position of whales throughout the
optimization. mathematically it can be shown as,

X* (1) —A.D if p<0.5
D' cos 2nl) + X* (1) if p>05
(29

X(+1) =

where p is a random number in the range [0,1]

3) SEARCH FOR PREY

De facto the humpback whales randomly search for prey.
Therefore, to improve the optimization and to perform a
global search, the position of a search agent in this exploration
phase is determined by a randomly picked search agent rather
than the best search agent discovered thus far. This method
along with A > 1canbe mathematically modeled as,

-

)} (t + 1) = )}rand (t) _A~ C)?mnd (t) _)?(t)
X (t+1) = Xana (t) —A.D (30)

here, imnd = randomly chosen position vector from the
current population

A flowchart for WOA is shown in Figure 12.

The whale optimization algorithm is frequently utilized
in a variety of fields like aerospace, management, robotics,
cloud computing, energy, etc [41], [43].

IV. RESULTS AND DISCUSSION

This section of the manuscript presents three different nature-
inspired hunting-based optimization techniques to control the
proposed closed-loop active magnetic bearing system. These
three optimization methods are- Ant lion optimization, grey
wolf optimization, and whale optimization algorithm.
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TABLE 3. Obtained value of transient state parameters, final value of
objection function, and phase margin using ALO.

S Optimiz ~ Objecti %M, t. ty ts Eg ] P.M
1. ation ve (sec) (sec) (sec) (in
N  method  function degre
o e)
1 Antlion IAE 7.6  0.002  0.011 0.09 0.0 1.00 858
. optimiz 7 68 90 94 01 90
ation ISE 74 0002 0009 0.09 0.0 1.00 855
(ALO) 6 44 32 04 01 80
ITAE 73 0.002 0.009 0.08 0.0 050 855
8 39 08 75 01 45
ITSE 6.0 0002 0008 0.07 0.0 050 864
7 04 19 11 01 40

These algorithms are used to tune the PID controller of the
proposed closed system in such a way that the proposed sys-
tem becomes stable for the nominal operating position. Gains
values obtained by these optimization methods are calibrated
based on four well-established integral performance indices
which are listed as follows [44] -

1. Integral of absolute error (IAE),

T
IAE=/|e(t)|dt (31)
0
2. Integral of squared error (ISE),
T
ISE = / e (1) dt (32)
0

3. Integral of time multiplied absolute error (ITAE)
T
ITAE = / tle(t)| dt (33)
0
4. Integral of time multiplied squared error (ITSE),
T
ITSE = / . (E0) dr (34)
0

where, e () = error signal which can be calculated as,
e(t)=rt)—c(®) (35)

where, r (1) = reference signal and ¢ (¢) = feedback signal
The above-listed four performance indices are used as
the objective function in the optimization process to mini-
mize error signal magnitude. The optimization methods are
hunting-based algorithms and the first one is ALO.

A. IMPLEMENTATION OF ANT LION OPTIMIZATION (ALO)
ALGORITHM
In the initialization process of ALO value of some parameters
need to be defined, those parameters with their assumed
values for optimization are listed in Table 1.

As PID controllers have three variable gain parameters
(i.e., proportional gain (Kp), integral gain (K;) and derivative
gain (Kp)) so, the number of dimensions is considered three
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TABLE 4. Parameters required for initialization of GWO algorithm.

S Parameters Representation Value
No.
1. Number of grey N 50
wolves
2. No. of iterations T 100
3. Lower bound b [0,0,0]
4. Upper bound ub [10,100,0.15]

for implementing the ALO algorithm. For each objective
function, execution of the ant lion algorithm is carried out
as depicted in flow chart Figure 7 for T number of iterations.
After termination criteria, the algorithm gives the optimized
value of gain parameters of the PID controller which are listed
in Table 2.

The performance of the controller with the obtained opti-
mized gain values in a closed loop with the proposed system
needs to be studied. For this purpose, a unit step signal for
0.15 seconds is applied to the proposed closed-loop system
and a step response is observed as shown in Figure 13.

This step response analysis has complete data of transient
state performance of the closed-loop system with an opti-
mized controller as are listed in Table 3 here, %M, repre-
sents peak overshoot, 7, represents rise time in seconds, f,
is peak time in seconds, , is settling time in seconds, Ej; is
a steady-state error and J is the final value of the objective
function.

Observed time-domain analysis represents that with ITSE
objective function peak overshoot got reduced as compared
to IAE, ISE, and ITAE objective function. In addition to this
rise time, peak time, and settling time get reduced too which
leads to faster system response.

To understand the system stability, the bode diagram is
plotted as shown in Figure 14. Here it is observable that
the maximum phase margin (P.M) is allowed by the ITSE
objective function having a value of 86.4° at an absolute gain
margin of 0.0507.

Ant lion optimization based on IAE, ISE, and ITAE objec-
tive functions shows almost the same transient state character-
istics. But ALO-ITSE performance dominates in every aspect
rather it is time-domain analysis or, stability analysis.

B. IMPLEMENTATION OF GREY WOLF

OPTIMIZATION (GWO) ALGORITHM

Some parameters must be defined to implement the GWO
algorithm. Table 4 contains the list of those variables.

Here, the lower and upper bound are the minimum and
maximum allowable limits for the gain value of the PID
controller. Which means the range of proportional gain (K})
is limited to [0, 10], integral gain (Kj) is limited to [0, 100]
and derivative gain (Kp) is limited to [0, 0.15] respectively.
Using Equation 21-Equation 25 and following the flowchart
shown in Figure 10 this GWO algorithm is executed for 7 no.
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Step Response with Grey Wolf Optimization
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FIGURE 15. (a) Step response of proposed closed-loop AMB system
observed by implementing GWO with IAE, ISE, ITAE, and ITSE objective
functions, (b) for time, 0.006 sec - 0.015 sec.

TABLE 5. Optimized PID controller values for proposed AMB system
using GWO method.

Sl Optimi  Obje K, K, Kp
No zation ctive
method  funct
ion

s2Kp + 5K, + K,
s

IAE 4103 60712  0.08756  0.08756s2 + 4.1032s + 60.71
2

S
ISE 5565 63.509  0.09660  0.0966s2 + 5.5652s + 63.509

1. Grey 2 s
Wolf  ITAE 5720 70454  0.09944  0.09944s2 + 5.7203s + 70.45

Optimi 3 B
zation  ITSE 6789 88407  0.11606  0.11606s + 6.7895s + 88.40

N

of iterations and the realized gain values of the PID controller
are presented in Table 5.

To illustrate the effectiveness of GWO optimized PID con-
troller for the proposed closed-loop system a step response
analysis is carried out by applying a unit step signal for
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Bode Diagram
Gm =0.0815 (at 26.3 rad/s), Pm = 86 deg (at 671 rad/s)

Bode Diagram
Gm = 0.0592 (at 25.6 rad/s), Pm = 85.6 deg (at 742 rad/s)
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FIGURE 16. Bode plot of proposed closed-loop AMB system optimized by GWO with (a) IAE (b) ISE (c) ITAE and (d) ITSE objective
functions.

TABLE 6. Obtained value of transient state parameters, final value of
objection function, and phase margin using GWO.

S Optimi Objecti %M, t, t, ts E J P.M
L zation ve (sec) (sec) (sec) (in
N  method functio degr
[ n ee)
1 Grey IAE 7.7 0.002 0.014 0.09 0.0 1.00 86
. Wolf 1 74 10 71 01 90
Optimiz ISE 7.4 0.002 0.009 0.09 0.0 1.00 85.6
ation 6 45 45 15 01 80
(GWO) ITAE 72 0.002 0.009 0.08 0.0 0.50 85.7
7 39 30 53 01 45
ITSE 6.3 0.002 0.008 0.07 0.0  0.50 86.2
2 09 18 29 01 40

0.15 seconds. Step responses of the GWO algorithm with
different objective function is depicted in Figure 15.
Parameters of time-domain analysis observed from this
step response are shown in Table 6.
From Table 6, it is evident that minimum overshoot
(%M, = 6.32) is attained by ITSE objective function and at
the time the speed of the proposed closed-loop is the fastest
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with a rise time (#,) of 0.00209 sec and settling time (#;) of
0.0729 sec which is minimum as compared to the perfor-
mance of IAE, ISE, and ITAE objective functions. To study
the stability of the proposed system, a bode plot is drawn and
the phase margin is observed too as shown in Figure 16.

The Maximum attained phase margin is shown with the
ITSE objective function followed by IAE with a value of
86.2° and 86" respectively. ISE and ITAE objective functions
have the almost same value of phase margin.

C. IMPLEMENTATION OF WHALE OPTIMIZATION
ALGORITHM (WOA)

Similar to GWO and ALO, to implement a whale optimiza-
tion algorithm initialization of some parameters is required.
Those parameters with their assumed values are listed in
Table 7. For a better comparative analysis, the number of
whales in WOA, number of antlions in ALO, and number of
grey wolves in GWO have the same value. All optimization
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TABLE 7. Parameters required for initialization of WOA method.

S Parameters Representation Value
No.

1. Number of whales N 50

2. No. of iterations T 100

3. Lower bound b [0,0,0]

4. Upper bound ub [10,100,0.15]

TABLE 8. Optimized PID controller values for proposed AMB system

Step Response with Whale Optimization Algorithm

using WOA.
Sl Optimi  Obje K, K, Kp s2Kp + sK, + K;
No zation ctive - s
method  funct
ion
IAE 430 58.1265  0.088  0.0883s%+ 4.3081s + 58.1265
Whale 81 3 S
Optimi  ISE 530 610769  0.095  0.0953s2 + 5.3096s + 61.0769
1. zation 96 3 s
Algorit  ITAE 580  68.6133  0.099  0.0997s% + 5.8031s + 68.6133
hm 31 7 B
(WOA)  ITSE 671 907793  0.114  0.1143s? + 6.7105s + 90.7793
05 3

N

TABLE 9. Obtained value of transient state parameters, final value of
objection function, and phase margin using WOA.

S Optimi  Objecti %M, ¢, t, tg Eg J P.M
1 zation ve (sec) (sec) (sec) (in
N  method functio degr
[ n ee)
1 Whale IAE 7.6 0002 0012 0.09 0.0  1.00 85.9
Optimiz 8 71 60 97 01 90
ation ISE 74 0002 0.009 0.09 0.0  1.00 85.6
Algorith 4 49 84 49 01 80
m ITAE 72 0.002 0.009  0.08 0.0  0.50 85.7
7 38 17 65 01 45
ITSE 6.4  0.002 0.008  0.07 0.0 0.50 86.2
4 12 27 18 01 40

techniques implemented in this paper have the same number
of iterations.

To demonstrate the efficacy of these hunting-based algo-
rithms the upper and lower bound of the PID controller are
kept the same for all methods. Execution of whale opti-
mization algorithm is carried out in three-dimensional search
space for T number of iterations and the obtained value of
PID controllers for different objective functions is listed in
Table 8.

The effect of these WOA optimized PID controllers on
the proposed closed-loop system is studied by applying a
step signal for a duration of 0.15sec and the step response
is depicted in Figure 17.

With the help of step response values of the various tran-
sient state, parameters are observed for different objective
functions which are listed in Table 9.

Similar to the observation made in Table 3 of ALO and
Table 6 of GWO, In Table 9, the ITSE objective function
shows a minimum overshoot (%M,) of 6.44 with the least
value of rising time (¢,) and settling time (#;) of 0.00212 sec
and 0.0718 sec respectively. From the perspective of stabil-
ity, the bode plot is shown in Figure 18 and the observed
allowable phase margin is 86.2° which is maximum with
ITSE objective function at an absolute value of gain margin
of 0.0518.
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FIGURE 17. (a) Step response of proposed closed-loop AMB system
observed by implementing WOA with IAE, ISE, ITAE, and ITSE objective
functions, (b) for time, 0.006 sec - 0.018 sec.

TABLE 10. Data of statistical analysis on ant lion optimization (ALO)
algorithm.

SL
No

1.

Parameter
s

Mean

Standard
Deviation

Variance

Minimum
value of

objective
function

Maximum
value of

objective
function

Differenc

e

ALO-IAE

1.00899335

7.7609933¢-
07

6.02330175¢
-13

1.00899037

1.00899478

4.5837731e-
06

ALO -ISE

1.00799241

1.29151134e
-06

1.66800155¢
-13

1.00798203

1.00798438

2.34695757¢
-06

ALO -ITAE

0.50449326

5.61404299¢
-07

3.15174787e
-13

0.50449279

0.50449323

4.43285096e
-07

ALO -ITSE

0.50398941

7.32455473¢
-07

5.36491021e
-13

0.50398609

0.50398620

1.18700647¢
-07

With these three optimization techniques, the ITSE objec-
tive function shows a better performance in the context of
time domain and frequency domain analysis.
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FIGURE 18. Bode plot of proposed closed-loop AMB system optimized by WOA with (a) IAE (b) ISE (c) ITAE and (d) ITSE objective functions.

TABLE 11. Data of statistical analysis on grey wolf optimization (GWO) TABLE 12. Data of statistical analysis on wolf optimization algorithm
algorithm. (WOA).
SL Parameter WOA-IAE WOA -ISE WOA - WOA -
Sl Parameter GWO-IAE GWO -ISE GWO - GWO - No s ITAE ITSE
No s ITAE ITSE .
. L Mean 1.00899363  1.00798830  0.50449443  0.50398937
L Mean 100899040  1.00798204  0.50449280  0.50398608
2. Standard  28149097e-  1341749le-  2.9852563¢-  3.1435006e- 2. Standard 199261336 996010808  4.36627848  1.63358529
Deviation 07 07 08 08 Dev!atlon e-08 e-08 e-09 e-08
3. Varance  7.9237169c-  1.8002907e- 891175562  9.8815963c- 3. Variance 397:?2802 992:?;530 1‘9066‘1‘;877 2‘665?2090
14 14 e-16 16 - . - . N
4. Minimum  1.00899037  1.00798203  0.50449280  0.50398608 4. Minimum 100899363 1.00798828  0.50449443  0.50398937
value of Vglue AOf
objective 0b]ect{1ve
function fun(;tlon
5. Maximum  1.00899319  1.00798337  0.50449310  0.50398639 5 Nii’]‘;eng‘f“ 100899383 1.00798928  0.50449447 ~ 0.50398954
value of ..
.o objective
objective functi
function . nction
6.  Difference 199261336  9.96606502  4.36627848  1.63359131
6.  Difference  2.81490975  1.34174912  2.98525637  3.14380147 07 07 c08 07
e-06 e-06 e-07 e-07
objective functions is examined based on statistical data,
Later in this manuscript, a comparison among the per- time-domain analysis, phase margin, and time taken in the
formance of these optimization techniques with different execution of the algorithm.
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FIGURE 19. Performance of objective functions with ALO, GWO and WOA technique with (a) IAE, (b) ISE, (c) ITAE, and (d) ITSE, for 100 no. of iterations.

D. PERFORMANCE COMPARISON OF ALO, GWO, AND
WOA ALGORITHMS WITH DIFFERENT OBJECTIVE
FUNCTIONS

Each optimization technique is executed with four different
objective functions separately for 7 number of iterations.
Variations in the obtained value of an objective function
concerning the number of iterations are observed and plotted
as depicted in Figure 19 (when T = 100) and Figure 20(when
T = 500)

Case A- when T = 100,

Case B- when T = 500,

Apart from the variation in objective function value con-
cerning the increasing number of iterations, various statis-
tical data have been observed like the mean of the objec-
tive function value over the number of iterations, standard
deviation, variance, the minimum and maximum value of the
objective function, the difference between the minimum and
maximum value of objective functions. These data are used to
perform a comparison among optimization techniques which
is explained in the next part of this section.
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1) ON THE BASIS OF DATA OBTAINED FROM STATISTICAL
ANALYSIS

Statistical analysis is a scientific approach that empowers us
to expand our understanding of analyzing data and extract
meaningful information from the available data [45]. In this
manuscript, basic mathematical tools used for analyzing
numerical data are- Mean, standard deviation, and variance.
The value of these three statistical parameters is calculated
for data obtained from the execution of optimization tech-
niques. Realized value of statistical parameters for the differ-
ent objective functions and optimization techniques is listed
in Table 10- Table 12.

En masse, analyzing the data of Table 10-12, a comparison
is observed as shown in Figure 21.

The significance of this comparison is to get a clear under-
standing of variations in parameters of statistical data. The
first statistical parameter - The mean shows the final value
of the objective function and from Figure 21 (a) it is evident
that the TAE objective function gives the maximum value of
the objective function followed by the ISE objective function.
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FIGURE 20. Performance of objective functions with ALO, GWO, and WOA technique with (a) IAE, (b) ISE, (c) ITAE, and (d) ITSE, for 500 no. of iterations.

On the contrary, with ITSE objective function optimization
gets improved and the objective function value gets reduced
to a minimum. The second best minimum value of the objec-
tive function is obtained by using ITAE objective function.

Next statistical parameter- Standard deviation represents
a measurement of data dispersion regarding the mean. From
the calculated data it is observable in Figure 21 (b) that the
value of standard deviation is closer to zero therefore the data
points are close to the mean. This explains that for most of
the iterations objective function value is closer to the mean
value. That’s the reason for selecting the mean value as the
final value of an objective function.

Variance indicated how much data in a set of data differ
from one another. Mathematically, it is defined as the average
of the squared differences from the Mean. Diverseness in
observed data is depicted in Figure 21 (c).

2) ON THE BASIS OF DATA OBSERVED FROM TRANSIENT
STATE ANALYSIS AND PHASE MARGIN

The main objective of this work is to make the proposed
closed-loop system stable for a smooth and proper bearing
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operation. The performance of a closed-loop can be measured
with the help of transient state analysis and comments on
stability can be made by analyzing the phase margin of the
system. The proposed system value of various transient state
parameters like, peak overshoot, rise time, peak time, and set-
tling time is listed in Table 3, Table 6, and Table 9 using these
data, a comparison is observed and depicted in Figure 22.

The low value of peak overshoot results in less vibration in
the system at a transient state which is an essential require-
ment for a steady bearing operation. So, the major challenge
is in the selection of optimization techniques along with
objective function. It is evident from Figure 22(a) that the
ALO optimization technique with ITSE objective function
(ALO-ITSE) shows a minimum overshoot of 6.07% followed
by GWO-ITSE and WOA-ITSE with a value of 6.32% and
6.44% respectively. From the aspect of the objective function,
the ITSE objective function shows a better transient state
performance than other objective functions.

Another parameter that is required for the selection of
optimization technique and objective function is the speed of
response of the closed-loop system. Comment on the speed of
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FIGURE 21. Calculated data from statistical analysis (for 100 no of iterations): (a) Mean, (b) Standard deviation, (c) Variance, and
(d) Difference between maximum and minimum value of the objective function.

response of the closed-loop system can be made by observing tem. Readily, it is observable from Figure 22(b)- Figure 22(d)
the data of rising time, peak time, and settling time. For a that the ITSE objective function shows a faster response as
sluggish response value of rising, peak and settling time is compared to other objective functions. From the perspective
more and for a rapid response, these values should be as min- of optimization technique, ALO has a faster rise time and
imum as possible without disturbing the stability of the sys- settling time followed by GWO and WOA. The most crucial

VOLUME 10, 2022 62717



IEEE Access

S. Gupta et al.: Hunting Based Optimization Techniques Used in Controlling an Active Magnetic Bearing System

Peak Overshoot in %
QO = N W B 0 o ~ 0 W

Rise Time (seconds)

7.71
746 327 787 746 738 768 744 727
| I I 6.32 I I | Gm I I I |

GWO-IAE GWO-ISE GWO-ITAE GWO-ITSE ALO-IAE  ALO-ISE ALO-ITAE ALO-ITSE WOA-IAE WOA-ISE WOA-ITAE WOA-ITSE

0.003 00274

o
g

]

0.016

Peak Time (seconds)

g

0.12

01

0.

0.

]

0.

Settling Time (seconds)
£

0.

8

86.6
86.4
86.2

86
85.8
85.6
85
85

a5

Phase Margin (Degree)
=

™

0.0141

0.0971
0.0915

0.014
0.012

0.01 0.00945 0093
0.008
0.006
0.002
o

GWO-IAE GWO-ISE GWO-ITAE GWO-ITSE ALO-IAE

0.0853

0.00209

0.00245
0.0025 0.00239
0.002
0.0015
0.00t
0

GWO-IAE GWO-ISE GWO-ITAE GWO-ITSE ALO-IAE

0.00818

0.0729

0.00268

0.0119

0.0994

GWO-IAE GWO-ISE GWO-ITAE GWO-ITSE ALO-IAE

(a)

0.00271

0.00244  g,00239 000233 4 60238
| | | | I |

ALO-ISE
(b)

0.00932

ALO-ISE
(c)

0.0904

(d)

ALO-ITAE ALO-ITSE WOA-IAE WOA-ISE WOA-ITAE WOA-ITSE

0.0126

0.00984
0.00908 0.00917
I 0.00‘819 I I I |

ALO-ITAE ALO-ITSE WOA-IAE WOA-ISE WOA-ITAE WOA-ITSE

0.0997 0.0949

0.0875 0.0865
I 0.0711 I I 0.0718

ALO-ISE ALO-ITAE ALO-ITSE WOA-IAE WOA-ISE WOA-ITAE WOA-ITSE

86.4
6.2 86.2
86
85.9
85.8

85.7 85.7

85.6 85.6
I I 85.5 85.5 I I

ALO-ISE ALO-ITAE ALO-ITSE WOA-IAE WOA-ISE WOA-ITAE WOA-ITSE

GWO-IAE GWO-ISE GWO-ITAE GWO-ITSE ALO-IAE

(e)

FIGURE 22. Observed data from time domain analysis: (a) Peak overshoot (%), (b) Peak time (in seconds), (c) Rise time
(in seconds), (d) Settling time (in seconds) and (e) Phase Margin (in degree).

62718

VOLUME 10, 2022



S. Gupta et al.: Hunting Based Optimization Techniques Used in Controlling an Active Magnetic Bearing System

IEEE Access

245.6201

219.8569 214,7139 216.5223
0

GWO-IAE GWO-ISE GWO-ITAE GWO-ITSE ALO-IAE

G 8 b
o o

Execution Time (seconds)
)
o

8
=)

686.5447

556.7075 563.1341 568.7686 |
0 I I |

GWO-IAE GWO-ISE GWO-ITAE GWO-ITSE ALO-IAE

& 8 8 8 3
© © ©6 © ©

Execution Time (seconds)
S
o

10i

o

300 267.2839 273.3329 271.9542 277.2793

576.8079 569.2735

337.9326 345.1674

311.0173

| 235.0578

ALO-ISE ALO-ITAE ALO-ITSE WOA-IAE WOA-ISE WOA-ITAE WOA-ITSE

672.4826

| 572.9843 567.3123 565.7712 555,8894 561.3814

ALO-ISE  ALO-ITAE ALO-ITSE WOA-IAE WOA-ISE WOA-ITAE WOA-ITSE

FIGURE 23. Algorithm execution time for (a) 100 iterations, (b) 500 number of iteration.

parameter in the selection of a controller for an unstable
system is stability. It is the reason for the stable close loop
operation of a system after then only transient state and
steady-state analysis can be observed. The stability of a
closed-loop system can be measured by measuring the phase
margin of the system. Greater the phase margin greater the
range of stability of the system. From Figure 22(e) it can be
observed that among all, ALO-ITSE has the greatest value of
phase margin of 86.4° followed by GWO-ITSE and WOA-
ITSE.

3) ON THE BASIS OF ALGORITHM EXECUTION TIME
The efficiency of an optimization algorithm depends on the
number of computational resources used and the time taken
by the algorithm to generate the desired outcome. Required
mathematical resources for all three optimization techniques
are almost observed. Therefore, the remaining parameter i.e.,
algorithm execution time, will need to calculate for realizing
the performance of the optimization technique. For 100 num-
ber iterations (77 = 100) and 500 iterations (T = 500), the
algorithm execution time for all three optimization techniques
is calculated as listed in Table 13. A comparison is carried out
as depicted in Figure 23(a) for T = 100 and (b) for 7" = 500.
For T = 100, the minimum algorithm execution time is
taken by the grey wolf optimization technique followed by
ALO and then the WOA method. Whereas, the minimum
average algorithm execution time for 7 = 500 is taken by the

VOLUME 10, 2022

TABLE 13. Execution time (in seconds) of fa, goa and abc algorithm with
objective functions.

SL. Algorithm Objective Algorithm Algorithm
No. functions execution time execution time
(in seconds) for (in seconds)
T=100 for T= 500
1. Ant lion IAE 267.2839 556.7075
optimization ISE 2733329 563.1341
(ALO) ' :
ITAE 271.9542 568.7686
ITSE 277.2793 686.5447
2. Grey wolf IAE 245.6201 576.8079
optimization ISE 219.8569 569.2735
(GWO) : :
ITAE 214.7139 672.4826
ITSE 216.5223 572.9843
3. Whale IAE 311.0173 567.3123
optimization ISE 235.0578 565.7712
algorithm
(WOA) ITAE 337.9326 555.8894
ITSE 345.1674 561.3814

whale optimization algorithm followed by ALO and GWO
methods.

V. CONCLUSION
In this manuscript, three different metaheuristic nature-
inspired hunting-based optimization strategies- ALO, GWO,
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and WOA, are implemented separately, to calculate the gain
parameters of a PID controller for the proposed closed-loop
AMB system. Execution of these algorithms is carried out on
IAE, ISE, ITAE, and ITSE objective functions individually
and their performance is statistically analyzed. Further, the
action of the controller on the closed-loop is observed for each
combination of algorithm-objective functions on the scale of
step response analysis and bode plot. Using which transient
state parameters and phase margin are calculated. Thoroughly
comparing the obtained data it’s realized that-

« Statistical analysis shows that algorithms with ITSE
objective function have attained a minimum value com-
pared to other objective functions.

o Also, transient state analysis data show that algo-
rithms with ITSE objective function demonstrate a better
closed-loop performance than other objective functions.

« Among these three optimization techniques, ALO with
the ITSE objective function shows the best transient state
characteristics with a lesser overshoot, faster response,
and a wider phase margin.

« The time taken in execution of the algorithm is least
using GWO-ITAE (for T = 100) and WOA-ITAE (for,
T = 500).

This comparative study delivers a clear idea of the selection of
optimization techniques along with objective functions from
the perspective of their workability and performance, which
will help in implementing them in a real-time situation.
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