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ABSTRACT In this article, we consider a multi-user multiple-input single-output underlay cognitive radio
system with simultaneous wireless information and power transfer (SWIPT) based on the rate-splitting
multiple access (RSMA) framework. The system model is composed of a set of secondary users that only
decode information, and another set of secondary users that simultaneously decode information and harvest
energy based on a power-splitting (PS) ratio. Precoders are designed to minimize the transmission power
of the secondary transmitter subject to a minimum rate requirement, an energy harvesting requirement,
and maximum allowable interference with the primary network. The optimization problem is non-convex
and challenging. Thus, we divide it into two subproblems where the outer problem is solved by a deep
neural network (DNN)-based scheme with an autoencoder, and the inner problem is solved based on the
semidefinite relaxation (SDR) technique. The inner problem takes the solution of the DNN-based scheme to
provide the precoder vectors and PS ratios based on SDR, where a penalty function is proposed to guarantee
feasible solutions to the problems. Our simulation results prove that the proposed framework based on RSMA
outperforms the conventional methods and can achieve performance close to that of the optimal solutions,
with a significant reduction in computational complexity.

INDEX TERMS Rate-splitting (RS), simultaneous wireless information and power transfer (SWIPT), deep
learning, cognitive radio network, semidefinite relaxation (SDR).

I. INTRODUCTION
Currently, the rapid increase in traffic demand expected from
5G and the incoming 6G technologies has promoted the
development of new techniques to maximize the efficient use
of wireless resources. In this respect, the concept of rate-
splitting (RS) led to the development of rate-splittingmultiple
access (RSMA) [1], [2], which is a novel multiple access
scheme based on the idea of splitting user messages into
common and private parts. In RSMA, the common parts of
messages are grouped into a super commonmessage, which is
encoded into a common stream based on a shared codebook,
i.e., the common stream needs to be decoded by all users.
The private parts of messages are independently encoded into
separate streams by using private codebooks. Then, based
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on the channel state information at the transmitter (CSIT),
the common and private streams are linearly precoded and
superposed to be transmitted over the wireless channel.
On the user side, RMSA uses the successive interference
cancellation (SIC) procedure to first decode the common
stream by considering the interference from the private
streams as noise. Then, the super common message is
re-encoded, precoded, and subtracted from the received
signal to finally decode each intended private stream by
considering the interference from other private streams as
noise. The original message is reconstructed by joining
the intended private message to its respective part in the
super common message. The message-split ratio permits
adjusting the amount of interference to be decoded by the
user, which allows RSMA to partially decode the interference
and partially treat it as noise. This key characteristic is used
in the literature to promote RSMA as a general multiple
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access method, with space division multiple access (SDMA)
and non-orthogonal multiple access (NOMA) as special
cases [2]–[4]. In SDMA and conventional multi-user linear
precoding, the interference from other messages is fully
treated as noise, whereas in NOMA, the interference from
other messages is decoded by using several layers of SIC.

To improve spectral efficiency, cognitive radio (CR) is
presented in the literature as a promising technique [5], [6].
In particular, we study the underlying cognitive radio system,
which is composed of primary users (PUs) who share
their spectrum band with a secondary network, provided
that interference with the PUs is generated by secondary
transmitters at less than a certain predetermined level.
To overcome the power consumption problems of wireless
devices, such as low-power IoT, one efficient technique
is simultaneous wireless information and power transfer
(SWIPT) [7], [8]. SWIPT combines radio frequency (RF)
wireless energy transfer (WET) and wireless information
transfer (WIT) by transmitting information and energy
simultaneously. However, a trade-off between data rate and
energy needs to be considered to achieve an efficient SWIPT
scheme. Power-splitting (PS) is one of the most efficient
structures to be used at the receiver, where the incoming
signal is split into two parts, one to be used for information
decoding (ID) and the other for energy harvesting (EH).

A. RELATED WORKS
An overview of SWIPT and its applications can be found
in [7] and [8]. One of the first works considering SWIPT
with a multiple-input single-output (MISO) system was
proposed in [9] and was composed of users equipped with
a PS structure. They addressed the minimization of total
transmit power by optimizing the beamforming vectors
and PS ratios. In [10], the authors considered a MIMO
system in which several users implemented the PS structure.
They try to minimize transmit power by jointly optimizing
the beamforming vectors and PS ratios. In [11], energy-
efficiency optimization was investigated in a MIMO system
by considering a time-switching structure for SWIPT users
but under constraints on maximum available power and
minimum harvested energy. In a multi-user MISO system,
the NOMA method was studied in [12] to maximize energy
efficiency while optimizing beamforming vectors, subject to
a minimum rate requirement. In [13], the NOMAmethod was
used in a MISO SWIPT system composed of two users with
cooperative transmission. The authors optimized the transmit
beamformers and the PS ratio to maximize the data rate of
the closer user, subject to a minimum rate for the farther
user. In [14], the authors considered the maximization of
the energy efficiency in a MIMO SWIPT relay network by
assuming an imperfect knowledge of the channel vectors. The
model of the channel errors was the norm bounded model,
which is commonly used in the literature [15]. Moreover, the
S-procedure [16] was applied in [14], [15] to deal with the
infinite number of constraints caused by the imperfect CSI.
The abovementioned works investigated SWIPT in a MISO

system by applying SDMA or the NOMA technique without
considering an underlying cognitive radio system.

In cognitive radio systems, the authors in [17] used the
SDMA scheme in a CR MISO SWIPT system to minimize
total transmit power from the secondary base station. The
beamforming vectors and PS ratios are optimized by using
the SDR technique, subject to rate, energy, and interference
thresholds. In [18], a multi-user CR MISO SWIPT system
with SDMA was proposed to investigate the max-min fair-
harvested energy problem, subject to rate, energy, and inter-
ference constraints. In [5], underlay MISO–NOMA SWIPT
was considered where secondary users are equipped with the
PS structure. The authors studied the power minimization
problem to optimize transmit beamforming vectors and PS
ratios under rate, energy, and interference constraints, where
the SDR technique with an iterative penalty method was
used to solve the problem. A MISO–NOMA cognitive radio
system with SWIPT was investigated in [6] under imperfect
CSIT, where the secondary receiver architecture relies on a
PS design. The authors considered a minimum transmission
power problem and amaximum energy harvesting problem to
optimize the precoding vectors, the energy vector, and the PS
ratio. The solution was based on SDR and a one-dimensional
search algorithm. Moreover, NOMA in a CR system has
been applied in physical layer security to minimize the
transmission power [19], [20] and maximize the secrecy sum
rate [21].

In the aforementionedworks, only the conventional SDMA
and NOMA methods were considered. The RS method was
introduced in [1] as a novel physical-layer strategy that is
capable of providing improvement in spectral and energy
efficiency, compared with traditional methods. In [22], the
RS strategy was applied in a multi-user MISO system
under imperfect CSIT. The authors studied the max-min
fairness problem, where the weighted minimum mean square
error (WMMSE) approach was used to obtain solutions.
The simulation results proved that the RS-based approach
achieved a higher rate, compared with traditional designs.
The RS strategy was applied in a massive MIMO system
in [23] by considering imperfect CSIT to maximize the
minimum rate achieved with the common message. In [24],
the RS method was implemented in a MISO unicast and
multicast system. RS exploited the existing SIC structure
by combining the common part of a unicast message
with a multicast message to maximize both the weighted
sum rate and energy efficiency. The RSMA framework
was introduced in [2] for a downlink, multi-user MISO
system. The authors investigated the weighted sum-rate
maximization problem subject to a minimum rate require-
ment and a power constraint, in which the solution was
based on the WMMSE approach. The authors described
the limitations in the conventional SDMA and NOMA
methods, and presented RSMA as a more powerful and
general method, with SDMA and NOMA as special cases.
Simulation results proved the authors’ claims and the superior
performance of RSMA over conventional frameworks. In [3],
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a two-user MISO system was considered for sum-rate
analysis in order to show analytically that the conventional
methods of orthogonal multiple access (OMA), NOMA, and
SDMA are special cases of the RS framework. In [25],
energy efficiency maximization in a multi-user MISO system
with RS was studied, and the trade-off between spectral
and energy efficiency was investigated in [26]. Both studies
showed that RSMA is more spectral- and energy-efficient,
compared with NOMA and SDMA. In [4], the authors
provided a discussion of RS as a potential candidate for
future 6G multi-antenna systems. The authors showed how
RSMA can address the requirements of data rate, latency,
reliability, mobility, and energy efficiency. They highlighted
the robustness of RSMA in dealing with different kinds of
imperfect CSIT, and showed the flexibility it has in dealing
with several types of traffic, such as unicast, multicast, and
broadcast. Moreover, it was claimed that RSMA permits
reducing the complexity at the receiver, since only one layer
of SIC is required (compared with the several SIC layers
needed in NOMA) while achieving higher performance.

The RS strategy was considered in [27] for a multi-user
MISO SWIPT system composed of users that only decode
information and users that only harvest energy. The precoder
vectors and the common rate variables were optimized
to maximize the weighted sum rate under a minimum
energy-harvesting requirement and maximum transmission
power, where WMMSE and a successive convex approx-
imation (SCA)-based algorithm were proposed to solve
the problem. In [28], a MISO interference channel with
SWIPT and RS was considered under imperfect CSIT. The
authors considered transmit power minimization to obtain
the beamforming vectors and PS ratios, subject to rate and
energy constraints. The solution was an iterative gradient
algorithm that solves a semi-definite programming (SDP)
problem in each step. In our previous work [29], a multi-user
SWIPT systemwas investigated to minimize the transmission
power, subject to rate and energy constraints. The precoder
vectors, common rate variables, and PS ratios were optimized
by a particle swarm optimization (PSO) algorithm along
with the SDR approach. Note that the above articles did not
consider a system with cognitive radio capabilities. In [30],
we considered a multi-user MISO SWIPT system with
RSMA and CR capabilities by assuming two types of users.
The minimum transmit power problem was investigated
subject to rate, energy, and interference constraints in which
a PSO–SDR-based algorithm was proposed to solve the
optimization problem. The simulation results showed a
significant improvement achieved by the RSMAmethod over
the conventional SDMA scheme. However, the PSO–SDR
algorithm is an iterative method that increases computational
complexity for RSMA, compared with the conventional
methods. Then, it is crucial to investigate novel schemes with
lower computational complexity to solve the optimization
problems in SWIPT RSMA systems.

In the literature, deep learning is a promising method
to approximate the optimization algorithms or to accelerate

some of their steps, with the objective being to reduce
computational complexity [31], [32]. The capabilities of
different machine learning types and their limitations were
discussed in [33] where a cognitive learning (CL) framework
with adaptation capabilities for dynamic environments, was
introduced in order to improve the quality of the decisions.
The CL framework was used in the modulation recognition
problem by selecting the most appropriate modulation
recognition algorithm and its optimal parameters. In [34],
the authors proposed a deep neural network (DNN)-based
approach to approximate the WMMSE algorithm that solves
the weighted sum-rate maximization problem in a network
composed of several single-antenna transceiver pairs. The
input for the DNN was the magnitude of the channel coeffi-
cients, and the output was the power allocation variables. The
simulation results showed that good accuracy was achieved,
with a significant reduction in computational time. In [35],
an underlying CR network system was considered where
the secondary network was composed of a single-antenna
cognitive base station (CBS) and one secondary user.
The authors optimized the transmit power of the CBS
to maximize the transmission rate and energy efficiency.
A deep neural network was used to approximate the optimal
solution for both optimization problems where simulation
results showed that the DNN-based scheme achieved a close
performance to conventional methods with a significant
decrease in the computational time. In [36], the authors
considered a multi-user MISO system, and developed a deep
learning–based approach to solving the power minimization
problem, the signal-to-interference-plus-noise ratio (SINR)
balancing problem, and the sum-rate maximization problem.
The approach has two parts: the deep learning module and the
beamforming recovery module. The deep learning module is
composed of convolutional layers and fully connected layers,
which provide key features to the beamforming recovery
module. The key features are converted to a beamforming
matrix based on expert knowledge of beamforming optimiza-
tion. However, the beamforming recovery module and the
design of the key features are problem-dependent, and cannot
be directly used in other complex systems.

B. MAIN CONTRIBUTIONS
Motivated by the significant improvement from RSMA over
traditional methods in spectral and energy efficiency in the
literature, we consider an underlying MISO-SWIPT system
composed of a set of secondary users that only decode
information, with another set of secondary users equipped
with the PS structure to simultaneously decode information
and harvest energy. We propose a low-complexity approach
to optimize the precoder vectors, the common rate variables,
and the PS ratios while minimizing the transmission power at
the secondary transmitter (STx).

The generalization performance of deep learning schemes
measures the ability of the model to perform well in testing
data which is significantly different from the training data.
This issue is of great importance because in real-world
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implementations the deep learning scheme may cause infea-
sible or suboptimal solutions leading to performance degra-
dation. Therefore, in this paper, we propose a DNN-SDR
approach assisted with an autoencoder where channel vec-
tors, rate thresholds, and energy thresholds are considered
as input parameters. Then, we analyze the generalization
performance of the proposed model for different scenarios
not included in the training data without the need to retrain
the DNN model. The main contributions of this paper are
summarized as follows:

• We propose a novel, deep learning–based approach for
solving the power minimization problem in a CR MISO
SWIPT systemwith RSMA, subject to constraints on the
minimum rate requirement, the minimum EH require-
ment, and the maximum allowable interference with the
primary network. The proposed solution is composed of
an autoencoder for dimensionality reduction, a DNN to
find the common rate variables, and an SDR module to
obtain the precoder vectors and PS ratios.

• Given the common rate variables by the DNN, the SDR
technique with a penalty method is used to solve the
non-convex problem in the SDR module, in which all
the constraints are being satisfied.

• We consider the scenario with imperfect knowledge of
the channel vectors by assuming a bounded CSI error
model. A robust precoding design is proposed to deal
with the imperfect CSIT, where the proposed solution is
based on the S-procedure and the SDR technique.

• For comparison purposes, we developed aNOMA-based
scheme to solve power minimization in the considered
system model, where the close-to-optimal solution is
based on the SDR technique.

• Numerical simulations are presented to evaluate the
performance of the RSMAmethod over the conventional
SDMA and NOMA schemes. We prove the general-
ization capability of the proposed approach in several
scenarios, such as different signal attenuations, different
numbers of transmitting antennas, and imperfect CSIT,
which are not considered during the training process.
Moreover, we show that the proposed approach based
on deep learning permits a major reduction in compu-
tational complexity, compared with the close-to-optimal
scheme, while achieving similar performance.

The rest of the paper is organized as follows. Section II
illustrates the system model. Section III presents the problem
formulation, the proposed DNN-based solution, the SDR
approach to the problem, and the comparative NOMA
scheme. Simulation results are illustrated in Section IV,
followed by conclusions in Section V.
Notations: The matrices and vectors are represented by

bold uppercase and lowercase letters, respectively. The
transpose and conjugate transpose, respectively, are denoted
as (·)T and (·)H . The trace of a matrix is represented by
Tr (·), the expectation is denoted as E {·}, and |·| and ‖·‖ refer
to the absolute value and the Euclidean norm, respectively.

FIGURE 1. Architecture of the underlay MISO-SWIPT system.

CN
(
µ, σ 2

)
represents the circularly symmetric complex

Gaussian (CSCG) distribution with mean µ and variance σ 2.

II. SYSTEM MODEL
We investigate a multi-user MISO cognitive radio system
with SWIPT by using the RSMA method. The system model
is composed ofU hybrid users equippedwith a PS structure to
simultaneously decode information and harvest energy, plus
D users with the ability to only decode information, denoted
as ID users, and K PUs, as illustrated in Fig. 1. We consider
an STx with N ≥ 2 antennas, while the U hybrid users, D
ID users, and K PUs each have a single antenna. We denote
as hu ∈ CN×1 the channel vector between the STx and the
u-th hybrid user; qd ∈ CN×1 denotes the channel vector
between the STx and the d-th ID receiver, and gk ∈ CN×1

is the channel vector from the STx to the k-th PU.
We propose an RS strategy for the multiple access method,

known as RSMA in the literature, to satisfy the rate and
energy requirements in the system. The one-layer RS requires
one SIC in the receiver, which reduces the number of SIC
layers at the receiver, compared to NOMA. The message
for the u-th hybrid user is denoted as mHu , which is split

into a common message, mH ,cu , and a private message, mH ,pu .
Similarly, the message for the d-th ID user is denoted as mIDd ,

in which the common and private parts are mID,cd and mID,pd ,
respectively.

In RSMA, the common parts of the original messages

intended for the hybrid and ID users, i.e.
{
mH ,c1 , . . . .,mH ,cU ,

mID,c1 , . . . .,mID,cD

}
, are grouped and jointly encoded into

common stream sc with E
{
|sc|2

}
= 1, as illustrated in Fig. 2.

The private parts of the messages intended for the hybrid
users,

{
mH ,p1 , . . . .,mH ,pU

}
, are independently encoded into

private streams
{
sH1 , . . . , s

H
U

}
with E

{∣∣sHu ∣∣2} = 1. Similarly,
the private parts of the messages intended for the ID users,{
mID,p1 , . . . .,mID,pD

}
, are independently encoded into private

streams
{
sID1 , . . . , s

ID
D

}
with E

{∣∣sIDd ∣∣2} = 1. The precoder
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vectors for streams sc, sHu , and s
ID
d are defined aswc ∈ CN×1,

wu ∈ CN×1, and vd ∈ CN×1, respectively. The transmit
signal is given by

x = wcsc +
U∑
u=1

wusHu +
D∑
d=1

vd sIDd . (1)

At the hybrid and ID receivers, the first step is decoding
common stream sc by treating interference from the private
messages as noise. The hybrid users with the PS structure
divide the received signal into two power streams based on
PS ratio ρu ∈ (0, 1), where one power stream is sent to an ID
module, and the other power stream is sent to the EHmodule.
Thus, at the u-th hybrid user, the achievable rate of common
stream sc is given by

RHu,c

= log2

1+ ρu
∣∣hHu wc

∣∣2
ρu

(
U∑
i=1

∣∣hHu wi
∣∣2+ D∑

d=1

∣∣hHu vd ∣∣2 + σ 2
H ,u

)
+γ 2

u

 ,
∀u, (2)

while nHu ∼ CN (0, σ 2
H ,u) is additive white Gaussian

noise (AWGN) at the u-th hybrid user, and ϑu ∼ CN (0, γ 2
u )

is the circuit noise at the ID component of the u-th hybrid
user. The SIC layer is applied after decoding common stream
sc, where private stream sHu is decoded by treating the
interference caused by other private messages as noise. Then,
the achievable rate of private stream sHu at the u-th hybrid user
is (3), as shown at the bottom of the next page.

At the d-th ID user, the achievable rate of common stream
sc is given by

RIDd,c = log2

1+

∣∣qHd wc
∣∣2

U∑
u=1

∣∣qHd wu
∣∣2 + D∑

j=1

∣∣qHd vj∣∣2 + σ 2
ID,d

 ,
∀d, (4)

where nIDd ∼ CN (0, σ 2
ID,d ) is AWGN at the d-th ID user.

Once common stream sc is successfully decoded, we can
apply the SIC procedure, and the achievable rate of private
stream sIDd at the d-th ID user is given by

RIDd = log2

1+

∣∣qHd vd ∣∣2
U∑
u=1

∣∣qHd wu
∣∣2+ D∑

j=1,j6=d

∣∣qHd vj∣∣2 + σ 2
ID,d

 ,
∀d . (5)

We define a common rate, Rc, at which common stream
sc is transmitted, where Rc must not exceed the achievable
rate of sc at the weakest hybrid and ID users, i.e. Rc =
min

{
RH1,c, . . . ,R

H
U ,c,R

ID
1,c, . . . ,R

ID
D,c,

}
. The total rate of the

u-th hybrid user is given by RHu + rHu,c, where r
H
u,c is the rate

of the common part of the original message of the u-th hybrid
user, i.e. mH ,cu . Similarly, the total rate of the d-th ID user is
given by RIDd + rIDd,c, where r

ID
d,c is the rate of the common part

of the original message of the d-th ID user, i.e. mID,cd . Then,
Rc can be expressed as

Rc =
U∑
u=1

rHu,c +
D∑
d=1

r IDd,c. (6)

At the u-th hybrid user, the energy harvested at the EH
component is computed as

EHu = ηu (1− ρu)

(∣∣∣hHu wc

∣∣∣2 + U∑
i=1

∣∣∣hHu wi

∣∣∣2
+

D∑
d=1

∣∣∣hHu vd ∣∣∣2 + σ 2
H ,u

)
, ∀u, (7)

where the energy-harvesting efficiency of the u-th hybrid user
is denoted by ηu ∈ (0, 1].
The interference power at the k-th PU user from the STx is

given by

Pintk =
∣∣∣gHk wc

∣∣∣2 + U∑
u=1

∣∣∣gHk wu

∣∣∣2+ D∑
d=1

∣∣∣gHk vd ∣∣∣2, ∀k. (8)

III. PROBLEM FORMULATION AND SOLUTION
A. PROBLEM FORMULATION
In this paper, we aim to minimize the total transmit power at
the STx by optimizing the precoder vectors, the PS ratios,
and the common rate variables. The optimization problem
proposed in this paper is formulated as follows:

min
wc,

{
wu,vd ,rHu,c,r

ID
d,c,ρu

} ‖wc‖
2
+

U∑
u=1

‖wu‖
2
+

D∑
d=1

‖vd‖2 (9a)

s.t. C1: rHu,c + R
H
u ≥ R

H
u,min, ∀u (9b)

C2: r IDd,c + R
ID
d ≥ R

ID
d,min, ∀d (9c)

C3:
U∑
i=1

rHi,c +
D∑
d=1

r IDd,c ≤ R
H
u,c, ∀u (9d)

C4:
U∑
u=1

rHu,c +
D∑
j=1

r IDj,c ≤ R
ID
d,c, ∀d (9e)

C5: EHu ≥ ψu, ∀u (9f)

C6: ‖wc‖
2
+

U∑
u=1

‖wu‖
2
+

D∑
d=1

‖vd‖2 ≤ Pmax

(9g)

C7: Pintk ≤ χk , ∀k (9h)

C8: 0 < ρu < 1, ∀u (9i)

C9: rHu,c ≥ 0, r IDd,c ≥ 0, ∀u, ∀d, (9j)

where Pmax represents the maximum transmit power of the
STx, ψu denotes the minimum harvested energy required at
the u-th hybrid user, χk represents the maximum tolerable
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FIGURE 2. Rate-splitting framework for the proposed system model.

interference power of the k-th PU, and RHu,min and R
ID
d,min are

the minimum rate requirements of the hybrid and ID users,
respectively. In (9b)-(9h), C1 and C2 guarantee the minimum
rate requirement for the messages of the hybrid and ID users;
C3 and C4 guarantee that common stream sc is effectively
decoded by the hybrid and ID users; and C5 establishes the
minimumharvested requirement at the hybrid users. C6 limits
the maximum transmission power at the STx, and C7 restricts
the power level for interference with the PUs.

Problem (9) is difficult to solve due to non-convex
constraints C1 to C5. Thus, we divide main problem (9) into
two subproblems, and propose a DNN–SDR solution to solve
them.

First, a DNN-based approach is used to obtain the common
rate variables,

{
rHu,c, r

ID
d,c

}
, based on the channel vectors, rate,

and energy requirements, as detailed in Section III.B. Then,
given the fixed rate variables, rHu,c and r

ID
d,c, problem (9) can

be simplified to

min
wc,{wu,vd ,ρu}

‖wc‖
2
+

U∑
u=1

‖wu‖
2
+

D∑
d=1

‖vd‖2 (10a)

subject to: ∣∣hHu wu
∣∣2

U∑
i=1,i6=u

∣∣hHu wi
∣∣2+ D∑

d=1

∣∣hHu vd ∣∣2+σ 2
H ,u+

γ 2u
ρu

≥ αHu , ∀u

(10b)∣∣qHd vd ∣∣2
U∑
u=1

∣∣qHd wu
∣∣2 + D∑

j=1,j6=d

∣∣qHd vj∣∣2 + σ 2
ID,d

≥ αIDd , ∀d

(10c)

∣∣hHu wc
∣∣2

U∑
i=1

∣∣hHu wi
∣∣2 + D∑

d=1

∣∣hHu vd ∣∣2 + σ 2
H ,u +

γ 2u
ρu

≥ β, ∀u

(10d)

along with (9f), (9g), (9h) and (9i),∣∣qHd wc
∣∣2

U∑
u=1

∣∣qHd wu
∣∣2 + D∑

j=1

∣∣qHd vj∣∣2 + σ 2
ID,d

≥ β, ∀d (10e)

whereβ= 2

U∑
i=1

rHi,c+
D∑
d=1

r IDd,c
−1,αHu =max

{
0, 2R

H
u,min−r

H
u,c − 1

}
,

and αIDd = max
{
0, 2R

ID
d,min−r

ID
d,c − 1

}
. Problem (10) is still

a non-convex problem. Then, we propose solving problem
(10) based on the SDR technique in Subsection III.C, and
we present the NOMA method as a comparative approach to
solving main problem (9) in Subsection III.D.

The proposed scheme can be used to minimize the total
power consumption at the STx by modifying the objective
function (9a) to the following [24]:

PSTxT = 8PSTx + Pc,antN + Pst , (11)

where PSTxT is the total power consumption at the STx,PSTx =

‖wc‖
2
+

U∑
u=1
‖wu‖

2
+

D∑
d=1
‖vd‖2, 8 ≥ 1 represents the

power inefficiency of the power amplifier, Pc,ant represents
the circuit power consumption due to each antenna in the
STx, and Pst is the static circuit power consumption, which is
independent of the transmitted power. Typical values for the
aforementioned parameters are 8 = 2.85, Pc,ant = 27 dBm,
and Pct = 30 dBm [24]. Since the values of 8, Pc,ant , and

RHu = log2

1+
ρu
∣∣hHu wu

∣∣2
ρu

(
U∑

i=1,i6=u

∣∣hHu wi
∣∣2 + D∑

d=1

∣∣hHu vd ∣∣2 + σ 2
H ,u

)
+ γ 2

u

 , ∀u. (3)
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FIGURE 3. General structure of the proposed DNN–SDR based scheme.

Pst can be considered constant, the total power consumption
is defined and directly proportional to PSTx .

B. DNN-BASED ALGORITHM TO OBTAIN THE COMMON
RATES
In this paper, we propose a DNN-based scheme with an
autoencoder to obtain the approximate optimal values of the
common rate variables in problem (9). In particular, we find
the values for common rate variable

{
rHu,c

}
of the u-th hybrid

user and for common rate variable
{
r IDd,c

}
of the d-th ID

user. Fig. 3 shows the structure of the proposed method.
The proposed approach is composed of three main modules:
an autoencoder, a DNN, and an SDR module to solve
problem (10).

The elements of the channel vectors in a MISO system
depend on the number of antennas, where each element is
composed of a real part and an imaginary part. Then, as the
number of users and antennas increases, so does the total
input required at the DNN while increasing the complexity
required at the DNN module. For instance, considering eight
antennas at the STx and six total users, we have 96 inputs just
due to the channel vectors, and if we increase the number of
antennas to 28, we have 336 inputs due to the channel vectors.
Therefore, we propose an autoencoder as the first module,
which is in charge of reducing the dimension of the channel
vectors and dealing with the imaginary part. In particular,
each channel vector from the STx to the users (hybrid, ID,
and PUs) is independently encoded into a lower-dimensional
representation and is used as input for the DNN. The first
step of the process is to separate each element of the channel
vectors into real and imaginary parts, i.e. the number of inputs
for the autoencoder is 2× N .
The autoencoder is an unsupervised learning method and a

type of neural network composed of one input layer, an odd
number of hidden layers, and an output layer with the same
dimensions as the input layer. The general objective is to
reproduce the data from the input layer to the output layer by
passing through the hidden layers, while the reconstruction

FIGURE 4. Example of the autoencoder module for channel vector h1.

error or loss function is used to optimize the weights of the
network. For dimensionality reduction, the autoencoder is
designed to have fewer units in the middle layer than in the
input layer. In detail, we consider an M -layer autoencoder,
where the m-th layer has the same number of units as
the (M − m + 1)-th layer [37]. Then, we can divide the
autoencoder into an encoder part, which includes the input
layer to the (M+1)/2-th layer and that is in charge ofmapping
the input data into a lower-dimensional representation, and
a decoder part, which includes the (M + 1)/2-th layer
to the output layer. The (M + 1)/2-th layer is the most
constricted layer, where the reduced representation of the
input data is obtained. Fig. 4 illustrates an example of
the proposed autoencoder-based scheme for dimensionality
reduction, composed of three hidden layers, where the
input is represented by the real and imaginary parts of
the channel vector, and the encoded state is the output of
the second hidden layer (composed of J units). We denote
as AEhu ∈ RJx1 the reduced representation of channel vector
hu. Similarly,AEqd andAEgk are the reduced representations
of channel vectors qd and gk , respectively.

The second module is a DNN composed of an input
layer,MDNN hidden layers, and an output layer, as illustrated
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FIGURE 5. Overview of the training and deployment phases.

in Fig. 3. The input of the DNN corresponds to the
encoded representation of the channel vectors given by the
autoencoder, i.e.

{
AEh1 , . . . ,AEhU ,AEq1 , . . . ,AEgK

}
, and

the rate and energy requirements of the hybrid and ID users.
The output of the DNN module is the common rate variables{
rHu,c, r

ID
d,c

}
. The DNN module solves a regression problem

in order to map the input of the DNN to the common rate
variables. Thus, a dataset with the optimal common rate for
each input is required to train the DNN by optimizing the
weights of the network.

Fig. 5 illustrates the overview process for the training
and deployment phases. First, the training and validation
datasets are collected based on the solution of traditional
optimization algorithms and features extracted from the
channel vectors, and rate and EH requirements. The feature
extraction is performed by the autoencoder module in Fig. 4.
We considered the PSO–SDR solution from [30] as the
traditional optimization algorithm to solve the minimum
transmit power problem in the proposed scheme. However,
PSO–SDR is an iterative algorithm that requires solving an
SDR problem dozens of times, which involves high compu-
tational complexity. Therefore, in this paper, we approximate
the PSO algorithm with the DNN module deployed at the
STx. Next, the training dataset is used to optimize the weights
of the DNN, and the validation data is used to select the best
hyperparameters of the DNN. Finally, the trained DNN is
used for the deployment phase detailed in Fig. 3.

An additional step after the DNN module is the filtering
process, which limits the values for the common rate
variables. These limits are obtained based on the prob-
lem formulation and their related constraints, as follows.
We denote the maximum values for rHu,c and r

ID
d,c as r

H
u,max and

r IDd,max , respectively. Based on constraint (10d), we derive the
following:

rHu,max1 = min
1≤i≤U

{
log2

(
1+

∣∣hHi wcmax
∣∣2

σ 2
H ,i + γ

2
i

)}
. (12)

Then, by using the Cauchy–Schwarz inequality and limit-
ing the norm of precoder vector wc to Pmax, (12) becomes

rHu,max1 ≤ min
1≤i≤U

{
log2

(
1+
‖hi‖2Pmax

σ 2
H ,i + γ

2
i

)}
. (13)

By following the procedures in (12) and (13), and based
on constraint (10e), an additional limit for rHu,max is defined
as follows:

rHu,max2 ≤ min
1≤j≤D

{
log2

(
1+

∥∥qj∥∥2Pmax

σ 2
ID,j

)}
, (14)

where we denote δ1=min1≤i≤U

{
log2

(
1+ ‖hi‖

2Pmax
σ 2H ,i+γ

2
i

)}
and

δ2=min1≤j≤D

{
log2

(
1+ ‖qj‖

2Pmax

σ 2ID,j

)}
for future use. In the

case of r IDd,max , it can be shown that the same limits, δ1 and δ1,
are attained by following the aforementioned process from
(12) to (14).

The maximum value of rHu,c is also restricted by constraints

(10b) and (10d) through the terms β = 2

U∑
i=1

rHi,c+
D∑
d=1

r IDd,c
−

1 and αHu = max
{
0, 2R

H
u,min−r

H
u,c − 1

}
. First, we analyze

the case where rHu,c < RHu,min, which leads to a value of
αHu greater than zero while restricting the value of rHu,c to[
0,RHu,min

)
. Second, we consider the case where rHu,c ≥

RHu,min, which leads to a value of zero for αHu . In this case,
we notice that constraint (10b) is always satisfied for all
possible values of wc, {wu, vd , ρu}. Then, we use constraint
(10d) to limit the maximum value of rHu,c to R

H
u,min. This is

because, as we reduce the value of β, by decreasing rHu,c,

a lower value of
∣∣hHu wc

∣∣2 is required while reducing the
transmission power. Therefore, we can conclude that another
limit for the maximum value of rHu,c is R

H
u,min.

For r IDd,max , by following the previous procedure and taking
into account the expressions β and αIDd , and constraints (10c)
and (10d), we can define RIDd,min as another limit on the
maximum value of r IDd,c.

By combining the above results, the maximum values of
the common rates are defined as

rHu,max = min
(
RHu,min, δ1, δ2

)
(15a)

r IDd,max = min
(
RIDd,min, δ1, δ2

)
. (15b)

Finally, the corrected values of the common rate variables
are defined as follows:

rHu,c =


0, if rHu,c < 0, ∀u, (16a)

rHu,max, if rHu,c > rHu,max, ∀u, (16b)

rHu,c, otherwise, ∀u (16c)

r IDd,c =


0, if r IDd,c < 0, ∀d , (17a)

r IDd,max, if r IDd,c > r IDd,max, ∀d , (17b)

r IDd,c, otherwise, ∀d (17c)
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For the DNN module, we consider the computational
complexity of the online prediction because the training
process is performed in offline. The complexity of the
DNN module depends on the number of layers and nodes.
We have J (U + D+ K ) + 2U + D nodes in the input
layer, U + D nodes in the output layer and mDNNi
nodes in the i-th hidden layer where i = 1, . . . ,MDNN .
Then, the computational complexity of the DNN mod-
ule is given by O

(
(J (U + D+ K )+ 2U + D)mDNN1 +

mDNN1 mDNN2 + . . .+ mDNNMDNN
(U + D)

)
, which can be approx-

imated by O (J (U + D+ K )) when parameters of the DNN
are assumed to be fixed.

One substantial advantage of the autoencodermodule is the
ability to adapt the proposed approach to several numbers of
transmitting antennas while keeping the same DNN module.
In particular, collecting data and training an autoencoder is
a relatively easy job, since it is an unsupervised method.
Then, we can train a new autoencoder module when the
number of antennas at the STx increases, while keeping
the same dimensions in the middle layer (J units) so that
we can use the same DNN module for several numbers
of transmitting antennas. We analyze this capability in the
simulation results of Section IV.B. Note that training a
new DNN (without the autoencoder module) for a different
number of transmitting antennas requires collecting new
datasets, which is a time-consuming task since the DNN
module needs the optimal common rate variables as output
for each input sample in order to optimize the weights.

The third module is the SDR-based approach, which is
used to solve problem (10) where a penalty-based method is
applied to guarantee a feasible solution.

C. SDR-BASED APPROACH TO SOLVING PROBLEM (10)
We propose using the SDR technique [38] to solve minimum
transmit power problem (10). First, we define Wc = wcwH

c ,
Wu = wuwH

u , Vd = vdvHd , Hu = huhHu , Qd = qdqHd ,
and Gk = gkgHk . Then, it follows that Wc, Wu and Vd
are rank-one symmetric positive semidefinite matrices, i.e.
Wc,Wu,Vd � 0, rank (Wc) = 1, rank (Wu) = 1,
and rank (Vd ) = 1. Moreover, we have the following
equivalences: ‖wc‖

2
= Tr (Wc), ‖wu‖

2
= Tr (Wu), ‖vd‖2 =

Tr (Vd ),
∣∣hHu wu

∣∣2 = Tr(HuWu), and
∣∣qHd vd ∣∣2 = Tr(QdVd ).

Then, by ignoring the rank-one constraints for matrices Wc,
Wu andVd , the original problem (10) can be converted to the
following problem:

min
Wc,{Wu,Vd ,ρu}

Tr (Wc)+

U∑
u=1

Tr (Wu)+

D∑
d=1

Tr (Vd ) (18a)

subject to:

−Tr (HuWu)+

U∑
i=1,i6=u

Tr (HuWi) α
H
u

+

D∑
d=1

Tr (HuVd ) α
H
u + σ

2
H ,uα

H
u +

αHu γ
2
u

ρu
≤ 0, ∀u

(18b)

−Tr (QdVd )+

U∑
u=1

Tr (QdWu) α
ID
d

+

D∑
j=1,j6=d

Tr
(
QdVj

)
αIDd + σ

2
ID,dα

ID
d ≤ 0, ∀d (18c)

−Tr (HuWc)

β
+

U∑
i=1

Tr (HuWi)+

D∑
d=1

Tr (HuVd )

+ σ 2
H ,u +

γ 2
u

ρu
≤ 0, ∀u (18d)

−Tr (QdWc)

β
+

U∑
u=1

Tr (QdWu)+

D∑
j=1

Tr
(
QdVj

)
+ σ 2

ID,d ≤ 0, ∀d (18e)

−Tr (HuWc)−

U∑
i=1

Tr (HuWi)−

D∑
d=1

Tr (HuVd )

− σ 2
H ,u +

ψu

ηu (1− ρu)
≤ 0, ∀u (18f)

Tr (Wc)+

U∑
u=1

Tr (Wu)+

D∑
d=1

Tr (Vd ) ≤ Pmax (18g)

Tr (GkWc)+

U∑
u=1

Tr (GkWu)

+

D∑
d=1

Tr (GkVd )− χk ≤ 0, ∀k (18h)

0 < ρu < 1, ∀u (18i)

Wc,Wu,Vd � 0, ∀u, ∀d . (18j)

Problem (18) is convex, and the convex optimization
toolbox CVX [39] in Matlab can be used to obtain the
solution. In constraints (18b), (18d), and (18f), note that
the expressions γ 2u

ρu
and ψu

ηu(1−ρu)
are convex functions with

respect to ρu with 0 < ρu < 1. Problem (18) consists
of MV = U + D + 1 matrices as variables with size
N × N , and L = 3U + 2D + K + 1 linear constraint
variables. Then, the complexity for solving problem (18)
is O

(√
MvN

(
M3
VN

6
+MvLN 2

)
log

(
1/
ε

))
with a solution

accuracy of ε > 0 [18], [29]. The CVX toolbox commonly
uses the interior point method to solve semidefinite program-
ming (SDP) problems, where the convergence analysis of the
interior-point algorithm can be found in Section 11 of [40].

Define W∗c , W∗u, and V∗d as the optimal solutions to
problem (18). Then, if W∗c , W

∗
u, and V∗d are rank-one, the

precoder vectors can be obtained by
wc =

√
λmax (Wc)κmax,Wc (19a)

wu =
√
λmax (Wu)κmax,Wu , ∀u (19b)

vd =
√
λmax (Vd )κmax,Vu , ∀d, (19c)

where λmax (W) represents the maximum eigenvalue for W,
and κmax,W is the eigenvector corresponding to the maximum
eigenvalue ofW.
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Otherwise, if the rank of W∗c , W
∗
u, and V∗d is larger than

rank-one, we can apply the Gaussian randomization method
or the penalty function method [5], [41], [42]. The Gaussian
randomization method [29], [38] consists of creating a set of
candidate precoder vectors to achieve a near-optimal solution
based on the eigen-decomposition of precoder matrices W∗c ,
W∗u, and V∗d and random Gaussian vectors. However, the
Gaussian randomization method cannot guarantee feasible
solutions within the set of candidate precoder vectors. Note
that in the proposed approach, the common rate variables are
obtained based on a DNN method, which gives approximate
optimal solutions. Then, the SDR module needs to provide
precoder vectors that guarantee a feasible solution.

In [41], the authors proposed a penalty function method
that consists of finding a close optimal solution by approxi-
mating rank-one matrices. SinceWu is positive semidefinite,
with all its eigenvalues being non-negative, it is true that
Tr (Wu) ≥ λmax (Wu), where λmax (Wu) represents the
maximum eigenvalue of Wu. If Wu is rank-one, the equality
is true, i.e. Tr (Wu) = λmax (Wu). The aforementioned
analysis is also applied to matrices Wc and Vd . Therefore,
our objective is to make Tr (Wu) − λmax (Wu) as small as
possible. To achieve this goal, we include penalty terms in
the objective function, as follows:

min
Wc,{Wu,Vd ,ρu}

Tr (Wc)+

U∑
u=1

Tr (Wu)+

D∑
d=1

Tr (Vd )

+ φ (Tr (Wc)− λmax (Wc))

+ φ

U∑
u=1

(Tr (Wu)− λmax (Wu))

+ φ

D∑
d=1

(Tr (Vd )− λmax (Vd )) (20a)

subject to: (18b), . . . , (18j), (20b)

where φ is the penalty factor. In [41], it was established that
λmax (Wu) is a convex function, so Tr (Wu) − λmax (Wu)

is a concave function. Then, an iterative-based algorithm
is proposed to find the approximate optimal solution.
From [41], we have the following inequality for any Xu � 0:

λmax (Wu) ≥ λmax (Xu)+ κ
H
max,Xu (Wu − Xu) κmax,Xu , (21)

where κmax,Xu is the unit-norm eigenvector corresponding to
the maximum eigenvalue of Xu.
Therefore, based on a given feasible

(
W(i)

u

)
for problem

(20), we can express λmax (Wu) in iteration i as follows:

λmax (Wu) ≥ λmax

(
W(i)

u

)
+ κ(i)Hmax,wu

(
Wu −W(i)

u

)
κ(i)max,wu .

(22)

Finally, we reformulate problem (20) as follows:

min
Wc,{Wu,Vd ,ρu}

Tr (Wc)+

U∑
u=1

Tr (Wu)+

D∑
d=1

Tr (Vd )

+ φ
(
Tr (Wc)− λmax

(
W(i)

c

)

TABLE 1. The proposed penalty method based on problem (23) to solve
problem (10).

− κ(i)Hmax,wc

(
Wc −W(i)

c

)
κ(i)max,wc

)
+ φ

U∑
u=1

(
Tr (Wu)− λmax

(
W(i)

u

)
−κ(i)Hmax,wu

(
Wu −W(i)

u

)
κ(i)max,wu

)
+ φ

D∑
d=1

(
Tr (Vd )− λmax

(
V(i)d

)
− κ(i)Hmax,vd

(
Vd − V(i)d

)
κ(i)max,vd

)
(23a)

subject to: (18b), . . . , (18j). (23b)

Problem (23) is convex and can be solved iteratively with
the CVX toolbox. The overall procedure to solve original
problem (10) with the penalty method in problem (23) is
described in Table 1. The precoder vector can be obtained
from the matrix variables by using (19a)-(19c).

The feasibility of the problem (9) can be determined by the
solution of the following optimization problem:

find wc,
{
wu, vd , rHu,c, r

ID
d,c, ρu

}
(24a)

s.t. (9b), (9c), (9d), (9e), (9f), (9g), (9h), (9i), (9j) (24b)

The solution to problem (24) is obtained by following the
procedure described in Subsection III.A for the optimization
problem (9). In this paper, we focus on defining the
maximum allowed values for the rate and EH requirements.
First, we derive the maximum allowed value for the rate
requirements at the u-th hybrid user and the d-th ID
user based on the Cauchy–Schwarz inequality and the
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constraints (9b), (9c), (9g), (13) and (14) as follows:

RHu,min ≤ min (δ1, δ2)+ log2

(
1+
‖hu‖2Pmax

σ 2
H ,u+γ

2
u

)
, ∀u (25a)

RIDd,min ≤ min (δ1, δ2)+log2

(
1+
‖qd‖2Pmax

σ 2
ID,d

)
, ∀d . (25b)

The maximum allowed value for the EH at the u-th hybrid
user is derived based on (9f) and (9g) as follows:

ψu ≤ ηu

(
‖hu‖2Pmax + σ

2
H ,u

)
, ∀u. (26)

Consequently, the problem (9) is infeasible if the con-
ditions (25a), (25b), and (26) are not fulfilled. However,
the feasibility of problem (9) cannot be guaranteed by only
satisfying the conditions (25a), (25b), and (26). An extensive
analysis of the feasibility conditions is beyond the scope of
this paper and will be studied in future works.

D. ROBUST PRECODING DESIGN FOR PROBLEM (10)
In previous subsections, we assumed a perfect CSIT.
However, practical systems are subject to channel estimation
errors and quantization errors [14] leading to an imperfect
CSI knowledge. Therefore, in this subsection, we propose
a robust precoding design to deal with the imperfect CSIT
based on the bounded CSI error model as follows [14]
and [15]:

Hu =

{
ĥu +1hu

∣∣∣1hHu 1hu ≤ ε2h,u
}
, ∀u, (27a)

Qd =

{
q̂d +1qd

∣∣∣1qHd 1qd ≤ ε2q,d
}
, ∀d, (27b)

Gk =
{
ĝk +1gk

∣∣∣1gHk 1gk ≤ ε2g,k
}
, ∀k, (27c)

where ĥu, q̂d , ĝk are the estimates of channel vectors,
1hu, 1qd , 1gk are the channel uncertainty of the channel
vectors hu, qd , gk , respectively. Moreover, εh,u, εq,d , εg,k
represent the radius of the uncertainty region for the
corresponding CSI of the channels hu, qd , gk , respectively.
Then, the robust optimization problem is composed of
infinitely many constraints due to the imperfect CSI. To solve
this problem, we propose the S-procedure [16], which permits
dealing with the infinite number of constraints by adding
extra variables while obtaining an equivalent problem with
a finite number of constraints as follows.
Lemma 1 (S-procedure [16], [15]): Let fi (x) = xHAix +

2Re
{
bHi x

}
+ ci, i = 1, 2, where Ai = AH

i . The condition
f1 (x) ≤ 0⇒ f0 (x) ≤ 0 holds if, and only if, τ ≥ 0 such that

τ

[
A1 b1
bH1 c1

]
−

[
A2 b2
bH2 c2

]
� 0. (28)

Next, we replace hu = ĥu + 1hu, hu ∈ Hu into the rate
constraint (10b) and reformulate the constraint as follows:

1hHu Bu1hu + 2Re
{(

Buĥu
)H
1hu

}
+ ĥHu Buĥu + σ

2
H ,u

+
γ 2
u

ρu
≤ 0,1hHu 1hu ≤ ε2h,u, ∀u, (29)

whereBu = −Wu
αHu
+

U∑
i=1,i6=u

Wi +
D∑
d=1

Vd . Then, we deal with

the CSI uncertainties in (29) based on Lemma 1 as follows:
x = 1hu, A1 = IN , c1 = −ε2h,u, A2 = Bu, b2 = Buĥu, and

c2 = ĥHu Buĥu+ σ
2
H ,u+

γ 2u
ρu
≤ 0. Therefore, constraint (29) is

rewritten as[
τH ,uIN − Bu −Buĥu
−ĥHu Bu −ĥHu Buĥu − σ

2
H ,u−

γ 2u
ρu
− τH ,uε

2
h,u

]
�0, ∀u,

(30)

where τH =
[
τH ,1, . . . ., τH ,U

]T are slack variables.
Similarly, we use the Lemma 1 and replace (27b) to transform
the constraint (10c) as follows:[
τID,d IN − Cd −Cd q̂d
−q̂Hd Cd −q̂Hd Cd q̂d − σ 2

ID,d − τID,dε
2
q,d

]
�0, ∀d,

(31)

where Cd = −
Vd
αIDd
+

U∑
u=1

Wu +
D∑

j=1,j6=d
Vj, and τID =[

τID,1, . . . ., τID,D
]T are slack variables. Next, Lemma 1

and (27a) are used to represent the constrain (10d) as
follows:[
τHc,uIN − Bc −Bcĥu
−ĥHu Bc −ĥHu Bcĥu−σ

2
H ,u−

γ 2u
ρu
− τHc,uε

2
h,u

]
�0, ∀u,

(32)

where Bc = −
Wc
β
+

U∑
i=1

Wi +
D∑
j=1

Vj, and τHc =[
τHc,1, . . . ., τHc,U

]T are slack variables. Similarly, we can
use Lemma 1 and replace (27b) to transform the constraint
(10e) as follows:[
τIDc,d IN − Bc −Bcq̂d
−q̂Hd Bc −q̂Hd Bcq̂d − σ

2
ID,d − τIDc,dε

2
q,d

]
�0, ∀d,

(33)

where τIDc =
[
τIDc,1, . . . ., τIDc,D

]T are slack variables.
The EH constraint (9f) can be reformulated with Lemma 1

and (27a) as follows:[
τE,uIN − E −Eĥu
−ĥHu E −ĥHu Eĥu + σ

2
H ,u −

ψu
ηu(1−ρu)

− τE,uε
2
h,u

]
� 0,

∀u, (34)

where E = −Wc −
U∑
i=1

Wi −
D∑
j=1

Vj, and τE =[
τE,1, . . . ., τE,U

]T are slack variables. Finally, the interfer-
ence power constraint (9h) is reformulated with (27c) and
Lemma 1 into the following:[
τPU ,k IN + E Eĝk

ĝHk E ĝHk Eĝk + χk − τPU ,kε
2
g,k

]
� 0, ∀k, (35)

where τPU =
[
τPU ,1, . . . ., τPU ,K

]T are slack variables.
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Based on [15], we propose the variables υu and υ̃u to
replace 1

ρu
and 1

1−ρu
in (30), (32), and (34). Therefore,

by ignoring the rank-one constraint, the optimization prob-
lem in (10) under imperfect CSIT can be formulated as
follows

min
Wc,Wu,Vd , ρu,

υu, υ̃u, τH ,u, τID,d ,

τHc,u, τIDc,d , τE,u,

τPU ,k



Tr (Wc)+

U∑
u=1

Tr (Wu)+

D∑
d=1

Tr (Vd )

(36a)

s.t. (30), (31), (32), (33), (34) and (35) (36b)

υu ≥
1
ρu
, υ̃u ≥

1
1− ρu

, ∀u (36c)

τH ,u, τID,d , τHc,u, τIDc,d , τE,u,

τPU ,k ≥ 0, ∀u, ∀d, ∀k (36d)

Wc,Wu,Vd � 0, ∀u, ∀d (36e)

0 < ρu < 1, ∀u. (36f)

Problem (36) is convex and can be solved with the CVX
toolbox in MATLAB. Moreover, if the matrix solutions
are not rank-one, the penalty method of Subsection III.C
is used to obtain the solution of the beamforming
vectors. The complexity of the problem (36) can be
given by O

(√
ARMs + BRN · zo ·

[
z2o + ARM

3
s + BRN

3
+

zo
(
ARM2

s + BRN
2
)])

log
(
1
ξ

)
because the problem (36)

is composed of AR = 3U + 2D + K linear matrix
inequality (LMI) constraints with size Ms = N + 1,
BR = U + D + 1 LMI constraints with size N ,
and the number of decision variables has an order of
z0 = BRN 2 [43].

E. THE NOMA-BASED APPROACH
We describe the NOMA-based scheme [12] used as a com-
parative scheme for the proposed system model. We consider
two groups of users, one group composed of hybrid users,
and the other group composed of ID users. Then, we apply
NOMA in each group while treating the interference between
groups as noise. In NOMA, the original messages, mHu and
mIDd , intended for the u-th hybrid user and the d-th ID user,
are independently encoded into private streams s̃Hu and s̃IDd ,
respectively. The precoder vectors for streams s̃Hu and s̃IDd
are defined as w̃u ∈ CNx1 and ṽd ∈ CNx1, respectively.
We consider the users to be ordered according to their
channel strengths: ‖h1‖ ≥ ‖h2‖ ≥ . . . . ≥ ‖hU‖ and
‖q1‖ ≥ ‖q2‖ ≥ . . . . ≥ ‖qD‖.
The SIC procedure for the u-th hybrid user permits it to

successively decode and subtract the intended signals for the
weaker users, u + 1, . . . ,U . Similarly, the signals of the
weaker users, d + 1, . . . ,D, are decoded through the SIC
layers at the d-th ID user.

The achievable rate at the u-th hybrid user when decoding
the signal intended for the i-th hybrid user can be expressed

as

RHu,i= log2

1+

∣∣hHu w̃i
∣∣2

i−1∑
j=1

∣∣hHu w̃j
∣∣2+ D∑

d=1

∣∣hHu ṽd ∣∣2+σ 2
H ,u +

γ 2u
ρu

 ,
∀u, ∀i ≥ u. (37)

The achievable rate at the d-th ID user when decoding the
signal intended for the r-th ID user can be expressed as

RIDd,r = log2

1+

∣∣qHd ṽr ∣∣2
U∑
u=1

∣∣qHd w̃u
∣∣2 + r−1∑

j=1

∣∣qHd ṽj∣∣2 + σ 2
ID,d

 ,
∀d, ∀r ≥ d . (38)

The energy harvested at the EH module of the u-th hybrid
user is given by

EHu,NOMA

= ηu (1− ρu)

 U∑
j=1

∣∣∣hHu w̃j

∣∣∣2 + D∑
d=1

∣∣∣hHu ṽd ∣∣∣2 + σ 2
H ,u

 ,
∀u. (39)

The interference power at the k-th PU is given by

Pintk,NOMA =
U∑
u=1

∣∣∣gHk w̃u

∣∣∣2+ D∑
d=1

∣∣∣gHk ṽd ∣∣∣2, ∀k. (40)

Therefore, minimization of the total transmit power at the
STx by considering the NOMA method, subject to the min-
imum data rate requirement, the minimum EH requirement,
and the maximum power allowed for interference with the
PUs, is formulated as follows:

min
{w̃u,ṽd ,ρu}

U∑
u=1

∥∥w̃u
∥∥2 + D∑

d=1

∥∥ṽd∥∥2 (41a)

s.t. RHu,i ≥ R
H
i,min, ∀u, ∀i ≥ u (41b)

RIDd,r ≥ R
ID
r,min, ∀d, ∀r ≥ d (41c)

EHu,NOMA ≥ ψu, ∀u (41d)
U∑
u=1

∥∥w̃u
∥∥2 + D∑

d=1

∥∥ṽd∥∥2 ≤ Pmax (41e)

Pintk,NOMA ≤ χk , ∀k (41f)

0 < ρu < 1, ∀u. (41g)

Problem (41) is non-convex and can be reformulated as
a convex problem by using the SDR technique, detailed in
Section III.C, as follows:

min{
W̃u,Ṽd ,ρu

}
U∑
u=1

Tr
(
W̃u

)
+

D∑
d=1

Tr
(
Ṽd

)
(42a)

Subject to:
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−Tr
(
HuW̃i

)
+

i−1∑
j=1

Tr
(
HuW̃j

)
α̃Hi

+

D∑
d=1

Tr
(
HuṼd

)
α̃Hi

+ σ 2
H ,uα̃

H
i +

α̃Hi γ
2
u

ρu
≤ 0, ∀u, ∀i ≥ u (42b)

−Tr
(
Qd Ṽr

)
+

U∑
u=1

Tr
(
QdW̃u

)
α̃IDr

+

r−1∑
j=1

Tr
(
Qd Ṽj

)
α̃IDr

+σ 2
ID,d α̃

ID
r ≤ 0, ∀d, ∀r ≥ d (42c)

−

U∑
j=1

Tr
(
HuW̃j

)
−

D∑
d=1

Tr
(
HuṼd

)
− σ 2

H ,u

+
ψu

ηu (1− ρu)
≤ 0, ∀u (42d)

U∑
u=1

Tr
(
W̃u

)
+

D∑
d=1

Tr
(
Ṽd

)
≤ Pmax (42e)

U∑
u=1

Tr
(
GkW̃u

)
+

D∑
d=1

Tr
(
Gk Ṽd

)
− χk ≤ 0, ∀k

(42f)

0 < ρu < 1, ∀u (42g)

W̃u, Ṽd � 0, ∀u, ∀d (42h)

where α̃Hi = 2R
H
i,min − 1, and α̃IDr = 2R

ID
r,min − 1. Problem (42)

is convex and can be solved with the CVX toolbox, based on
the Algorithm in Table 1 using the penalty method if the rank
of W̃∗u and Ṽ

∗
d is larger than rank-one.

F. COMPARATIVE ITERATIVE SCHEMES
The proposed DNN-based scheme is not an iterative scheme
and the solution to the problem (9) consists of two steps.
In the first step, the value of the common rate variables is
provided as the output of theDNNmodule. In the second step,
an SDR-based scheme is used to optimize the beamforming
vectors and PS ratios. On the other hand, iterative algorithms
require dozens of steps to achieve the close-optimal solution
while solving an optimization problem in each step. Then,
iterative algorithms have high computational complexity,
which limits the use of those algorithms in practical scenarios
where a fast solution is required due to the changing nature
of the wireless channels.

We consider a PSO-based scheme with SDR [30] as the
main comparative iterative scheme. The PSO algorithm is
a metaheuristic algorithm used to obtain the value of the
common rate variables and the SDR method is used to
optimize the beamforming vectors and PS ratios. In partic-
ular, the PSO scheme consists of NPSO particles, where each
particle has a position with a dimension which is equal to the

number of common rate variables. First, the positions of the
NPSO particles are randomly initialized within the constraints
detailed in (15a) and (15b), and their corresponding objective
function values are obtained from (9a) after solving the
SDR-based problem (18) for each particle. Next, based on
the objective function of each particle and the best particle
in the swarm, the PSO algorithm evaluates the velocity of
each particle which is used to update the particle’s positions
for the next iteration. Then, the updated particle’s positions,
which represent the common rate variables, are used as inputs
to calculate their corresponding objective function values
by solving the problem (18). The aforementioned process
is repeated until convergence is being reached, which can
be defined based on a maximum number of iterations Imax

PSO
or a relative change in the objective function. Consequently,
in each iteration, the problem (18) needs to be solved NPSO
times. A detailed description of the PSO algorithm can be
found in [30].

For comparison purposes, we consider three additional
schemes based on the metaheuristic algorithms: the genetic
algorithm (GA) [44], the cuckoo search (CS) algorithm [45],
and the butterfly optimization algorithm (BOA) [46]. These
metaheuristic algorithms are based on an iterative approach
with a similar procedure to the PSO-based scheme. That is,
the metaheuristic algorithm is used to optimize the common
rate variables and the SDR-based problem (18) is used to
obtain the beamforming vectors and PS ratios. GA is based
on a set of NGA chromosomes, where each chromosome
is composed of several variables representing the common
rate variables. The value of the chromosomes is updated
based on selection rules and mutation methods to obtain the
best chromosome that minimizes the objective function in
a total of Imax

GA generations. The CS algorithm consists of
NCS host nests with a dimension representing the common
rate variables, where the variables in the nests are updated
in each iteration based on the Lévy flight until reaching a
maximum number of iterations Imax

CS . Moreover, a portion
pa,CS of the worst nests is discarded and will be replaced by
newly generated nests in each iteration. BOA is composed of
a population of NBOA butterflies with a position representing
the values of the common rate variables. The position of each
butterfly is updated in each iteration based on the fragrance
of the butterfly, determined by its fitness function, until a
maximum number of generations Imax

BOA is being reached.
The complexity of the proposed DNN-SDR scheme

is composed of the complexity of the DNN module
described in Subsection III.B and the complexity to solve
the problem (18) detailed in Subsection III.C. Then, the
total complexity of the proposed DNN-SDR approach
is given by O (J (U + D + K)+ ψSDR), where ψSDR =

O
(√

MvN
(
M3
VN

6
+MvLN 2

))
represents the complexity to

solve the problem (18). Note that the complexity of the
proposed DNN-based scheme can be simplified to that of
solving the problem (18) because the complexity of the DNN
module is very low and can be omitted. Concerning the
comparative iterative schemes, the PSO-based algorithm has
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a complexity of O
(
NPSOImax

PSOψSDR
)
. The CS-based scheme

has a complexity ofO
(
Imax
CS

(
NCS + pa,CSNCS

)
ψSDR

)
. In the

case of BOA, the complexity is given byO
(
Imax
BOANBOAψSDR

)
.

The proposed DNN-based scheme does not require an
initial point since the inputs are the channel vectors and
rate and EH requirements. However, if the values of the
common rate variables, provided as the output of DNN,
leads to an infeasible solution to the problem (18), we can
set these variables to zero and remove the beamforming
vector wc with its corresponding constraints (9d) and (9e).
In this case, the RSMA-based problem is transformed into
an SDMA-based problem, which does not require an initial
feasible point. It is worth highlighting that in our simulations,
the proposed DNN-based scheme has provided feasible
values for the common rate variables in all the considered
scenarios.

On the other hand, feasible starting points are required
for iterative-based schemes. In particular, we only need
to analyze a feasible initial value for the common rates,
which are limited based on (16) and (17) as mentioned in
Subsection III.B. Then, based on the analysis of (16) and
(17), we can increase the possibility of selecting a feasible
initial point since we limit the search area for the common
rate variables. Moreover, the iterative-based schemes, used
for comparison purposes in this paper, start with a population
of 10 individuals where it is expected that at least one feasible
point was found in the set.

IV. SIMULATION RESULTS
In this section, we present numerical results to prove the
effectiveness of our proposed scheme based on a DNN
with an autoencoder and the SDR technique, denoted as
DNN–SDR RSMA. The values of the parameters adopted
in the simulation are N = 8, U = 2, D = 2, K = 2,
γ 2
u = σ 2

H ,u = α2ID,d = −60dBm, RHu,min = RIDd,min = Rmin,
ψu = ψ , ηu = 1, χk = −60dBm, ς = 0.0001, and Pmax =

40dBm. The simulations were performed on a computer with
an Intel Core i7 and 16GB of RAM.

As mentioned in Section III.B, the DNN module is a
supervised scheme that requires training data to learn the
optimal parameters. Thus, we used our previously proposed
solution for a MISO SWIPT cognitive radio system [30] to
obtain the dataset by assuming a perfect CSIT. We compared
the results of the proposed scheme with baseline schemes
using SDMA andNOMAas described in Section III.E of [37]
and Section III.D of this paper, respectively. Moreover,
we consider the iterative schemes described in Section III.F
of this paper as comparative approaches. All compared
methods were implemented with the penalty method when
the matrix variables were higher than rank-one.

In each example, we considered Rician fading to construct
the channel vectors from the STx to the hybrid and ID
users, as well as Rayleigh fading for channels to the PUs.
We assumed a signal attenuation of� dB from the STx to the
hybrid and ID users. For instance, an average distance of five

meters corresponds to a signal attenuation of � = 40 dB [9].
The channel from the STx to the u-th hybrid user is expressed
as

hu =

√
KR

1+ KR
hLOSu +

√
1

1+ KR
hNLOSu , (43)

where hLOSu is the line-of-sight (LOS) deterministic com-
ponent, KR is the Rician factor equal to 5dB, and hNLOSu
denotes the Rayleigh fading component composed of CSCG
random variables with zero mean and covariance of −� dB.
To generate hLOSu , we considered the far-field uniform linear
antenna array model given in [47]:

hLOSu = 10−
�
10

[
1 e−jπ sin

(
θHu
)
e−j2π sin

(
θHu
)

. . . e−j(N−1)π sin
(
θHu
)]T
, (44)

where θHu represents the direction of the u-th hybrid user to
the STx, and assuming that spacing between antennas at the
STx is half the carrier wavelength. To generate the channel
vectors, qd , we used the aforementioned procedure in (43)
and (44), with θ IDu being the direction of the d-th ID user to
the STx. The channel vectors, gk (from the STx to the PUs),
were modeled with Rayleigh fading considering a power
attenuation of 60dB.

We considered three separate datasets: training, validation,
and testing. The training data were used to optimize the
weights of the DNN module, and the validation data were
used to select the best hyperparameters of the DNN, such as
the learning rate, the number of hidden layers and units, the
batch size, the number of epochs, and so on. The testing data
were used to evaluate the performance of the final model, i.e.
the model trained with the best hyperparameters. The training
data is comprised of 6800 samples with a signal attenuation
of � = 40 dB, N = 8 antennas at the STx, the angles of
the users set at θH1 = 30◦, θH2 = 50◦, θ ID1 = −25◦, and
θ ID2 = −60

◦, data rate requirements from Rmin = 1 bit/s/Hz
to Rmin = 8 bits/s/Hz, with EH requirements from ψ =

−6 dBm toψ = −24 dBm. The validation set was composed
of 560 samples considering N = 8 antennas at the STx,
data rate requirements from Rmin = 1 bit/s/Hz to Rmin =

8 bits/s/Hz, and EH requirements from ψ = −6 dBm to
ψ = −27 dBm. The testing data were used as described
in Section IV.B and were varied based on the case to be
analyzed. Note that the testing data were not used during the
training and hyperparameter selection processes. Moreover,
the training and validation dataset were collected by assuming
a perfect CSIT.

A. TUNING THE HYPERPARAMETERS OF THE MODELS
First, we describe the autoencoder, which is composed of
three hidden layers with 8, 1, and 8 units in each hidden layer,
i.e. J=1. We use the tanh function as the activation function
along with the Adam optimizer, where mean absolute error is
the loss function. As described in Section III.B, the samples
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FIGURE 6. Convergence behavior of the autoencoder.

of the dataset for the autoencoder were the channel vectors,
which could be hu, qd , or gk . In particular, we used a training
dataset composed of 84,000 channel vectors and a validation
set of 12,000 channels. The channel vectors were generated
considering N = 8 antennas at the STx. Note that this
dataset can easily be obtained because the autoencoder is
an unsupervised learning method and does not require any
labels for training. To simplify the presentation of the results,
we considered the parameters of the learning rate (lr), the
batch size, and the number of epochs. However, other types of
activation function, numbers of hidden layers, and units were
analyzed in order to select the best hyperparameters.

Fig. 6 shows the convergence behavior of the autoencoder
for several combinations of batch size and learning rate,
where training iterations represented the process to update
the weights in the autoencoder through the backpropagation
algorithm. For instance, with a batch size of 256 and
84000 training samples, 329 training iterations were executed
in each epoch. Increasing the batch size means that more
samples were used to accurately estimate the error gradient
in each step, which allowed the model to converge in
fewer iterations. However, as the batch size increases, more
machine memory is required. Moreover, we observed that as
the learning rate increased, faster convergence was achieved,
but not even the slightest reconstruction error was reached.
On the other hand, a very low learning rate presented low
convergence. Then, we selected a learning rate equal to
0.0001, a batch size of 256, and 200 epochs.

The DNN is composed of three hidden layers with
100 units in each. The activation function was the exponential
linear unit (ELU) function along with the Adam optimizer,
with mean absolute error as the loss function. Moreover,
we shuffled the training data before each epoch. Fig. 7 shows
the convergence behavior of the DNN with a batch size of
256 for different values of learning rate and J . We observe
that a high learning rate involved fast convergence, but caused
overfitting. On the other hand, a very low learning rate
had slow convergence and required more epochs to achieve
convergence. Moreover, we investigated the effect of the
number of units in the middle layer of the autoencoder (J ).

FIGURE 7. Convergence behavior of the DNN based on the learning rate
and J .

FIGURE 8. Convergence behavior of the DNN based on the batch size.

In the case of an autoencoder with J = 2, the best structure
for the DNN was three hidden layers with 150 units in each.
Concerning the case of the autoencoders with J = 4 and
J = 6, the best structure for the DNN was four hidden
layers with 50 units in each. We see that the schemes with
J = 1 and J = 2 achieve similar results with J = 1 having
fewer trainable parameters. In addition, we observe that as we
increase the value of J , less is the generalization ability of the
DNN.

Fig. 8 compares convergence of the DNN for different
batch sizes with a learning rate of 0.0005. Similar to Fig. 6,
as we increase the batch size, faster is the convergence.
We observe that the batch sizes of 256 and 512 achieve the
lowest error with a batch size of 256 requiring less machine
memory. Then, we selected J = 1, a learning rate equal to
0.0005, a batch size of 256, and 200 epochs for the rest of the
simulations.

B. PERFORMANCE ANALYSIS OF THE PROPOSED
APPROACH
In this subsection, the presented results are averaged over
several channel realizations. Moreover, we averaged the
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FIGURE 9. Convergence behavior of the comparative schemes.

results obtainedwith several DNNs, each of them trainedwith
the same dataset but with different initial weights.

In our simulations, the main parameters of the iterative-
based schemes are NPSO = NGA = NCS = NBOA = 10,
and Imax

PSO = Imax
GA = Imax

CS = Imax
BOA = 20. Fig. 9 shows

the convergence behavior of the comparative schemes for
RSMA when an EH requirement of ψ = −19 dBm is
given. We see that all the iterative-based schemes converge
within 20 iterations and achieve a similar transmission power.
Moreover, the PSO-based scheme converges faster than the
other iterative-based schemes, while achieving the lowest
transmission power.

In Fig. 10 and Fig. 11, the testing data were composed
of samples with a signal attenuation of � = 40 dB,
N = 8 antennas at the STx, and angles of the users at
θH1 = −15

◦, θH2 = −70
◦, θ ID1 = 80◦, and θ ID2 = 10◦.

Fig. 10 shows the transmit power at the STx according to
the data rate requirement for the hybrid and ID users when
a minimum EH of ψ = −19 dBm is given. We observe
that the proposed DNN–SDR approach achieves a very
close performance to those of the comparative iterative
methods with less computational complexity. Moreover, the
schemes developed with the RSMA technique achieved lower
transmission power, compared with the traditional SDMA
and NOMA. The increase in the gap between the proposed
DNN-SDR approach and the PSO-SDR RSMA method at
rate requirements higher than Rmin = 8 bits/s/Hz is because
Rmin = 9 bits/s/Hz and Rmin = 10 bits/s/Hz are new
scenarios never seen in the training and validation data. The
improvement of NOMA over SDMA is because NOMA
performs SIC to decode the interference caused by other
secondary users’ messages, which increases the achievable
rate for the secondary users while reducing the required trans-
mission power. However, as the rate requirement increases,
more transmission power needs to be allocated to each user’s
message. In particular, the closer user needs to decode the
message of the farther user through SIC, which requires
increasing the transmission power for the message of the
farther user. Then, for high-rate requirements, the SDMA

FIGURE 10. Total transmit power at the STx according to the data rate
requirement.

FIGURE 11. Total transmit power at the STx according to the EH
requirement.

scheme had better performance, compared to NOMA, since
more directive beams can be obtained by optimizing the
precoder vectors. In the rest of this Section, we denote the
PSO-based scheme with RSMA as Close-optimal RSMA for
comparison purposes.

Fig. 11 provides comparisons of the total transmit power
at the STx according to the minimum required EH at the
hybrid users for minimum data rate requirements of Rmin =

4 bits/s/Hz and Rmin = 6 bits/s/Hz. As expected, both RSMA
methods outperformed the SDMA and NOMA schemes in
terms of minimum transmit power. Note that the proposed
scheme based on the DNN achieved results similar to the
close-to-optimal RSMA but with a significant reduction in
computational complexity. Thus, we proved the superiority of
the RSMAmethod over the conventional SDMA and NOMA
schemes in the proposed system model, where RSMA is
established in the literature as a general multiple access
method, with SDMA and NOMA as particular cases [2], [3].
For instance, the SDMA strategy can be applied by setting
the precoder vector of the common stream to zero, which
means that message mHu is directly encoded into sHu , and
mIDd is directly encoded into sIDd . The slight decrease on
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TABLE 2. Comparison of computational time.

the performance of the DNN-SDR approach at Rmin =

6 bits/s/Hz compared with the case of Rmin = 4 bits/s/Hz
is because the DNN predicts the value of the common rate
variables

{
rHu,c, r

ID
d,c

}
of which upper limits are defined by

their corresponding
{
RHu,min,R

ID
d,min

}
as detailed in (15a) and

(15b). Therefore, as Rmin increases, more are the possible
values for the common rate variables leading to a slight
increase in the prediction error. However, the difference in
the performance of the DNN-SDR approach compared with
that of the close-optimal RSMA for rate requirements lower
than Rmin = 8 bits/s/Hz is very small as we can observe in
Fig. 10.

Table 2 shows the computational time achieved by the com-
parison methods with eight antennas at the STx. We consider
several channel realizations with different values for rate and
EH requirements, where we report the average computational
time. Moreover, all the considered schemes are subject to the
same channel vectors and system parameters to guarantee a
fair comparison. As described in Section III.B, the proposed
scheme is composed of the training phase and deployment
phase, where the computational time of the training phase
is not included in Table 2 because it is performed in offline
before the deployment phase. Then, the computational time
for the proposed DNN-SDR scheme is composed of the
computational time of the DNNmodule given by 0.0975s and
the computational time to solve the problem (18) given by
0.7728s. We observe that the proposed DNN–SDR approach
can reduce the computational time about 70-fold, compared
with the close-to-optimal method, while achieving similar
performance. Moreover, the computational complexity of
the DNN–SDR scheme is only slightly higher than SDMA
and NOMA, while providing a significant improvement.
In the results shown in Table 2, the penalty method was not
necessary, since all the matrices were rank-one. In general,
concerning the results presented in this section, only 1.2% of
the cases needed the penalty method where only one iteration
was required in most of the cases.

Now, we study the generalization performance of the
proposed scheme for scenarios that are different from the ones
used in the training data, such as different signal attenuations,
different numbers of transmitting antennas at the STx, and
imperfect CSIT. Fig. 12 shows the transmit power at the
STx versus the signal attenuation for the hybrid and ID
users subject to an EH requirement of ψ = −19 dBm and
a rate requirement of Rmin = 6 bits/s/Hz. The test data
were composed of signal attenuations from � = 36 dB to
� = 50 dB, N = 8 antennas at the STx, and angles of
users set at θH1 = −15

◦, θH2 = −70
◦, θ ID1 = 80◦, and

θ ID2 = 10◦. We see that the proposed DNN-based scheme

FIGURE 12. Total transmit power at the STx versus signal attenuation.

had performance similar to the close-to-optimal approach
while reaching a significant improvement over the NOMA
and SDMA methods. Note that the DNN and autoencoder
were trained by using samples with a signal attenuation of
� = 40 dB, and then, the proposed scheme proved to be
robust to diverse signal attenuations.

Fig. 13 illustrates the transmit power at the STx versus
the number of transmitting antennas subject to an EH
requirement of ψ = −15 dBm and a rate requirement of
Rmin = 6 bits/s/Hz. The test data were composed of signal
attenuation � = 40 dB, numbers of antennas at the STx
ranging from N = 6 to N = 28, and angles of users at
θH1 = −15

◦, θH2 = −70
◦, θ ID1 = 80◦, and θ ID2 = 10◦. This

is a challenging scenario, because as the number of antennas
increases, more elements are presented in the channel vector
modifying the input dimension of the samples. As mentioned
in Section III.B, we kept the same DNN module for all the
number of antennas, and only trained a new autoencoder for
new numbers of antennas while keeping the same dimension
in the middle layer. For instance, with N = 28 antennas,
we used an autoencoder composed of three hidden layers
with 28, 1, and 28 units in each hidden layer for the case
of DNN-SDR RSMA with J = 1 while using the same
DNN as the case of N = 8 antennas. Moreover, training an
autoencoder is a relatively easy task since the same input is
used as output. For comparison purposes, we included the
schemes with J = 2 and J = 4, each of them having an
indenpendent DNN with a structure detailed in Subsection
IV.A. We observed that the proposed scheme can adapt to
challenging scenarios while achieving a result similar to the
close-to-optimal approach. In addition, we see that at N = 8
antennas, the schemes J = 1, J = 2, and J = 4 had
similar results. However, at N = 28 antennas the schemes of
J = 1 and J = 2 achieve a lower transmit power compared
with the scheme of J = 4, which is consistent with the results
obtained in Fig. 7. It is worth highlighting that the training
data only considered samples with N = 8 antennas, which
proves the generalization capability of the proposed approach
for very different scenarios.
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FIGURE 13. Total transmit power at the STx versus the number of
transmitting antennas.

Finally, we study the generalization performance with
imperfect CSIT. The radii of the channel errors are defined as
εh,u = µh,u

∥∥∥ĥu∥∥∥
2
, εq,d = µq,d

∥∥q̂d∥∥2, εg,k = µg,k
∥∥ĝk∥∥2,

where µh,u = µq,d = µg,k = µ, µ ∈ [0, 1) are
the relative value of CSI uncertainties. Fig. 14 shows the
transmit power at the STx according to the rate requirement
subject to different levels of imperfect CSIT with an EH
requirement of ψ = −25 dBm. This is a very difficult
scenario to prove the generalization performance since the
training and validation datasets were collected by assuming
a perfect CSIT and do not contain samples with imperfect
CSIT and EH requirement of ψ = −25 dBm. We see that
the transmission power increases according to the value of
the CSI uncertainties. The reason is that the considered model
for imperfect CSIT leads to optimizing a robust beamforming
problem to satisfy the worst-case user requirements. Then,
as the level of imperfect CSIT increases, higher is the effect
of the worst-case user requirements, which increases the
required transmission power. We observed that the proposed
DNN-based scheme can successfully deal with imperfect
CSIT scenarios while achieving a result similar to the close-
to-optimal approach. Moreover, we see that RSMA with
imperfect CSIT achieves a significantly lower transmission
power than SDMA and NOMA with perfect CSIT for the
considered rate requirements.

C. THE FINE-TUNING PROCESS
Fine tuning is based on retraining the weights of the final
DNN to adapt the model to a new working condition.
We applied fine tuning to improve the performance of
the proposed scheme in scenarios never seen during the
training process. The general procedure is to use the weights
of the final DNN as initial weights in order to execute
the backpropagation procedure with the new training data
collected for the new scenario. This procedure permits us
to have a scheme with better performance for the new
scenario by collecting relatively few samples, since we used
a pre-trained model as the initial point.

Fig. 15 shows the transmit power at the STx according
to the data rate requirements, with a minimum EH of

FIGURE 14. Total transmit power at the STx versus the data rate
requirement when imperfect CSIT is considered.

FIGURE 15. Total transmit power vs. data rate requirements after fine
tuning.

ψ = −19 dBm, and where the DNN model after
the fine-tuning process is denoted as DNN–SDR RSMA
(updated). The fine-tuning procedure used a learning rate
of 0.0005, and a batch size of 128 with 10 epochs. The
new training data consisted of 1900 samples with data rate
requirements of Rmin = 9 bits/s/Hz and Rmin = 10 bits/s/Hz,
and EH requirements fromψ = −10 dBm toψ = −25 dBm.
The objective of fine tuning is to improve the performance
for scenarios with rate requirements of Rmin = 9 bits/s/Hz
and Rmin = 10 bits/s/Hz. We observed from the fine-tuning
procedure that a slight improvement was achieved, compared
with the case of fixed weights.

Fig. 16 shows the transmit power at the STx according
to the EH requirements with a rate requirement of Rmin =

6 bits/s/Hz and N = 24 antennas. The fine-tuning procedure
used a learning rate of 0.0001, a batch size of 256, and
10 epochs. The new training data consisted of 2000 samples
with N = 24 antennas, data rate requirements from Rmin =

3 bits/s/Hz toRmin = 10 bits/s/Hz, and EH requirements from
ψ = −7 dBm to ψ = −25 dBm. We see that the fine-tuning
process permits an improvement over the case with fixed
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FIGURE 16. Total transmit power vs. EH requirements with
N = 24 antennas after fine tuning.

weights, since the weights of the DNN were optimized to
the new scenario. Then, by using the fine-tuning procedure,
we can adapt the trained DNN to new scenarios without the
need to collect very much new data.

V. CONCLUSION
In this paper, we considered a multi-user underlying MISO
SWIPT system with RSMA by considering hybrid users and
ID users. The precoder vectors, common rate variables, and
PS ratios were optimized to minimize the total transmission
power at the STx, subject to rate, energy, and interference
constraints. The minimum transmit power problem was
divided into two subproblems, where the outer problem
was solved with a DNN-based scheme with an autoencoder,
and the inner problem was solved with the SDR technique.
To guarantee feasible results, a penalty function was applied
along with the SDR technique. Simulation results showed
that the proposed DNN–SDR scheme achieved performance
superior to the conventional SDMAandNOMAmethods, and
performance comparable to the close-to-optimal approach,
with a significant reduction in the computational complexity.
We showed that the proposed scheme, aided with an autoen-
coder, has excellent generalization performance to deal with
new conditions, such as different signal attenuations, different
numbers of transmitting antennas, and imperfect CSIT,
without the need tomodify themain DNNmodule.Moreover,
we presented the fine-tuning process as a useful method to
improve the performance of the proposed framework in new
scenarios.
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