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ABSTRACT Network-on-Chips (NoC) has been the superior interconnect fabric for multi/many-core on-
chip systems because of its scalability and parallelism. On-chip network resources can be dynamically
configured to improve the energy efficiency and performance of NoC. However, large and complex design
space in heterogeneous NoC architectures becomes difficult to explore within a reasonable time for optimal
trade-offs of energy and performance. Furthermore, reactive resource management is not effective in
preventing problems, such as thermal hotspots, from happening in adaptive systems. Therefore, we propose
machine learning (ML) techniques to provide proactive solutions within an instant in NoC-based computing
systems. We present a deep reinforcement learning (deep RL) technique to configure voltage/frequency
levels of NoC routers and links for both high performance and energy efficiency while meeting the global
energy budget constraint. Distributed RL agents technique has been proposed, where an RL agent configures
a NoC router and associated links intelligently based on system utilization and application demands.
Additionally, neural networks are used to approximate the actions of distributed RL agents. Simulations
results for NoC sizes ranging from 16 to 256 cores under real applications and synthetic traffic show that
the proposed self-configurable and scalable approach, on average, improves energy-delay product (EDP)
by 30-40% (up to 80%) and by 8% (up to 17%) compared to existing non-ML and ML based solutions,
respectively.

INDEX TERMS Network-on-chip (NoC), multicore architecture, mancore processor, machine learning
(ML), reinforcement learning (RL), distributed RL, deep reinforcement learning (Deep RL), Q-learning,
neural networks (NNs), self-configurable, energy-efficiency, high-performance.

I. INTRODUCTION
Multiprocessor System-on-Chips (MPSoCs) and chip mul-
tiprocessors (CMP) are moving towards the integration of
hundreds to thousands of cores on a chip. Manycore on-chip
systems have better power efficiency, interconnection, and
latency compared to traditional local area network (LAN)
based systems [28]. Industry and academia researchers are
working on manycore single chip solution that could replace
the traditional big data-center solution and/or that can be used
as the base chip for supercomputer with million cores [1],
[8], [10]. For example, a single chip with 850K independent
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cores has been developed by Cerebras [1], and each processor
chip of Sunway TaihuLight with 40960 processors contains
256 cores [10]. As on-chip systems can contain hundreds to
thousand of cores, network-on-chip (NoC) has been adopted
as a standard solution to manage the complex on-chip com-
munication among cores, where cores are running the tasks of
applications. NoC offers several important benefits over tradi-
tional bus in terms of scalability, parallelism, throughput, and
power efficiency for on-chip communication in multi/many-
core systems [5], [14], [16]. The number of NoC router and
link resources to support the increased number of cores in
on-chip system has also increased significantly. This results
in significant increase in NoC power consumption relative
to the total chip power. Several NoC prototypes have shown
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that on-chip network consumes 10-40% of the total chip
power, including 30% in the Intel 80-core Terascale chip [24]
and 40% in the MIT RAW chip [48]. Furthermore, [29]
demonstrated that data movement consumes 25% of the total
energy. Because of the gap between transistor density and
transistor power efficiency in process technology (failure of
Dennard Scaling [17]), manycore chip faces power budget
problem [47]. High power consumption also affects the lifes-
pan of systems, due to increased heat buildup.

With the advancement of technology, computation
becomes more energy-efficient compared to communication.
In 7nm transistor technology, energy per unit communica-
tion consumes 6-time more energy than that of computa-
tion [9]. The fraction of time spent in communication for
an application increases with the increase in the number of
processing cores in systems and it (fraction of time spent
in communication) can be more than 50% for large-scale
systems [6], which significantly hampers the parallelism
performance (as computations need to wait for data trans-
ferred in communication). The key element to scalable chip
performance is the on-chip interconnects connecting the
cores/memory. Therefore, a challenging research problem
is to design energy-efficient and high-performance NoC for
multi/many-core computing systems.

FIGURE 1. 64-core architecture connected through 4 × 4 concentrated
2D-Mesh NoC.

Our objective is to obtain high-performance NoC while
achieving energy-efficiency. In this work, besides small-scale
16-core NoC, we consider large-scale 256-core architecture
that is placed in a 8×8 concentrated mesh (CMesh) topology.
A 64-core CMesh architecture is illustrated in Figure 1, where
cores are placed in a 4 × 4 2D-Mesh topology. 4-core are
concentrated with a single router in a tile, where every core
can be heterogeneous with different computational capaci-
ties. Each core has an individual L1 cache and each router
has an L2 cache shared among the four cores connected to
each router. Routers are connected to each other via links
to form the NoC, where every router can be heterogeneous

with different communication capacities, including varying
bandwidth links and buffer counts.

Different tasks of an application can have different com-
putation and communication demands, for example, one
task can be computation-intensive where another task can
be communication-intensive. Furthermore, multiple appli-
cations with different demands can run simultaneously on
a multi/many-core chip. Multi/many-core systems can con-
tain heterogeneous computing nodes, for example, GPUs,
accelerators, and CPUs. NoC can be designed with hetero-
geneous capacities in different parts of NoC. For example,
routers with more buffers and links with higher bandwidth
can be designed to support computing nodes with higher
communication requirements. Because of the diverse traffic
patterns of application(s), different routers and links in NoC
can carry different amounts of data by merging traffic flows
from various tasks of the application(s). To cope with the
heterogeneity of traffic workloads and heterogeneity of com-
puting resources, NoC can be configured heterogeneously
for energy efficiency and high performance. Heterogeneous
NoC configurations include V/F-scaling of routers and links.
Prior research has shown that dynamic voltage and frequency
scaling (DVFS) can reduce dynamic energy consumption of
NoC routers and/or links at run-time [33], [35]. Many works
have effectively applied voltage/frequency (V/F) scaling on
on-chip systems and networks for energy reduction [4], [11],
[22], [51], [53]. With DVFS, supply voltage is increased dur-
ing high NoC traffic to meet the NoC performance require-
ments while supply voltage needs to be decreased during low
traffic for energy savings. Because of the large and complex
NoC design space (V/F-levels, heterogeneity of cores and
routers, multicores, topology, task-core mapping, etc.), reac-
tive solutions using heuristics or linear optimization solvers
are not effective at run-time systems due to the high time
complexity for exploring many designs and configuration
parameters for optimal/near-optimal solutions. Large prob-
lem instances cannot be computed using linear programming
optimizers (e.g., integer linear programming solver) for opti-
mal solutions since they fail to compute results in time for
run-time configuration decisions. Heuristics may not cover
all possible cases under heterogeneous tasks (and traffic)
and heterogeneous resources. Therefore, reactive or ad-hoc
resource configuration may not be an effective technique
in preventing problems, such as creating thermal hotspots
and exceeding chip power budget, from happening in adap-
tive systems. For example, reactive/slow solutions may not
increase or decrease V/F-levels properly to meet the demands
of the applications while providing both high-performance
and energy-efficient solution. Machine learning (ML) can
help by predicting NoC resource requirements (before it
requires at that instant) for different applications in advance
and configure the NoC accordingly to minimize power and
thermal variations while avoiding any loss in performance.

In this paper, we propose the use of deep reinforcement
learning (deep RL) to dynamically configure NoC resources
based on precise system utilization and application demands.
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RL agent is used to monitor the states (in terms of features)
and state transitions and to take actions and evaluate the
rewards of the NoC configuration actions. RL agent rein-
forces the positive or negative reward of the taken decision,
which helps the system to learn, take proper actions and
achieve the optimization objectives of energy efficiency and
high performance. We take advantage of neural networks
(NNs) to learn the patterns in application demands and to
approximate NoC configuration decision accordingly. The
major contributions of this work are outlined below:
• Self-configurable NoC using Reinforcement Learning:
RL agents are trained to automatically configure the
NoC resources (routers and links) to maximize NoC per-
formance while ensuring energy efficiency. V/F-levels
of the NoC routers and links are dynamically config-
ured at run-time based on the application demand using
RL while global energy budget constraint is used to
limit energy consumption of NoC resources. RL agents
select exploration (random-action) or exploitation (best-
action) policywith randomprobability ε to get the global
optimal solution.

• Distributed Reinforcement Learning Agents and Neural
Network Approximators: Distributed RL techniques for
NoC configurations are proposed and implemented to
make the proposed ML-enabled technique feasible for
large-scale NoC-based systems with reasonable hard-
ware overhead (for ML). NNs are used to approximate
the actions for RL agents based on the learning of the
state (features), where traditional table-based learning
approach is not feasible because of the need for large
state-action mapping tables and high convergence time
for learning.

• Evaluation on Real and Synthetic Benchmarks: The
proposed approach is evaluated using both large-scale
(64-core and 256-core) and small-scale (16-core) NoC
architectures on a real system simulator. Both real
benchmarks (with large and small applications) and
synthetic traffic are used for evaluating the proposed
approach compared to existing non-machine-learning
(non-ML) based solution. Simulation results under real
(COSMIC and E3S) and synthetic benchmarks show
that the proposed approach, on average, improves
latency by 25% and improves energy and throughput
by 6% (improves EDP by 30-40%) compared to a non-
ML based solution [40] and improves EDP by 8% com-
pared to an RL-based solution [38].

The paper is organized as follows. We discuss the related
work on NoC configuration in Section II. Self-configurable
NoC configuration strategy using RL and NN approximator
is presented in Section III. Simulation results are presented
in Section IV.

II. RELATED WORK
ML techniques, such as RL, regressions, and NNs, have been
proposed for design and optimization challenges, includ-
ing energy and performance, of multi/many-core systems

and on-chip networks. Reference [31] proposes an auoto-
mated data-driven framework to quickly configure and design
manycore systems for a wide-range of application and oper-
ating scenarios. The authors proposed to use ML for both
design-time and run-time decisions to create fully-adaptive
systems.

A few existing works using RL for NoC optimization
and configuration are discussed here. Reference [49] used
distributed RL for simultaneously optimizing performance,
energy efficiency and reliability of NoC in manycore sys-
tems, where each router independently takes the decisions.
Reference [38] proposed RL to configure NoC link-
bandwidths dynamically by scaling V/F-levels for energy
savings. Multiple wires on a link (between routers) are acti-
vated or deactivated to configure the required link-width
based on the dynamic communication requirements between
the tasks of an application. Reference [52] presented a deep
RL approach for efficient NoC arbitration. The proposed
self-learning decision making mechanism reduces packet
latency, which results in improved NoC throughput. In [25],
the authors proposed cooperative multi-agent RL-based co-
optimization techniques to jointly perform different perfor-
mance and power optimization involving cache partitioning
and DVFS of NoC, core and cache.

In addition to RL, other ML techniques (e.g., decision
tree) have also been proposed for NoC optimization and
configuration. Reference [30] proposed an imitation learn-
ing (IL) based methodology for dynamic V/F-island (cluster
of nodes/links) control in manycore systems. [19] lever-
aged decision trees to predict and mitigate errors before
the fault affects NoC based systems. The proposed deci-
sion tree model achieves reduction in packet re-transmission
and energy savings. Reference [27] presented an NN-based
intelligent hotspot prediction mechanism that was used with
a congestion-control mechanism to handle hotspot forma-
tions efficiently. Reference [39] proposed run-time predic-
tive configuration of node voltage-levels and link widths of
NoC using NNs for energy-savings while addressing both
power and temperature constraints of manycore NoC. Ref-
erence [32] proposed NN based predictive routing algorithm
for NoCwhich uses network state and congestion information
to estimate routing costs and perform low-latency routing of
traffic. Reference [13] proposed ML-enabled energy-aware
dynamic V/F scaling for NoC architectures. The proposed
work relies on an offline trained regression model and pro-
vides a wide variety of V/F pairs. Reference [20] extended
this work by adopting RL for selecting DVFS mode directly,
which removes the need for labelling in linear regression.
Some works focus only on core resources of the multi/many-
core systems instead of uncore (including NoC) resources.
Reference [46] proposed RL-enabled online power manage-
ment technique that learns the best power management policy
that gives the minimum power consumption for a given per-
formance constraint without any prior information of work-
load. Reference [21] proposed an RL based I/O management
for energy-efficient communication between manycore
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processor and memory, instead of transmitting data under
a fixed large voltage-swing. Reference [12] presented
an on-line distributed RL based DVFS control algorithm
for manycore system under power constraints. Per-core
RL method is used to learn the optimal control policy of
the V/F-levels in the system. At the coarser grain, an effi-
cient global power budget reallocation algorithm is used
to maximize the overall performance. In [25], the authors
proposed cooperative multi-agent RL-based co-optimization
techniques to jointly perform different performance and
power optimization involving cache partitioning andDVFS of
core and uncore. Reference [15] proposedML to intelligently
explore the design space of 3D NoC to optimize the place-
ment of both planar and vertical communication links for
energy efficiency. Reference [26] developed a learning-based
framework using lasso regression to enable fast and accurate
transient thermal prediction in chip multiprocessor.

However, unlike previous works that focus mostly on
small-scale NoCs, this work (which is the extended version
of [37]) focuses to provide solutions for both small-scale and
large-scale NoCs using deep RL techniques. Furthermore,
this work focuses to improve both energy and performance
using online RL technique for predicting V/F-levels of the
NoC routers and links depending on the computation and
communication requirements of various applications running
in multi/many-core systems. Besides performance improve-
ment and energy efficiency, the main advantage of RL is
its self-adaptive nature to configure NoC at an instant to
meet the real time requirements of application(s), where
supervised ML technique need complete retraining to adapt
to changes in systems/applications and traditional non-ML
based algorithms and optimization solvers fail to provide
solutions within a reasonable time (because of high time
complexity).

III. DYNAMIC NoC CONFIGURATION USING DEEP
REINFORCEMENT LEARNING
In this work, model-free RL, namely Q-learning, is adapted.
Q-learning directly estimates the optimal Q-values of each
action in each state, from which a policy is derived (instead
of learning a model of the environment). When applica-
tions are running in the NoC-based multi/many-core systems,
RL is used to configure the NoC V/F-levels dynamically
based on the communication demands of the tasks to
improve NoC performance. We have selected four differ-
ent voltage-levels for NoC configurations: 0.8V, 0.9V, 1.0V,
and 1.1V. We limited our voltage-levels as too many levels
will have high overhead for voltage regulator(s). However,
we chose voltage-levels that meet the energy (power) budget
constraint. With each voltage (V) level, a frequency (F) is
also selected to form a V/F pair. The following V/F pairs are
used in this work: 0.8 V/1 GHz, 0.9 V/1.5 GHz, 1.0 V/2 GHz,
and 1.1V/2.5 GHz. RL agents are trained to maximize perfor-
mance while global energy budget constraint is used to limit
the V/F-levels of NoC resources.

A. REINFORCEMENT LEARNING AND Q-LEARNING
In RL, training data is given as a feedback to the program’s
actions in a dynamic environment. Feedback is given in forms
of rewards and punishments to reinforce the actions, such
as scaling V/F-levels and link bandwidth in NoC. RL is
very much suitable for intelligent decisions in autonomic
and dynamic systems because of the following reasons [45]:
firstly, an autonomic system learns (using RL) what actions
to take to maximize the long-term rewards from a specific
state. Secondly, RL properly treats the dynamic phenomena
as it can take into account delayed consequences (decision
and states) for current action in the environment. Because
of the autonomic property of RL, RL is very effective to
handle run-time changes (link/router fault, change in appli-
cation demands, etc.) by interacting with the system and
observing the costs and then optimize the system. Another
advantage of RL is that it does not need the labelling of the
training data (output label), which is required in supervised
learning (e.g., NNs, regressions). Therefore, RL is adapted
in this work to dynamically configure V/F-levels depending
on the application demands to maximize the performance
and energy efficiency of NoC. Our proposed approach apply
online learning because it allows the algorithm to learn as
data becomes available instead of learning from a static data
set. Performance and utilization data are collected in each
interval after taking action, and that data is used for training
RL agent.

Q-learning is used as an RL technique for finding optimal
policy for selecting NoCV/F-level configuration actions. The
core of the Q-learning is a simple value iteration update,
using an iterative algorithm, and Q-value in the learning
algorithm is calculated by using the weighted average of
the old value and the new information. The Q-value of tak-
ing action a in state s at current time step t is denoted
Q(st , at ). Q-learning does not require building explicit rep-
resentations of the state transitions and the expected reward
to estimate Q-value. This helps the system as initially the
system is not aware of the probability of state transitions and
the reward. Q-learning applies incremental updates with the
current state, the next state, the action, and the immediate
reward to approximate new Q-value. That’s why Q-learning
is an efficient algorithm for any environment especially large-
scale environment. Based on the NoC state st (utilization of
NoC resources) at current time step t , there may be several
possible V/F actions to take. An RL agent chooses the action
a that has the highest (currently estimated) Q-value among all
possible actions (or chooses a random action with some prob-
ability). After taking the action, the agent transitions to a new
state st+1 (new utilization values of NoC resources) while
in the meantime the NoC environment provides a reward rt
(to maximize NoC performance and energy efficiency).
Q-learning algorithm tries to maximize the expected cumula-
tive reward achievable from a given state-action pair (st , at ),
and it can approximate the optimal solution from Bellman
Equation using the following iterative update for Q-value
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Q(st , at ) in equation 1:

Q(st , at ) = (1− α) · Q(st , at )+ α

· (rt + γ ·max
a
Q(st+1, a)) (1)

where, rt is the reward observed for the current state st ,
α is the learning rate (0 ≤ α ≤ 1) and maxQ(st+1, a) is
the maximum Q value over all possible actions a in next
state st+1. The learning rate α determines the importance
of new experience compared to past experience. A factor
of 0 makes the agent learn nothing from new experience,
while a factor of 1 makes the agent consider only the most
recent information. Higher learning rate learns more from
new experience and gives less priority to old information,
where a learning rate of 1 makes the agent consider only
the most recent information. The discount factor γ deter-
mines the importance of future rewards. Lower discount rate
gives more importance to current rewards, where a factor
of 0 only considers current rewards. A factor of 0 will
make the agent considers only current rewards, while a fac-
tor approaching 1 will make it strive for a long-term high
reward.

B. DEEP REINFORCEMENT LEARNING
Themajor disadvantage of RL is that the agent needs to main-
tain a mapping table for states, actions, and rewards, and this
table grows exponentially with the increase in problem size in
multi/many-core systems. Traditional Q-learning uses a table,
namely Q-table, to store the Q-value Q(s, a) for each state-
action pair, as shown in Figure 2. As NoC features have con-
tinuous values, state-action space and corresponding Q-table
can be large. For large-scale NoC with many resources
(cores/routers/links), the system needs large number of agents
and Q tables and therefore, the overall size and cost of
Q tables will be extremely large. This state-action mapping
table challenge of RL can be addressed by an approximate
function of state, action, and reward. In this work, NN is
used to approximate Q-function Q(s, a) that estimates the
future returns taking action a from state s. NN’s function
approximation removes the need for large state-action map-
ping table, whichmakes the proposed work scalable for large-
scale systems. Given a state s, an NN can output a vector
of approximated Q-values for each possible action a. Then,
the action with the highest Q-value is chosen or a random
action chosen with a small probability. This technique of
combining RL and NN is called deep RL. Deep RL solutions
have made many breakthrough to create something and/or
to solve problems like to achieve human-level performance
in AlphaGo [43] and Atari [36] games. The significance of
deep RL contributions motivated us to apply deep RL to solve
NoC optimization and configuration issues in multi/many-
core systems.

NNs are used to approximate the state-action mapping
table in an RL agent, as NNs have shown significant
advantages in many domains such as image processing,
speech recognition, and machine translation. NNs are used to

FIGURE 2. Q-Table: State (s), Action (a), and Q-value (Q(s,a)).

FIGURE 3. NoC configuration framework using deep RL.

discover the patterns in the NoC statistics (collected dur-
ing current and past experiences) and predict the NoC V/F
configuration actions with corresponding values (Q-values)
for the next period. With NNs, we can easily extend the
number of V/F-levels by just adding an additional output
neuron in the output layer of NNs. An RL agent takes the
V/F configuration decision with the maximum Q-value that
minimize the latency and energy consumption of NoC. With
a small probability, an RL agent also chooses random action
(instead of best action) to avoid the local optimal solution (to
achieve global optimal solution).

The overall framework for dynamic NoC configuration
using deep RL is shown in Figure 3. In the NoC configura-
tion framework, an RL agent is integrated with each router
for V/F-level configuration decision. Distributed RL agents
collect NoC statistics in a fixed interval and configure the
routers and links (connected to the router). Though RL agents
take the local decisions, their target is to improve the global
NoC performance by interacting with the NoC environment,
as an RL agent checks the impact of its actions by evaluating
NoC latency and power consumption. RL agents learn the
best actions with time as it trains the NNs. The backpropa-
gation algorithm [41] is used to train the NNs to learn the
parameters of the NNs. Gradient descent approach is used to
(back)propagate the prediction errors to learn the parameters
of NNs for improving Q-value prediction decision. Upon
receiving a decision from the RL agent, the DVFS controller
with the help of voltage regulator selects the appropriate
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FIGURE 4. Deep RL model components and flow for self-
configurable NoC.

V/F-level. A synchronization is needed between two routers
as V/F-levels may be different for routers.

C. COMPONENTS OF THE DEEP RL MODEL FOR NoC
CONFIGURATION
An RLmodel contains state, action, environment, and reward
components. The deep RL model further contains NN com-
ponent. The components of the proposed deep RL model
for self-configurable NoC are shown in Figure 4 and are
described below.

1) ENVIRONMENT (ARCHITECTURE)
The environment of the NoC configuration framework con-
sists of routers, links, and processing cores. The environment
generates the reward in terms of NoC latency and power con-
sumption for the taken NoC V/F-level configuration decision
by an RL agent (at a router) depending on the current state
(which is discussed in the next section) of the router and
associated links.

2) STATE (AGENT’s VIEW OF THE ARCHITECTURE)
A vector of features is defined as a system state. Feature
selection is very important for an RLmodel. If the features do
not correlate to the action (NoC configuration decision), then
an RL algorithm chosen to create the model will not be able
to predict the outcome. Therefore, a great deal of thought are
placed in the features selected for the RLmodel. The selected
features are the utilization and capacity of the NoC resources:
router and link. Flit count in the buffer of the router and link
is used to calculate router and link utilization. Three features
are used in a state vector, as follows: flit count, % of buffer
utilization, and % of link utilization. V/F-level configuration
decision is taken based on the utilization and capacity of the
link and router resources. The number of features are kept to
a minimum in order to decrease the amount of time needed
to calculate the predicted Q-values at run-time. Also the
features are selected by using the information already present
at each router. We collect performance data to evaluate the
performance of the model and collect energy consumption

data to evaluate whether the decision from the RL model
meets the global energy budget constraint.

3) ACTION (RESOURCE CONFIGURATION)
The agent takes online decision to configure V/F-levels set-
ting for NoC routers and links based on the utilization of NoC
resources. Asmentioned before, the followingV/F-level pairs
are used in this RL model: 0.8 V/1 GHz, 0.9 V/1.5 GHz,
1.0 V/1.8 GHz, and 1.1 V/2 GHz. However, the V/F-level
pairs are configurable based on the availability of V/F-levels.
The agent generates vector of Q-values for each V/F-level
configuration action. Figure 5 shows the Q-values for four
different V/F configurations based on the router and link
features at a router port. NN approximates the Q-values for
different V/F configurations, and RL agent generally selects
the V/F configuration with the maximum Q-value, which
is the best action to maximize NoC performance. However,
in this work, an RL agent selects exploration or exploitation
policy with random probability ε to avoid the local optimal
solution. ε parameter controls the amount of exploration vs.
exploitation. In the exploitation phase, with probability 1−ε,
an RL agent selects V/F-level configuration action with the
maximum Q-value from the trained NNs. In the exploration
phase, with probability ε, an RL agent takes random decision
(instead of best action from trained NNs) to reduce the proba-
bility of local optimal solution. for example, for ε value of 0.1,
an RL agent takes random decision with 10% probability or
takes best Q-value actions with 90% probability. The value
of ε can be tuned based on the performance of the agent
and the demands of the application(s). ε value should be set
to higher value (e.g., 0.5 or 50%) initially as an RL agent
needs to explore more to learn the impact of its actions as the
knowledge of the RL agent may not be complete. ε values can
be reduced with time as an RL agent becomes more skilled
over time in taking correct decisions by learning actions
and corresponding energy and performance impact on the
NoC environment. Because of the exploration capability, the
proposed RL agent selects optimal action almost all the time
after a certain number of training steps. In this work, we stop
the training of an agent after the convergence is achieved as
the agent can correctly predicts the correct actions.

4) REWARD FUNCTION
An RL agent gets feedback for its action from the NoC envi-
ronment in terms of positive or negative reward. Depending
on the V/F-level configuration action in the current state, the
environment generates a reward, based on the optimization
target, and sends it to the agent. The reward determines how
good the taken action is, andQ-learning algorithm is designed
to maximize the long-term reward. In this run-time configu-
ration context, a reward function is used to maximize NoC
performance and energy efficiency. The product of latency
and power is used in the reward function to minimize both
latency and power consumption of NoC, as shown in equa-
tion 2. The negative reward is used to reduce latency and
power consumption. Lower negative values of latency and
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FIGURE 5. NoC features and actions for voltage-level configuration using
a neural network.

power consumption means higher performance and energy
efficient, respectively, NoC. Higher value of latency and/or
power make the reward value more negative, and an RL agent
tries to achieve lower negative value of reward.

reward = −latency ∗ power (2)

where, the unit of reward is joules, where the units of power
and latency are watt and (nano) seconds, respectively.

5) NEURAL NETWORK FOR FUNCTION APPROXIMATION
Since state attributes (e.g., buffer and link utilization) are
continuous numbers, number of states can be infinite that
leads to large state-action mapping tables and high conver-
gence time for Q-learning. NNs are used for action-function
approximation in RL agents to solve the the problems (large
state-action mapping tables and high convergence time) asso-
ciated with traditional Q-learning solution. An NN provides a
mechanism for generalizing training experience across states.
Therefore, it is no longer necessary to keep the state-action
mapping table for RL agent’s decisions. An NN approxi-
mates the vector of Q-value scores for possible V/F-level
configuration actions, and the RL agent selects the action
with the maximum score (or random action sometimes) for
maximizing the NoC performance and energy efficiency.
The proposed deep RL approach uses fully connected NNs
with three layers: input layer with three neurons (for three
features), hidden layer with 8 neurons and an output layer
with 4 neurons. Three layers for an NN and 8 neurons per
hidden layer are chosen empirically as it provides sufficient
accuracy with lower hardware overhead. Sigmoid function is
used at the neurons of the hidden layers, where the activation
value ranges from 0 to 1. ReLU activation function is used at
the output layer neurons as Q-values can be greater than 1
(for the corresponding V/F-levels). The layers of the NNs
are computed in sequential order, for example, first layer

must gather features and compute its values before the next
layer can be computed. In NNs, it is possible to parallelize
all units and operations within each layer. Because of the
parallel nature of operations, the computation time reduces
significantly in NNs and increases the speed of prediction.

NNs are trained to approximate the Q-values for actions
(of RL agents) based on the current state (features), past
learning experience, and target optimization objective (as
reflected in reward function) for NoC configuration. θ param-
eters (weights) decides a prediction of an NN using the input
parameters from NoC statistics. An NN is trained with input
state (old state) and target Q-value data collected through
experience to learn θ parameters. The backpropagation algo-
rithm [41] using gradient descent method is used to learn
the θ parameters. The target Q-values are calculated using
Q-learning equation (as shown in equation 1). The backprop-
agation algorithm works by computing the gradient of the
loss function, as shown in equation 3. The loss function is
the squared error difference between predicted Q-valueQ and
target Q-value Q′.

lossQ = (r + γ ·max
at+1

Q′(st+1, at+1)− Q(st , at ))2 (3)

In each training step, the backpropagation algorithm com-
putes the gradient with respect to θ parameters of the pre-
diction network. The backpropagation algorithm computes
gradient one layer at a time and iterates backward from the
last layer (based on the feedback from target Q-value) to
update and to learn θ parameters of NNs. The goal of learning
θ parameters is to correctly approximate Q-value. The use
of NNs (instead of state-action mapping table) makes the
RL agents robust to different demands of the applications
because of the generalization property of NNs.

D. STABILITY OF REINFORCEMENT LEARNING AGENT
RL suffers instability when the Q-value function is approx-
imated with a non-linear supervised learning, like logistic
regressions and NNs [36]. The following techniques are
adapted to improve the stability (reduce the fluctuation) of
predictions from deep RL.

1) EXPERIENCE REPLAY FOR DEEP RL STABILITY
Similarity of subsequent training samples can lead an NN
generalization into local minima because of the correlation
between the current approximate action-value and the target
action value. Experience replay breaks up the correlation in
data to stabilize deep RL technique [34]. Instead of training
RL agent on state-action pairs as they occur during simulation
or actual experience, the system stores the data discovered
(state, action, reward, next state) during state transitions, in a
table with limited entries (to reduce hardware overhead). The
system then randomly selects the experience data from the
table to provide decorrelated data to train the NNs. Expe-
rience replay also allows the model to learn past experi-
ence multiple times, as it can randomly select same data.
This learning strategy leads to faster convergence. In the
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experience replay table, the oldest data is overwritten by a
new data (as the size of the table is kept limited to reduce
hardware overhead).

2) SEPARATE TARGET NETWORK FOR DEEP RL STABILITY
The second modification to online deep RL learning is to
use a separate NN for generating the target Q-values in the
Q-learning update. This modification makes the algorithm
more stable compared to standard online Q-learning, where
an update that increases current state Q-value also increases
the target Q-value, possibly leading to oscillations of the
policy. Target and predictor NNs are trained at different
intervals. The predictor network parameters are updated in
each training step, while the target network parameters are
updated periodically. For example, we set the training inter-
vals for predictor and target NNs to 50 cycles and 100 cycles
(in simulation), respectively. This policy adds a delay
between target and predictor network parameters updates,
and this delay helps to reduce the impact of predictor network
on target network parameters, which results in the reduction
of divergence in approximation (using NNs). Generating the
targets using an older set of parameters adds a delay between
the time an update to predict Q-value is made (each train-
ing step) and the time the update affects the target Q-value
(periodically), making divergence or oscillations much more
unlikely.

E. DEEP RL MODEL TRAINING AND LEARNING
ALGORITHM FOR NoC CONFIGURATION
The simplified pseudocode of the deep RL algorithm for NoC
configuration is shown in Algorithm 1. Firstly, the algorithm
initializes both NN predictor and target NN using random
weights so that predictor can take action in its initial periods.
Based on the current state of a router (from the router statis-
tics), RL agent takes V/F-level configuration decision for the
router and associated links for the next period. RL agent uses
exploration or exploitation phase to take the decision depend-
ing on the random probability, ε. In the exploration phase,
RL agent takes random decision to reduce the probability
of local optimal solution (to get global optimal solution).
In the exploitation phase, RL agent uses the trained NNs to
select the V/F-level configuration action with the maximum
Q-value. RL agent considers router and all the associated
links of a router at a time for V/F-level configurations.

Because of the cost of training in terms of computation and
time, we train the predictor NN and target NN in fixed inter-
vals instead of per cycle training. As mentioned before, train-
ing intervals are different for predictor and target networks to
improve the deep RL stability.We set the training intervals for
predictor and target NNs to 50 cycles and 100 cycles, respec-
tively. Q-values for current state, Qcurrent_predictors, are pre-
dicted by the predictor NN. Q-values targets, ycurrent_targets,
are set by using the predicted Q-values from target Q-network
and the reward from the environment. Then training for pre-
dictor network to update connection weights is done by using
the square loss of the calculated Q-values from predictor

Algorithm 1:DeepRLAlgorithm for NoCConfiguration
input : NoC Features: Flit count, Buffer Utilization,

Link Utilization
output: NoC V/F-Levels Configuration
Initialize NN predictor and target NN using random
weights;
Initialize Experience Replay memory buffer;
while simulation cycle_count ≤ maximum number of
cycles or packet_count ≤ maximum number of packets
per node threshold do

Step 1: Monitor the traffic in router and links of
NoC (as state);
Step 2: With probability ε, select a random action
configuration or with probability 1− ε predict the
best action configuration for current NoC state using
NNs;
Step 3: Configure V/F-levels of NoC router and
links using action in previous step;
Step 4:
Observe reward (-latency*power) of current action
and find next state (NoC utilization);
Store experience (state, action, reward, next state)
into the Experience Replay buffer;
Sample the random records from the replay memory
to form mini-batches;
Step 5:
Calculate the predicted Q-values using predictor
Q-network for different V/F actions in the current
state, Qcurrent_predictors;
Calculate the target Q-values using target Q-network
for different V/F actions (a′) in the next state,
Qnext_state;
Set Q-values targets as
ycurrent_targets = reward + γmaxa′Qnext_state;
Train and update the connection weights of the
predictor Q-network using the square loss of
calculated predicted Q-values (from predictor
Q-network) and target Q-values (from target
Q-network) using sample data from replay
memory, (ycurrent_targets − Qcurrent_predictors)2;
Step 6:
if cycle_count == target_interval then

Update the NN connection weights of the target
Q-network as same weights as the predictor
Q-network for the next period;

end
cycle_count = cycle_count + predictor_interval;

end

and target Q-networks, (ycurrent_targets − Qcurrent_predictors)2.
For training, we sample random records from the experi-
ence replay table to form mini-batches and then use gradient
descent approach to back propagate this error to the hidden
layer to tune their weights. The mini-batch size is set to 50 in
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FIGURE 6. Distributed RL agents based optimization in a 4 × 4 CMesh
NoC based 64-Core system.

this work. θ parameters (connection weights of NNs) of the
target Q-network are set to the same values as θ parameters
of the predictor Q-network after a fixed interval (set as target
Q-network training interval). The algorithm runs until the
maximum number of simulation cycles reached or packet
count per node exceeds the maximum number of packets per
node threshold.

F. DISTRIBUTED REINFORCEMENT LEARNING FOR
LARGE-SCALE NoC
In a NoC based manycore archiecture, it is not feasible to
implement centralized RL (or other ML) agent monitoring
and decision framework for all the NoC resources due to
exponential increase in communication delay with the dis-
tance of the nodes from the centralized controller. Decision
(dynamic configuration) delay increases as every node has to
communicate with the centralized RL agent for local NoC
router and links configuration decisions. As configuration
decision delay increases, that decision could be too late for its
effective application in real-time systems, which could results
in opportunity loss to reduce energy consumption and/or to
improve performance of NoC. Furthermore, centralized deci-
sion maker can become a communication bottleneck in the
manycore NoC as many communications are going through
that one controller node. Hotspot can form in the centralized
controller and packets passing through the hotspot area will
be delayed as the NoC resources (e.g., buffers and links) are
already occupied by the packets in the hotspot region. This
contention/delay problem in the centralized controller region
can propagate throughout the NoC. Distributed RL technique
is needed in manycore NoC to reduce the above mentioned
problems (high communication delay and hotspots) in cen-
tralized RL technique. A distributed per-router RL agent
based framework in a 4 × 4 CMesh NoC is presented in
Figure 6. In the CMesh NoC architecture, a router is con-
nected with four cores, which results in total 64 cores as
shown in Figure 6. At a router, an RL agent can control the
configuration decisions of the router itself and associated all
the NoC outgoing links to meet the communication demands
through that node. RL agent computes the best voltage-level

configuration decisions based on experience from previous
historical data. Initially, RL agents could provide local opti-
mal solution. With more training, RL agents have better
understanding of the impact of their actions in overall NoC,
as reward value is changed based on latency and energy
consumption of the whole NoC. Because all features are
local to the router, even if more routers/cores were added to
the network, the proposed deep RL-enabled model could be
easily scaled to the new architecture with no change in the
algorithm.

G. HARDWARE OVERHEAD FOR DEEP REINFORCEMENT
LEARNING
Each new feature for deep RL increases the arithmetic over-
head. That’s why the number of features for deep RL is kept
to a small value to reduce hardware overhead. The proposed
deep RL uses fully connected NNs with three layers. As the
proposed approach uses three features for configuration deci-
sions, it needs three (3) neurons in the input layer. Similarly,
it needs four (4) output neurons in the output layer as the
proposed approach uses 4 V/F-levels as Q-values. We have
empirically selected eight (8) hidden neurons as 8-neuron
provides good performance. For input layer to hidden layer
connections, NNs have a total of 24 multiplies, 16 additions,
and 8 comparisons. For hidden layer to output layer, NNs
have a total of 32multiplies, 28 additions, and 4 comparisons.
This equates to a total of 56 multiplies, 44 additions, and
12 comparisons to gather the features, compute state-action
values, and to select the voltage-level with the largest action
value. In 45nm, the energy cost of a single 16-bit floating
point add is estimated to be 0.4 pJ and the area cost is
1360 um2 [23]. The energy cost of a multiply is estimated
to be 1.1 pJ and the area cost is 1640 um2 in 45nm [23].
Therefore, for a single RL agent, the total energy overhead is
75.6 pJ and the total area overhead is 0.168 mm2. As we are
using separate target network for deep RL stability, overall
overhead is multiplied by two. So the total energy overhead
is 151.2 pJ and the total area overhead is 0.3366 mm2. Addi-
tionally, an RL agent needs a buffer to hold the historical
data for experience replay. Because of the limited entries
(e.g., 200 entries) in the buffer, the overhead of the buffer
is not significant enough. In the proposed distributed RL
algorithm, per router RL agent decides the V/F action values
based on the feature values (state) of the associated router
and links of NoC. Though the energy and area cost of an
RL agent is not significant enough, for a large scale NoC,
such as 25 × 25 NoC, the overhead of many RL agents can
be high. To address that, we propose CMesh NoC, where a
single RL agent at a router supports multiple cores in the
NoC. The number of concentrated cores per router can be
configured based on NoC size, performance, and allowed
hardware overhead. In this work, four cores are connected
to a router for large-scale NoCs (64-core and 256-core). This
CMesh NoC approach makes the overhead (both energy and
area) of distributed RL implementation feasible for large-
scale computing systems.

VOLUME 10, 2022 65347



M. F. Reza: Deep RL Enabled Self-Configurable NoC for High-Performance and Energy-Efficient Computing Systems

IV. SIMULATION AND RESULTS
Real system experiments are carried out using gem5 [7] and
Garnet [3] platforms to evaluate the NoC performance and
energy efficiency. The following four different V/F-levels are
used for NoC configurations: 0.8 V/1 GHz, 0.9 V/1.5 GHz,
1.0 V/2 GHz, 1.1 V/2.5 GHz. The DSENT [44] tool is inte-
grated with gem5 to evaluate the energy/power consump-
tion. The gem5 and DSENT configurations are shown in
Tables. 1 and 2, respectively. The proposed deep RL algo-
rithm is implemented and integrated in Garnet for dynamic
configuration of NoC. An RL agent module is added with
each router in the Garnet. The NN function approximator
implementation consists of one input layer, one hidden layer,
and one output layer. Sigmoid and ReLU activation functions
are used for hidden and output layers, respectively. We use
three features at the router for V/F-level configuration pre-
diction: flit count, % of buffer utilization, and % of link
utilization. The buffer utilization is calculated as the number
of active buffers in the previous interval divided by the total
number of buffers at a router. Similarly, the link utilization
is calculated as the number of active links in the previous
interval divided by the total number of NoC links. A reward
function as the negative product of latency and power is used
to evaluate the V/F-level configuration actions to maximize
performance and energy efficiency of NoC. ε value is set
to 0.1, which means an RL agent takes a random action
instead of the best action in 10% cases. ε value is not changed
in this work as it (change in ε) did not significantly impact our
results as the proposed RL agent selects optimal action almost
all the time after a certain number of training steps for ε value
of 0.1. Learning rate α is set to 0.5.

TABLE 1. gem5 configurations for 256-core CMesh NoC.

We evaluate the proposed deep RL based NoC con-
figuration model using communication-observant schedula-
ble memory-inclusive computation (COSMIC) benchmark
suite [50] and embedded system synthesis benchmarks suite
(E3S) [18]. For large-scale problems, we have simulated
256-core connected through 8 × 8 CMesh architecture,
where a router is connected to four computing nodes (cores),
and simulated large applications in the COSMIC bench-
mark suite. The COSMIC benchmark suite is used for

TABLE 2. DSENT configurations for 256-core CMesh NoC.

large-scale problem simulation because it (COSMIC) is
based on real applications with a large number of tasks
per application. The following five applications from the
COSMIC benchmark suite are mapped in our simulations:
face recognition, cifar, ultrasound imaging, reed-solomon
code decoder (RS-Decoder), and reed-solomon code encoder
(RS-Encoder). The face recognition (face), cifar (cfr), ultra-
sound (ultra), RS-Decoder (RSD), and RS-Encoder (RSE)
application have 33,33, 526, 527, and 141 tasks, respectively.
For small-scale problems, we have simulated 16-core con-
nected through 4 × 4 2D-Mesh NoC, and simulated appli-
cations in the E3S benchmark suite. The E3S benchmark
suite comprises applications in consumer (C), autoindus-
try (A), networking (N), telecom (T) and office-automation
(O). E3S applications also have several sub-applications
within themselves, for example, telecom application has
8 sub-applications. In overall, C, A, N, T, and O applica-
tions have 12, 24, 13, 28, and 5 tasks, respectively. We
also simulate complex multi-application domain systems
by mixing multiple applications in the COSMIC and E3S
benchmarks, e.g., FaceCfr for face recognition and cifar
applications and CN for consumer and networking applica-
tions. Furthermore, we evaluate the proposed deep RL based
NoC configuration model using the following eight synthetic
traffic patterns: (i) Uniform Random (UniR): destinations
are randomly selected with a uniform distribution; (ii) Bit-
complement (BitC): each node sends messages only to the
node corresponding to the 1’s complement of its own address;
(iii) Tornado: every node i sends a packet to node (i+3)mod8;
(iv) Bit Rotation (BitRt): destination is found by circular
shifting of the bits of the source; (v) Neighbor (NBor): node
sends messages to only its neighbors; (vi) Shuffle (Shuf):
destination is calculated by using source address and number
of destinations; (vii) Bit Reverse (BitRv): destination is found
by reversing the bits of the source; (viii) Transpose (Trans):
node (x,y) sends messages only to (y,x).

We compared our solution with a non-ML based NoC
configuration solution in [40]. In this work [40], the system
managers using heuristic (non-ML) increase or decrease the

65348 VOLUME 10, 2022



M. F. Reza: Deep RL Enabled Self-Configurable NoC for High-Performance and Energy-Efficient Computing Systems

FIGURE 7. Energy comparison under COSMIC benchmarks in
256-core NoC.

FIGURE 8. Latency comparison under COSMIC benchmarks in
256-core NoC.

V/F-levels of the NoC resources depending on the change in
application traffic. We have evaluated our NoC configuration
framework using latency, throughput, and energymetrics. For
the COSMIC and E3S benchmarks, applications are initially
mapped to NoC based system using the (same) load-balanced
mapping solution in [40] for both ML and non-ML solutions
for fair comparisons. The total (global) energy budget con-
straint is configured depending on the demands of the appli-
cations in a benchmark. The global energy budget constraint
is set to 1.5 joule (J) for COSMIC benchmarks, and it (global
energy budget constraint) is set to 50 mJ (milliJoule) for
both E3S benchmarks and synthetic traffic patterns. Higher
energy budget constraint is used for COSMIC benchmarks
(compared to other benchmarks) because of the larger number
of tasks and demands of the applications.

A. PERFORMANCE UNDER LARGE-SCALE NoC AND
APPLICATION SETTINGS
Figure 7 shows the energy consumption for various
applications in COSMIC benchmarks for all techniques.

FIGURE 9. Throughput comparison under COSMIC benchmarks in
256-core NoC.

Simulation results for applications in COSMIC benchmarks
suggest that latency improvement is significant (throughput
also improves) in the proposed self-configurable NoC solu-
tion, while minimizing the energy consumption in the system.
The proposed approach improves (reduces) energy consump-
tion by up to 9% (by 6% on average) compared to the non-ML
based configuration solution. Energy consumption decreases
due to lower energy consumption in the NoC because of
the proactive V/F-levels configuration using RL to maxi-
mize reward, where reward is configured to minimize energy
(and latency). RL assigns the required V/F-levels by learning
from the historical data. As RL agents learn the policy to
maximize the reward (product of latency and power), com-
munication latency in NoC improves significantly because
of the lower queuing latency at NoC routers. The proposed
approach improves latency by up to 70% (by 25% on aver-
age) compared to the non-ML based configuration solu-
tion, as shown in Figure 8. Because of the reduction of
latency, throughput in the proposed solution improves by 10%
(on average) compared to the non-ML solution, as shown
in Figure 9. Furthermore, we observe that the proposed
approach also improves energy, latency, and throughput more
for all the multiple application mixes running in the sys-
tem. This further indicates the effectiveness of the proposed
approach for running multiple applications in manycore
architectures.

B. PERFORMANCE UNDER SMALL-SCALE NoC AND
APPLICATION SETTINGS
E3S applications are simulated under 16-core architecture
connected through 2D-Mesh NoC. Like the COSMIC bench-
marks results, simulation results for the E3S benchmark sug-
gest that latency improvement is significant (throughput also
improves) in the proposed self-configurable NoC solution,
while minimizing the energy consumption in the system.
As shown in Figure 10, the proposed configurable solution
improves energy consumption by up to 14% (by 5% on aver-
age) compared to the non-ML solution. Energy improvement
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FIGURE 10. Energy comparison under E3S benchmarks in 16-core NoC.

is higher because of the dynamic heterogeneous assignment
of required V/F-levels to NoC routers and links using online
RL solution (instead of assigning homogeneous maximum
voltages). As RL agents learn the policy to minimize latency,
the proposed approach improves latency by up to 120%
(by 34% on average) compared to the non-ML based con-
figuration solution, as shown in Figure 11. Because of the
reduction in flit transmission delay, throughput in the pro-
posed solution improves by 7% on average compared to the
non-ML solution, as shown in Figure 12.

Furthermore, the proposed RL-enabled approach performs
better for mixture of applications in the E3S benchmark suite
for all the metrics (energy, latency, and throughput). For
example, the proposed approach improves latency by 120%
for combined autoindustry (A) and telecom (T) applications,
while the improvement is 30%, on average, for individual
applications running separately. This indicates the feasibility
of the proposed approach for manycore systems running mul-
tiple applications. For two single applications, networking
(N) and office-automation (O), the proposed approach did not
significantly improve (degrades in one case) energy, latency,
and throughput mainly due to the presence of lower number
of tasks and communication traffic (and so less opportunity
of improvement) in those applications.

C. PERFORMANCE UNDER SYNTHETIC TRAFFIC
For synthetic traffic patterns, we compare the proposed deep
RL based run-time heterogeneous NoC configuration with
static homogeneous NoC configuration solution in 16-core
architecture. We analyze whether RL can improve the energy,
latency, and throughput even in regular NoC (without the
help of mapping). As shown in Figure 13, the proposed
configurable NoC solution improves energy by up to 17%
(by 8% on average) compared to the homogeneous static
NoC solution. Energy consumption decreases because of the
proactive resource configuration of the routers and links using
RL based on the past historical traffic requirements and sys-
tem utilization (e.g., link and buffer utilization). As RL agents

FIGURE 11. Latency comparison under E3S benchmarks in 16-core NoC.

FIGURE 12. Throughput comparison under E3S benchmarks in
16-core NoC.

FIGURE 13. Energy comparison under synthetic traffic in 16-core NoC.

learn the policy to maximize the reward under constrained
energy consumption, the proposed approach, on average,
improves latency by 25% compared to the non-ML based
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FIGURE 14. Latency comparison under synthetic traffic in 16-core NoC.

configuration solution, as shown in Figure 14. Throughput
remains almost same or slightly improved (by 2%) in the
configurable deep RL solution, as shown in Figure 15.

D. HOTSPOT REDUCTION
This proposed work uses a load-balanced mapping solution,
which was adopted from [40], to evenly distribute com-
putation and communication demands of the tasks among
nodes (cores/routers) in NoC to prevent hotspots. Hotspots
increase the probability of several problems, including
electromigration, burning chip, and fault. This work only
focuses only on communication energy hotspots in NoC.
The energy consumption at a router is calculated by sum-
ming up the energy consumption on the router and on
the associated communication links (to adjacent routers).
Figure 16 shows router-wise energy distribution in 16-core
NoC for a mixture of applications (consumer (C), net-
working(N), and auto-industry(A)) under E3S benchmarks.
Router-wise energy distribution results show that energy
is almost uniformly distributed among the routers and the
links except the edge/corner routers/links in 2D-Mesh NoC,
for example, routers 0, 4, and 12 in Figure 16. The bal-
anced energy distribution reduces the possibility of hotspots
in NoC.

E. SCALABILITY
Latency and throughput results are calculated for E3S bench-
marks with the number of cores ranging from 16 to 256
(16, 64, and 256) to test the scalability of the proposed
approach. Figure 17 shows that latency decreases with the
increase in NoC resources as packets face less contention
(and congestion) in NoC links and routers. Because of lower
congestion, NoC throughput increases with the addition of
more NoC resources, as shown in Figure 18. The latency and
throughput performance results demonstrated that the pro-
posed deep RL-enabled self-configurable NoC approach is
scalable.

FIGURE 15. Throughput comparison under synthetic traffic in
16-core NoC.

FIGURE 16. Router-wise energy distribution in 16-core NoC for CNA
applications under E3S benchmarks.

F. REWARDS
The reward for an RL agent is calculated by considering
both latency (delay) and energy consumption to maximize
both performance and energy-efficiency. The proposed deep
RL framework has distributed RL agents, and the Figure 19
shows the reward values with time (cycles) for a sample
distributed RL agent. The reward value increases with time,
as shown in Figure 19, which means that the RL agent
is learning and becoming skillful in time. After around
500 cycles, the reward value saturates and it (reward) does
not change, which means that the RL agent becomes expert
in making decisions. Similar patterns of change in reward
values with time have been observed in the other distributed
RL agents.

G. COMPARISON WITH AN RL WORK
The proposed work has been compared with another ML
work that configures the link bandwidths dynamically using
RL for energy savings [38]. [38] changes the link width by
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FIGURE 17. Latency for different NoC sizes under E3S benchmarks.

FIGURE 18. Throughput for different NoC sizes under E3S benchmarks.

activating or deactivating wires on links using distributed
RL agents, where an agent stores Q-values for state-action
mapping in a table, namely Q-table. [38] is selected for
comparison as the goal of [38] is to achieve energy-efficient
NoC like this proposed work (proposed work also targets
to achieve high performance). We found that the proposed
neural networks-enabled deep RL approach performs better
than the RL approach in [38] for NoC configuration in terms
of both energy-efficiency and latency (delay). As shown in
Figure 20, EDP in this proposed work is 8% (up to 17%)
lower compared to that of [38]. And the proposed work
performs better than [38] for all the applications under E3S
benchmarks. The major reason for better EDP in this work
is that the proposed solution focuses to address both perfor-
mance (latency) and energy efficiency, where [38] focused
mainly on energy-efficiency.

H. NoC AREA OVERHEAD
The area overhead of NoC is calculated using DSENT tool.
In the concentrated mesh implementation with 4-cores per
router, a router has 4 local ports. For connection with adjacent

FIGURE 19. Rewards for a distributed RL agent.

FIGURE 20. EDP comparison with an RL approach [38].

routers, a router has additional 2 ports (corner nodes) or
3 ports (edge nodes) or 4 ports based on the position of the
router in the mesh architecture. The NoC area overhead is
calculated using the number of buffers and ports at routers,
the number of routers, and the bandwidths of the links. The
hardware overhead for an RL agent is calculated in Sec. III-G.
The NoC area overheads (excluding RL agents) for 16-core,
64-core, and 256-core NoCs are 4.51 mm2, 18.02 mm2,
and 72.08 mm2. The hardware overheads for RL agents for
16-core, 64-core, and 256-core NoCs are 1.34 mm2,
5.38 mm2, and 21.50 mm2. So, the total NoC area overheads
(including RL agents) for 16-core, 64-core, and 256-core
NoCs are 5.85 mm2, 23.40 mm2, and 93.59 mm2. Therefore,
the hardware overhead for RL agents is 23% of the total NoC
area overhead.

I. RESULTS SUMMARY
The uniqueness of the proposed self-configurable NoC solu-
tion is that the solution maximizes both performance and
energy efficiency while it configures the NoC instantly
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with the help of RL-based distributed intelligent agents.
The proposed solution addresses the challenges of reactive
and slow solutions from heuristics (as in [40]) and opti-
mization solvers (e.g., IBM CPLEX [2]). Because of the
reactive/slow solutions, non-ML based approach [40] can-
not increase or decrease V/F-levels efficiently to provide
both high-performance and energy-efficient solution. Fur-
thermore, as shown in the simulation results, the proposed
solution does not try to maximize the NoC performance
by assigning maximum V/F-levels as high power consump-
tion and corresponding high temperature, even in only one
region of NoC, can create problems, including failure of
electrical components [42], in systems. The proposed solu-
tion is scalable, as demonstrated for NoC with cores ranging
from 16 to 256, and reduces energy hotspots in NoC. The
proposed solution improves EDP by 27%, by 40%, and by
35% for COSMIC, E3S, and synthetic traffic benchmarks,
respectively, compared to corresponding non-ML based solu-
tion [40] and improves EDP by 8% for E3S benchmarks
compared to an RL-based solution [38]. Therefore, the pro-
posed self-configurable NoC solution maximizes perfor-
mance with limited power consumption to quickly provide
energy-efficient and high-performance solution.

V. CONCLUSION
We have proposed dynamic configuration of on-chip
networks on multi/many-core computing systems using
machine learning techniques for energy-efficient and high-
performance NoC. NoC is configured proactively based
on the historical data using deep reinforcement learn-
ing, where distributed reinforcement learning agents take
the voltage/frequency-level configuration actions for NoC
routers and links using neural networks function approxima-
tors. The use of neural network in a reinforcement learn-
ing agent and distributed per-router reinforcement learning
agents in NoC make the proposed approach feasible for
large-scale systems. Simulation results under real and
synthetic traffic demonstrate that the proposed machine
learning-enabled self-configurable NoC solution improves
NoC performance significantly while maximizing energy
efficiency. The scalability and area overhead of the proposed
approach have been demonstrated with 16-core, 64-core, and
256-core NoC architectures. The proposed solution incurs
low hardware overhead for machine learning while providing
self-configurable NoC to meet the real-time requirements of
multiple applications.
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