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ABSTRACT In this paper, we jointly optimize cross-layer network coding (CLNC) and device-to-device
(D2D) communications to facilitate the recovery of popular common files that are missed at multiple
user devices (UDs). In the envisioned system, a group of near-by UDs cooperate with each other and
use CLNC to combine their received files, such that the UDs can recover their missing files using D2D
communications. The proposed CLNCmechanism enables the cloud base-station (CBS) to select the coding
decisions, adapt the rate allocation, and adjust the transmit power of the UDs to reduce the interference.
Specifically, such a CLNC configuration brings a new trade-off among selecting the transmitting UDs
and their coding decisions, and scheduling the transmission rate and power. To this end, we formulate an
optimization problem to minimize the completion time required for recovering the missing files at the UDs.
The proposed optimization problem is shown to be intractable because an optimal solution depends on the
future coding decisions and UDs’ heterogeneous rates. To overcome such intractability, we propose an online
solution that is updated at each transmission slot. In particular, we first design a graph called herein the D2D
rate-aware instantly decodable NC (RA-IDNC), where its vertices have weights that judiciously balance
between the rate of the transmitting UDs and the number of their scheduled UDs. Subsequently, we propose
an innovative and efficient CLNC solution that iteratively selects a set of transmitting UDs and optimizes
their powers using a function evaluation (FE) method. In each iteration, a new transmitting UD is selected
provided that the resultant interference does not significantly degrade the completion time performance.
Simulation results show that the proposed CLNC can significantly reduce the completion time compared to
the benchmark schemes.

INDEX TERMS Cross layer network coding, device-to-device communications, file recovery, power
optimization, real-time applications.

I. INTRODUCTION
The exploding amount of mobile traffic, e.g., streaming appli-
cations, YouTube videos, video-on demand, consume large
bandwidth and high transmission energy of the resource lim-
ited cellular networks. In order to circumvent these chal-
lenges, D2D communications have widely been considered
as a promising technology [1]–[3]. Consider a group of near-
by user devices (UDs) that are interested in receiving a set
of popular common files from the cloud base-station (CBS).
Here, popular common files are high frequently wanted files
by multiple UDs. Due to channel impairments, e.g., fading
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and interference, each UD receives only a subset of the
common files from the CBS in previous broadcast transmis-
sions [4], [5]. To recover the missing files, UDs cooperate
with each other using short-range D2D communications.
With such a cooperation among UDs for file recovery, the
CBS dose not need to re-transmit missing files to UDs. Such
D2D communications offer practical advantages such as alle-
viating the traffic congestion of cellular networks and reduc-
ing both the CBS involvement and end-to-end latency [1].
In this work, we consider D2D communications, where mul-
tiple UDs exploit their received files and cooperate among
them to recover missing files by other UDs. As such, all the
missing files are recovered by all the UDs within the lowest
possible delay.

VOLUME 10, 2022 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 61567

https://orcid.org/0000-0001-6633-0799
https://orcid.org/0000-0002-3377-7831
https://orcid.org/0000-0001-7121-5760


M. S. Al-Abiad et al.: Cross-Layer Network Codes for Completion Time Minimization in D2D Networks

Network coding (NC) has been shown to be promising
for improving throughput and minimizing decoding delay
and completion time for numerous applications in wireless
networks [2]–[5]. Specifically, random linear NC (RLNC)
can achieve the optimal throughput of wireless broadcast
networks [5]. However, this throughput achievement comes
at the expense of complex encoding (i.e., mixing files using
coefficients from a large Galois field), high decoding delay,
and prohibitive computational complexity. This is suitable for
delay-tolerant applications and UDs with high capabilities
and buffer sizes. The report by CISCO [6] shows that a
significant portion of network traffic is popular common files
(popular videos and photos) that are frequently requested
by UDs in short time. Therefore, it is crucial to transmit
these delay-sensitive files with minimum possible delay. For
this purpose, instantly decodable NC (IDNC) is adopted [7].
IDNC performs simple encoding XOR operation at the trans-
mitter and simple decoding XOR operation at the receiver,
and thus instantly decode the received files. Accordingly, it is
suitable for implementation in small and low cost UDs [8],
[9]. Therefore, D2D communication and IDNC technique can
be exploited to transmit popular common files to UDs with
the lowest possible delay while offloading the CBS.

For instance, consider that three popular common files
f1, f2, and f3 are wanted by a set of UDs 1, 2, and 3. Suppose
that the CBS has already transmitted these files to the UDs
and due to channel impairments UD 1 is missing file f1,
UD 2 is missing f2, and UD 3 is missing file f3. These missed
files can be traditionally re-transmitted from the CBS to each
UD until all UDs obtain them correctly. As a result, the CBS
requires at least 3 uncoded transmissions for re-transmitting
these files, which degrades system performance [10]. How-
ever, UDs, which have received files successfully, can trans-
mit their received files to other UDs which are requesting
missing files. In our considered example, UD 1 holds files
f2 and f3, and accordingly, it can transmit the binary XOR
combination f2 ⊕ f3 to UDs 2 and 3. Then, UD 2 holds
f1 and can provide it to UD 1. As a result, 2 transmissions are
required for re-transmitting all files to all UDs. Therefore,
the cooperation among UDs can be utilized with IDNC to
combine files and transmit them to interested UDs via D2D
links. As such, the missed files can be re-transmitted to the
requesting UDs quickly while offloading the CBS’s radio
resource blocks.

In IDNC literature, the file recovery problem is referred
as completion time minimization problem. Based on the layer
functionalities, existing IDNC solutions that solved the com-
pletion time minimization problem can be classified into
network layer IDNC [8], [11]–[13] and rate aware IDNC
(RA-IDNC) [14]–[19], [21] methods. As its name indicates,
network layer IDNC focused only on IDNC at the network
layer to minimize the number of transmissions by serving as
many UDs as possible. On the other hand, RA-IDNC [14]–
[19], [21] incorporates operations in both network and phys-
ical layers to reduce the completion time (in second) that is
needed to recover all missing files at the requesting UDs.

A. RELATED WORKS AND MOTIVATIONS
1) RELATED WORKS IN PHYSICAL LAYER
Most relevant works in physical layer focused on scheduling
UDs to small base-stations (SBSs) in order to maximize sum-
rate in different system models, e.g., [26]–[30]. For example,
the UD scheduling scheme in [26] was developed in [27] to
include power allocation optimization for the SBSs. How-
ever, these works ignored the available side information at
network layer, i.e., missed and previously downloaded files
by different UDs. As a result, each SBS sends uncoded file
that schedules a single UD. Here, the term ‘‘uncoded file’’
is referred to file without NC. It has been noticed that UDs
are interested in requesting same files that represent a pop-
ular content, e.g., a popular video, within a small interval
of time [13]. Indeed, this frequently happens in a hotspot,
e.g., a playground, a public transport, a conference hall, and
so on. The aforementioned physical layer schemes transmit
the requested files without NC, which degrade the system
performance. Therefore, IDNC [8], [11]–[13] can be intel-
ligently leveraged to select a combination of files (binary
XOR combination) that can simultaneously serve multiple
interested UDs at the same time.

2) RELATED WORKS IN NETWORK LAYER
From only network-layer perspective, IDNC scheduling is
adopted to solve the problem in real-time applications in
terms of minimizing the number of transmissions [8], [11]–
[13]. In particular, these related works modeled the status
of physical channels by file erasure probabilities and inte-
grated such erasures in the coding decisions, see for exam-
ples [11], [13]. This improves the system’s performance from
network-layer perspective by scheduling many UDs to the
same resource block, but it degrades the performance from
physical-layer perspective through selecting the minimum
rates of all the scheduledUDs. This results in prolonged trans-
mission duration and hence, consumes the time resources of
network. To this end, the RA-IDNC scheme is developed in
[22] that considers both aspects of network layer (i.e., coding
the available side information at UDs) and physical layer,
such as transmission rate.

3) RELATED WORKS USED RA-IDNC
Unlike network-layer IDNC that depends solely on file com-
binations for minimizing the completion time, RA-IDNC
requires a careful optimization to select the file combination
and transmission rate of each radio resource, see for exam-
ple [14]–[21]. This allows a new degree-of-freedom, such
as, choosing the transmitting UDs, their transmission rates,
and IDNC file combinations, to optimize the file recovery
problem. The authors of [14]–[19], [21] used RA-IDNC in
centralized and decentralized networks for optimizing differ-
ent system parameters. For example, the authors of [17] used
RA-IDNC scheme in cloud radio access networks (C-RANs)
for completion time minimization. However, the authors
assumed that all SBSs maintain a fixed transmit power level.

61568 VOLUME 10, 2022



M. S. Al-Abiad et al.: Cross-Layer Network Codes for Completion Time Minimization in D2D Networks

This may violate the Quality-of-Service (QoS) rate guarantee
and lead to a longer time for file transmission.

4) RELATED WORKS USED CLNC
The authors in [18] and [19] developed a cross-layer
NC (CLNC) scheme that controls the RA-IDNC coding deci-
sions through optimizing the power levels of the SBSs in cen-
tralized C-RANs and Fog-RANs, respectively. Essentially,
the coding decisions in CLNC scheme not only depends on
NC and UDs’ rate, but also on the power levels of each
transmitter. The authors in [18], [19] showed that cross-layer
IDNC decisions are more effective in maximizing through-
put and cloud offloading compared to rate oblivious IDNC
decisions, respectively. However, these works considered
centralized networks with CBSs and distributed SBSs pos-
sessing all files without exploiting the potentials of D2D
communications. The authors in [20] considered minimizing
the completion time in F-RAN systems with D2D commu-
nications. They proposed RA-IDNC schemes where SBSs
(therein called enhanced remote radio heads (eRRHs)) cache
all the requested files and responsible for file transmissions,
and D2D transmitters can serve unserved UDs by the eRRHs.
Similar to [18], [19], the work in [20] considered centralized
networks with CBSs and distributed eRRHs caching all files.
In addition, it did not optimize the power allocation of D2D
transmitters, which may violate the QoS of UDs.

5) RELATED WORKS IN D2D NETWORKS
The authors in [25], [31]–[35] considered network-coded
D2D communications systems to take advantage of both NC
and UDs cooperation. In particular, the authors in [25], [31],
[32] studied RLNC for minimizing the completion time in
D2D networks. Due to a large decoding delay and high encod-
ing and decoding complexities associated with RLNC, the
authors in [33] and [34] adopted IDNC and suggested jointly
selecting a transmitting UDs and its XOR file combination
to serve a large number of nearby UDs with a new file. The
authors in [35] extended the works in [33] and [34] and min-
imized the completion time using IDNC in D2D networks.

The aforementioned works [25], [31], [33]–[35] developed
network coding schemes considering that a single UD is
allowed to transmit a coded file in each transmission interval.
In contrast to the works in [25], [33], and [34], the recent
works [32], [36], [37] exploited the possibility of simulta-
neous transmissions from multiple UDs given that there is
no destructive interference. Particularly, [32] derived various
necessary and sufficient conditions to characterize the com-
pletion time minimization problem in D2D networks. The
authors in [36] extended the study in [32] and concluded that
solving the completion time minimization problem exactly
or even approximately is computationally complex. Unlike
the linear network coding over a large Galois field in [32]
and [36], the works in [37] employed binary IDNC to serve a
large number of UDs with a new file in each time slot.

Recently, the authors of [21] considered completion time
minimization problem by simply selecting only one trans-

mitting UD and its NC combination. However, the main
drawback of the work in [21] is that only one UD is allowed
to transmit coded file in each transmission slot. Thus, they
ignored the interference caused by different transmitting UDs
to the scheduled UDs. In D2D networks, UDs are spatially
distributed in a region which creates an opportunity to judi-
ciously select multiple transmitting UDs that schedule a sig-
nificant set of other UDs. Such configuration brings a new
trade-off between selecting the transmitting UDs, their coded
files, and scheduling the transmission rate/power. However,
solving the completion time minimization problem while
jointly considering the previously received files of UDs, their
transmission rate and power, NC, and D2D communications
has not been explored yet. Furthermore, developing a joint
cross-layer IDNC for the completion time minimization in
D2D networks is a novel concept compared to the existing
NC literature. In particular, our proposed work enables both
selection of the multiple transmitting UDs and optimization
of the employed transmission rate using power control of
each transmitting UD. Consequently, our proposed work is
realistic for the network-coded file delivery problem using
D2D communications.

6) MOTIVATIONS
In contrast to the existing works [14]–[19], [21], our moti-
vation is to develop a CLNC solution via joint optimiza-
tion of selecting transmitting UDs and their file combina-
tions, scheduling the UDs with the transmitting UDs, and
transmit power allocations. As such, the completion time is
minimized. The considered completion time minimization
problem is motivated by real-time applications, i.e., video
streaming. In these applications, UDs want to receive a set
of popular files from other transmitting UDs with a mini-
mum possible delay, given the required QoS rate. Consider
that a popular common video, representing a frame of files,
is requested by a set of UDs located in a playground. Many
UDs in the playground are interested in receiving this frame.
At any time epoch, assume that UDs have already obtained
some files and missed some other files from that frame.
In order to recover the missing files in that frame without any
re-transmission from the CBS, UDs cooperate among them to
receive their missing files using D2D communications with
a minimum possible delay. For this, UDs can immediately
re-XOR the transmitted file combinations from transmitting
UDs and use the decoded files at the application layer. This
XOR decoding at the UDs ensures the delay requirements and
streaming quality.

B. CONTRIBUTIONS
The main contribution of this paper is an optimized rate
allocation and power control scheme for IDNC in a D2D
network. To our best knowledge, this is the first work that
optimizes, jointly, the set of concurrently transmitting UDs,
their coding combinations and scheduled UDs, and their
power allocations and rate adaptations to effectively deal with
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the interference problem in IDNC-enabled D2D networks.
Our key contributions are summarized below.

• The completion time minimization problem is compu-
tationally intractable due to the interdependence among
variables such as the UDs’ received and missing files,
power optimization, rate adaptation, and coding deci-
sions. Specifically, to optimally solve the completion
time minimization problem, all the future coding deci-
sions and UDs’ heterogeneous rates are required, and as
a result, an optimal solution is infeasible for practical
systems. To this end, we propose an efficient online
approach to solve this problem at each transmission slot.

• We design a new D2D-RA-IDNC graph to efficiently
transform the completion time minimization problem
to a maximal weight independent set (MWIS) prob-
lem. The designed D2D-RA-IDNC graph represents all
the feasible rates and NC decisions for all potential
transmitting UDs. The problem is then reformulated as
an MWIS problem that can be efficiently solved using
low complexity graph theoretical solution. The designed
weights of the vertices in this graph balances between
the transmission rate and number of scheduled UDs in
each transmission.

• We develop a CLNC solution that efficiently iterates
between finding the MWIS in the designed D2D-RA-
IDNC graph and optimizing the power of the trans-
mitting UDs using a function evaluation (FE) method.
In each iteration, a new transmitting UD is selected
provided that the resultant interference does not signif-
icantly degrade the completion time performance. The
complexity of our developed CLNC solution is ana-
lyzed.

• We compare our proposed scheme with existing base-
line schemes. Simulation results show that the proposed
CLNC can reduce the completion time up to 15.6% and
48.5% compared to RA-IDNC and uncoded (no NC),
respectively.

The rest of this paper is organized as follows. Section II
overviews the system model. The completion time approxi-
mation and problem formulation are illustrated in Section III.
In Section IV, we present the graph construction and problem
transformation and propose CLNC solution in Section V.
Finally, we present selected simulation results in Section VI
and conclude the work in Section VII.

II. SYSTEM MODEL
A. SYSTEM OVERVIEW
Consider a D2D system with a set of U geographically close
user-devices (UDs), denoted by the set U = {1, 2, . . . ,U}.
These UDs are interested in receiving a delay-sensitive
popular content (e.g., popular YouTube video) represent-
ing a frame of F common files, denoted by the set F =
{1, 2, . . . ,F}, each of size B bits. This work assumes that
UDs have already acquired some files from F from the CBS
in previous broadcast transmissions [19], [21]. Essentially,

the CBS starts by broadcasting F uncoded files (without
network coding) to all UDs. Due to channel impairments,
some of these files are erased which creates an arbitrary
side information (i.e., lost and received files) at the UDs.
If occasionally there exists a file that no UD has received,
the CBS keeps broadcasting that file until it is received by at
least one UD. After this broadcast phase, the files can be in
one of the following two sets for each UD u.

• TheHas setHu that represents the set of the files already
received at UD u.

• The Wants set Wu = F\Hu that represents the set of
requested files for UD u.

The Has and Wants sets of all UDs can be summarized
in a binary U × F state matrix M = [mu,f ] wherein the
entry mu,f = 0 represents that the f -th file is success-
fully received at the u-th UD and 1 otherwise. In order for
all UDs to recover their missing files frame F using D2D
communications only, we assume that at the beginning of
D2D transmissions each file from F is received by at least
one UD in U , i.e.,

∑
u∈U mu,f ≥ 1,∀f ∈ F [12], [21].

UDs cooperate to complete the recovery of all missing files
by exchanging XOR-encoded files to other UDs. When an
UD receives its requested files, it acts as a transmitting UD
that provides its received files to the interested UDs. The
goal is to recover the missing files of the UDs within the
lowest possible completion time by leveraging NC and D2D
communications.

Similar to [21], we adopt a fully connected D2D model
where each UD can be connected to all other UDs. Our work
can easily be adopted for a more general case of partially
connected D2D networks can be explained as follows. Note
that in partially connected D2D networks, each UD has a
limited coverage zone, and thus, it is connected to a subset
of UDs. Similar to the fully connected model, our proposed
algorithm will select a set of transmitting UDs, their file
combinations, and their transmission rates/powers. Unlike the
fully connected model that each transmitting UD transmits to
all UDs in the network, each transmitting UD in the partially
connected model will serve UDs in its coverage zone only.

We consider that each UD is equipped with single antenna
and uses half-duplex channel. Accordingly, each UD can
either transmit or receive at a given transmission slot. Specif-
ically, at each transmission slot, each UD can be either file
requester (receiver) or file holder (transmitter) that can pro-
vide its received files to other requesting UDs via D2D links.
Unlike the simple D2D model used in [21] that considers
only one transmitting UD at a time, we consider a realistic
D2Dmodel where multiple UDs can simultaneously transmit
using the same frequency channel and we employ a transmit
power control approach to mitigate interference among the
concurrently active D2D links.

We consider a centralized decision making systemwherein
a CBS has full knowledge of the distribution of missed
and received files at each UD. Such information can be
accomplished and collected at the CBS by the transmission
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of error-free acknowledgments (ACKs) through a dedicated
feedback channel [21]. Therefore, the CBS is responsible for
selecting a set of transmittingUDs and their NC combinations
and power allocations, that deliver missing files to requesting
UDs. Accordingly, the CBS decides the coding combinations
that depend on the missing and received files of all UDs, their
transmission rates and power allocations.

Let γk,u denote the channel gain between UD k and UD
u and Qmax denote the maximum transmit power for D2D
link. We consider slow fading channels, and thus, γk,u is
considered to be fixed during a single transmission interval
but may change independently from one file transmission
to another file transmission. Then, the achievable capac-
ity of a D2D pair (k, u) is given by Ck,u = log2(1 +
SINRk,u(Q)),∀k ∈ A, where SINRk,u(Q) is the correspond-
ing signal-to-interference plus noise-ratio experienced by UD
u when it is scheduled to UD k . This SINR is given by

SINRk,u(Q) =
Qk |γk,u|2

N0 +
∑

m6=k Qm|γm,u|
2,∀k,m ∈ A, where

A is the set of transmitting UDs, N0 is the noise power,
Qk , Qm are the transmit powers of UDs k and m which
both are bounded by Qmax, and Q = [Qk ] is a row vector
containing the power levels of the transmitting UDs. The
channel capacities of all pairs of D2D links can be stored in
anU×U capacity status matrix (CSM)C = [Ck,u], ∀(k, u).
Since UD k cannot transmit to itself, Ck,k = 0.

B. RA-IDNC AND EXPRESSION OF THE COMPLETION
TIME METRIC
Let Uw,t denote the set of UDs that having non-empty Wants
sets at the t-th transmission slot is denoted by Uw,t , i.e.,
Uw,t = {u ∈ U |Wu,t 6= ∅}. For simplicity, we use time index
t to represent the t-th transmission slot, i.e., t = 1 refers
to the first transmission slot. Let fk,t denote the XOR file
combination to be sent by UD k to the set of scheduled UDs
u(fk,t ) at the t-th transmission. The file combination fk is an
element of the power set P(Hk ) of the received files at UD
k . A transmission from the k-th transmitting UD is instantly
decodable at the u-th UD if the following constraints are
satisfied.

1) IDNC constraint (|fk ∩ Wu| = 1): The u-th UD
can re-XOR fk,t with its previously received files to
decode one of its missing files. In IDNC constraint,
we have two decodablity conditions: i) f = f ′ ⇒ File
f is requested by UDs u and u′, and ii) f ∈ Hu′ and
f ′ ∈ Hu ⇒Each requested file of eachUD is in theHas
set of the other UD. With this IDNC constraint, the file
combination f ⊕ f ′ is instantly decodable for both UDs
u and u′. These two conditions jointly represent the fact
that there is only one requested file for each UD u in the
file combination κk of its scheduled transmitting UD k ,
i.e., |κk ∩Wu| = 1,∀u ∈ τk .

2) Rate constraint (Rk ≤ Ck,u): The u-th UD can prop-
erly receive the combination fk,t from the k-th UD
with a rate below its achievable capacity. This is to

ensure successful decoding at the u-th UD. Moreover,
to ensure successful decoding at multiple UDs, the
maximum transmission rate of a particular transmitting
UD is equal to the minimum achievable capacity of its
scheduled UDs.

The above two constraints can be mathematically written as
u(fk ) =

{
u ∈ Uw

∣∣|fk ∩Wu| = 1 and Rk ≤ Ck,u
}
. There-

fore, this RA-IDNC scheduling ensures providing requested
files that can be decoded by the scheduled UDs. The term
‘‘targeted users’’ is given for the scheduled UDs who receive
an instantly-decodable transmission. Without loss of gen-
erality, the set of all targeted UDs, when |A| transmitting
UDs transmit the set of combinations f(A), is represented
by u(f(A)), where k , fk , u(fk ) are elements inA, f(A), and
u(f(A)), respectively. Here, the symbol |X | represents the
cardinality of the set X .
Let Tk denote the transmission duration of the k-th UD.

The duration for transmitting fk from UD k with rate Rk
to the set of UDs u(fk ) is expressed as follows Tk = B

Rk
.

For transmission synchronization, all transmitting UDs in
the set A adopt a common transmission rate, denoted as R.
In other words, since files are not fragmentable, we suggest
that all transmitting UDs can use the same transmission rate.
Indeed, assume these transmitting UDs are using different
rates. In this case, each transmitting UD either waits for the
other transmitting UDs to finish their transmissions to start a
new transmission or does not wait for the other transmitting
UDs. In the latter case, each transmitting UD would serve
the same group of UDs all the time, which transforms the
problem into multiple parallel single transmitting UD model
in [21]. Therefore, we assume that all transmitting UDs are
using the same transmission rate R(t) at each transmission
index t . Therefore, all the nodes (i.e., transmitting UDs)
start and finish the transmissions at the same time, i.e., all
transmitting UDs have the same transmission duration of B

R(t)
seconds. Therefore, the adopted transmission duration for
sending any coded/uncoded file from any transmitting UD is
denoted by Tt and expressed by Tt = B

R seconds. In this work,
t represents the transmission slot index and its transmission
duration is represented by B

R(t) . Consequently, UDs that are
not targeted at transmission slot t , experience Tt seconds of
delay has a cumulative delay as defined below.
Definition 1: Any UD with non-empty Wants set experi-

ences Tt seconds of time delay if it does not receive any
missing file at the t-th transmission. The accumulated time
delay of UD u is the sum of Tt seconds at each transmission
until the t-th transmission, denoted by Du(t), and expressed
as

Du(t) = Du(t − 1)+

{
Tt if u /∈ u(f(A))
Tt if u ∈ A.

(1)

Let Tu denote the completion time of UD u until it recovers
the missing files. The completion time for UD u includes
two parts, its accumulated time delay Du due to receiving
non-instantly decodable transmissions and the time dura-
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TABLE 1. Variables and parameters of the system.

tion of sending all instantly decodable transmissions. Here,
the term ‘‘non-instantly decodable transmission’’ means that
the UD cannot reduce the size of its Wants set with that
transmission.

Subsequently, the overall completion time is determined
by the longest duration time of receiving the missing files
among all UDs. Hence, the overall completion time is the
time required until all UDs recover all missing files and
is mathematically given by T = maxu∈U {Tu}. The used
notations and variables are summarized in Table 1.

In order to minimize the overall completion time, we need
to find the optimal schedule from the beginning of the D2D
transmission phase at t = 1 until all UDs recover all
missing files at t = |S|. Here, S is defined as a collec-
tion of transmitting UDs k ∈ A, file combinations and
transmission rates/powers until all UDs in Uw receive all F
files, i.e., S = {A(t),P(Hk (t)),R(t)},∀t ∈ {1, . . . , |S|}.
Thus, the optimal schedule S∗ that minimizes the overall
completion time of all UDs is S∗ = argminS∈S{T(S)} =
argminS∈S

{
maxu∈Uw {Tu(S)}

}
,where S is the set of all pos-

sible D2D transmission schedules, i.e., S ∈ S. This optimal
schedule can be formulated as follows
Theorem 1: The minimum overall completion time prob-

lem in a D2D network can be formulated as a transmission
schedule selection problem such that:

S∗ = argmin
S∈S

{
max
u∈Uw

{
B.|Wu(0)|

R̃u(S)
+ Du(S)

}}
, (2)

where |Wu(0)| is the initial Wants set size of UD k, Du(S) is
the accumulative time delay of UD u in schedule S and R̃u(S)
is the harmonic mean of the transmission rates of time indices
that are instantly decodable for UD u in schedule S. Note that
the time of instantly decodable transmissions is approximated
using the mean transmission time which can be written as a
function of the harmonic mean of the rates of the instantly
decodabe transmissions for the UDs [10]–[15].

The optimal NC transmission scheduling, that reduces the
overall completion time in a D2D network, is the solution
of the optimization problem in Theorem 1. Such a schedul-
ing requires to exploit the heterogeneity of UDs’ channel
capacities and the interdependence of UDs’ file reception.

FIGURE 1. D2D system containing 6 UDs and their corresponding
requested and missing files and rates. For example, UD 2 receives f1, f2,
f4 and misses f3. The set of received files at UD 1 is H1 = {f1, f2, f4, f3}.

Actually, the decision at the current transmission slot depends
on the future coding situations, which makes the optimization
problem anti-causal. Therefore, it can be inferred that finding
the optimal schedule S∗ is intractable [17], [21].

C. EXAMPLE OF RA-IDNC TRANSMISSIONS IN D2D
SYSTEM
In this example, we illustrate the aforementioned definitions
and concepts to ease the analysis of the completion time min-
imization problem reformulation in next section. Consider a
simple D2D network that shown in Fig. 1 which consists of
6 users, users’ received and missing files and their rates. For
example, UD 2 receives f1, f2, f4 and misses f3. Each file is
assumed to have a size of 10 bits. Tominimize the completion
time for this example, one possible scheduling is given as
follows.

1) FIRST TIME SLOT
UD 1 and UD 2 can use their received files to transmit f1 =
f1 ⊕ f4 and f2 = f4 with rates R1 = 2.5 and R2 = 2.5 bits/s,
respectively, to the sets u(f1) = {4, 6} and u(f2) = {3, 5}.
Given this, we have the following transmission durations of
transmitting UDs 1 and 2, respectively: T1 = 10

2.5 = 4,T2 =
10
2.5 = 4 seconds. The decoding process at UDs side can be
explained as follows.

• UD4 already has f1, so it can XOR the combination (f1⊕
f4) with f1 (i.e., (f1 ⊕ f4) ⊕ f1) to retrieve f4. Thus, the
transmission is instantly decodable for UD 4.

• UD6 already has f4, so it can XOR the combination (f1⊕
f4) with f4 (i.e., (f1 ⊕ f4) ⊕ f4) to retrieve f1. Thus, the
transmission is instantly decodable for UD 6.

• UDs 3 and 5 can receive f4 from the u2-th UD. Thus, the
transmission is instantly decodable for UDs 3 and 5.

Therefore, the updatedWants sets after the first time slot are:
W2 = {f3}, W3 = ∅,W4 = ∅, W5 = {f3}, W6 = {f2}. Note
that Tt,1 = 4 seconds.

2) SECOND TIME SLOT
UD 1 can use its received files to transmit f1 = f2 ⊕ f3 with
rate R1 = 3 bits/s to the set u(f1) = {2, 5, 6} which requires
transmission time T1 = Tt,2 = 10

3 = 3.33 seconds. The
decoding process at UDs side can be explained as follows.
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• UD2 already has f2, so it can XOR the combination (f2⊕
f3) with f2 (i.e., (f2 ⊕ f3) ⊕ f2) to retrieve f3. Thus, the
transmission is instantly decodable for UD 2.

• UD5 already has f2, so it can XOR the combination (f2⊕
f3) with f3 (i.e., (f2 ⊕ f3) ⊕ f2) to retrieve f3. Thus, the
transmission is instantly decodable for UD 5.

• UD6 already has f2, so it can XOR the combination (f2⊕
f3) with f2 (i.e., (f2 ⊕ f3) ⊕ f2) to retrieve f3. Thus, the
transmission is instantly decodable for UD 6.

Consequently, all UDs will recover their missed files. There-
fore, the total transmission time is Tt,1 + Tt,2 = 4+ 3.33 =
7.33 seconds.

The above example demonstrates the benefit of NC and
D2D communications in minimizing the completion time.
We can further improve this result by allocating the power
levels efficiently to the transmitting UDs.

III. COMPLETION TIME APPROXIMATION AND PROBLEM
REFORMULATION
Minimizing the completion time over all future coding deci-
sions is intractable [16], [21]. Therefore, we approximate the
completion time in Theorem 1 to select a set of transmitting
UDs, file combinations, and transmission rates/powers at
each transmission slot t . To achieve this, at each transmission
slot t , a lower bound on the completion times of all UDs is
computed [21]. We compute this lower bound separately for
each UD without exploiting the interdependence of UDs’ file
reception and channel capacities. In fact, this lower bound
metric facilitates the mapping of the transmission schedule
selection problem in (2) into an online maximal independent
set selection (MWIS) problem.
Corollary 1: A lower bound on completion time T̄u(t) of

UD u ∈ Uw in a given transmission slot t can be approxi-
mated as

T̄u(t) ≈
B.|Wu(0)|

R̃u
+ Du(t), (3)

where Du(t) is the accumulated time delay experienced
by UD u until transmission slot t and R̃u is the har-
monic mean of the channel capacities from all UDs
to UD u.

Proof: The expression in (3) matches the expression
in Theorem 1, except Du(S) and R̃u(S) of Theorem 1 are
replaced byDu(t) and R̃u, respectively. The best case scenario
is that all transmissions starting from transmission slot t are
instantly decodable for UD u. Thus, it experiences no further
time delay, i.e., Du(S) = Du(t). In addition, since a fully
connected D2Dmodel is adopted, UD u can receive a missing
file from any other UD until it receives all F files. Therefore,
R̃u(S) is replaced by R̃u, where R̃u is the harmonic mean of
the channel capacities from all other UDs to UD u. This is
an approximation as R̃u is exactly equal to R̃u(S) if UD u
receives an equal number of files from other UDs with the
rates of channel capacities. �
Using the approximated completion time (3) at each trans-

mission slot t , we are now ready to reformulate the com-

pletion time minimization problem in Theorem 1 with the
aim to develop a CLNC framework that decides the set of
transmitting UDs A for sending fk to the UDs u(fk ), and
their transmission rates/power levels {Rk ,Qk}, ∀k ∈ A.
As such, all missing files are recovered by all UDs with
minimum completion time. Therefore, the completion time
minimization problem in a fully connected D2D system can
be formulated as

P1 : min
fk ,Rk ,Qk
A∈P(U )

{
max
u∈Uw

T̄u(t)
}

s. t.


(C1): u(fk ) ∩ u(fm) = ∅,∀k 6= m ∈ A,
(C2): fk ⊆ P(Hk ), ∀k ∈ A,
(C3): 0 ≤ Qk ≤ Qmax, ∀k ∈ A,
(C4): Rk ≥ Rth,∀k ∈ A,

(4a)

where (C1) states that each UDmust be scheduled to only one
transmitting UD; (C2) ensures that all files to be combined
using XOR operation at each transmitting UD k are already
received by UD k; (C3) bounds the maximum transmit power
of transmitting UDs, and (C4) guarantees the minimum trans-
mission rate Rth required to meet the QoS rate requirements.

The optimization variables in P1 contain the NC schedul-
ing parameters u(fk ), potential set of transmitting UDs A,
and their adopted power allocations.
Lemma 1: P1 is NP-hard optimization problem.
Proof: We assume that P1 is not an NP-hard opti-

mization problem, and as a result, there is a polynomial
complexity algorithm that can obtain optimal solution to P1.
Certainly, it is possible to obtain optimal solution for any
special instances of P1. The special instances of P1 can be
obtained by relaxing one or more constraints of P1. Let us
consider that P̂1 and P̃1 are two special instances of P1.
In particular, P̂1 is obtained by relaxing the NC constraints,
and P̃1 is obtained by relaxing the power allocation and UD
scheduling constraints. One can readily justify that P̂1 boils
down to minimizing uncoded completion time for a joint
power allocation and UD scheduling problem over interfering
D2D channels, which is a known NP-hard problem [19].
On the other hand, P̃1 is a NC problem whose objective is
to optimally find the file combinations of transmitting UDs,
which is also an NP-hard problem [17]. Due to the NP-
hardness, it is not possible to obtain polynomial complex-
ity algorithm to optimal solve both P̂1 and P̃1. Therefore,
an optimal polynomial complexity algorithm for P1 does not
exist, even when one or more constraints of P1 is relaxed.
Essentially we obtain a contradiction with the initial assump-
tion of existence of an optimal polynomial complexity algo-
rithm for P1. Consequently, P1 is an NP-hard optimization
problem. �
Since P1 is NP-hard, its global optimal solution is

intractable for practical systems. To address the computa-
tional intractability of P1, in the next section, we analyze the
problem and successfully transform it into MWIS problem
using graph theory technique.
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IV. GRAPH CONSTRUCTION AND PROBLEM
TRANSFORMATION
In this section, we first design a novel D2D-RA-IDNC
graph to represent the D2D feasible transmissions. Using
this designed graph, we transform the problem P1 into a
graph theory-based problem. Note that the main reasons
of transforming problem P1 to the problem in (6) are as
follows:
• Reason I: This work proposes a graph-theory based
technique that establishes a framework with exact repre-
sentation of coding decisions and objective transforma-
tion. Further, graph theory is self sufficient with numer-
ous proven theorems, and facilitates the analysis and
optimization of a problem. It also offers combinatorial
techniques allowing the quantitative computation of a
problem. Finally, it includes reduction techniques (e.g.,
maximum weight search methods) that are capable of
efficiently analyzing large graphs representing complex
problems [30]. Leveraging such advantages, we use
graph theory technique to facilitate and transform the
initial problem to be solved in the designed novel D2D-
RA-IDNC graph.

• Reason II: The formulated problem in P1 is similar
to MWIS problems in several aspects. In MWIS, two
vertices should be non-adjacent in the graph, and sim-
ilarly, in problem P1, same UD cannot be scheduled to
two different UDs (i.e., C1). Moreover, the objective of
problem P1 is to minimize the maximum completion
time, and similarly, the goal of MWIS is to maximize
the number of vertices that have high weights. There-
fore, the feasible NC schedules can be considered to
be the MWISs. Consequently, we focus on graph-based
methods.

Therefore, we transform the initial problem P1 to the MWIS
problem (6) to be solved efficiently using graph theory. For
this objective, we design a novel D2D-RA-IDNC graph that
considers all feasible schedules between the transmittingUDs
and their file combinations and rates/powers. In what follows,
we will construct a graph that allows us to transform problem
P1 into MWIS-based problem.

A. NEW D2D-RA-IDNC GRAPH
In this sub-section, we construct a new weighted undirected
graph, referred to D2D-RA-IDNC graph, that considers all
possible conflicts for scheduling UDs, such as transmis-
sion, network coding, transmission rate, and half-duplex. Let
G(V, E) represent the D2D-RA-IDNC graph where V and E
stand for the set of all the vertices and the edges, respectively.
In order to construct G, we need first to generate the vertices
and connect them.

We design the D2D-RA-IDNC graph by generating all
vertices for the k-th possible transmitting UD, ∀k ∈ U . The
vertex set V of the entire graph is the union of vertices of
all UDs. Consider, for now, generating the vertices of UD
k . Note that transmitting UD k can encode its IDNC file fk

using its previously received filesHk . Therefore, each vertex
is generated for each single file f ∈ Wu ∩Hk that is missed
by each UD u ∈ Uw and for each achievable rate r of UD k
that is defined below.
Definition 2: The set of achievable ratesRk,u from UD k to

UD u is a subset of achievable ratesRk that are less than or
equal to channel capacity rk,u. It can be expressed byRk,u =

{r ∈ Rk |r ≤ Ck,u and u ∈ Uw}.
The above definition emphasizes that the u-th UD can

receive a file from transmitting UD k if the adopted transmis-
sion rate r is in the achievable setRk,u. Therefore, we generate
|Rk,u| vertices for a requesting file f ∈ Wu ∩Hk ,∀u ∈ Uw.
In summary, a vertex vkr,u,f is generated for each association
of transmitting UD k , a rate r ∈ Rk,u, and a missing file
f ∈ Hk ∩ Wu of UD u ∈ Uw. Similarly, we generate all
vertices for all UDs in U .

Given the above generated vertices, in what follows,
we connect them to construct the D2D-RA-IDNC graph. All
possible conflict connections between vertices (also known as
the conflict edges) in the D2D-RA-IDNC graph are provided
as follows. Two vertices vkr,u,f and vkr ′,u′,f ′ representing the
same transmitting UD k are linked with a coding-conflict
edge if the resulting combination violate the instant decod-
ability constraint. This event occurs if one of the following
holds.

• The combination is not-instantly decodable, i.e., f 6= f ′

and (f , f ′) /∈ Hu′ ×Hu.
• The transmission rate is different, i.e., r 6= r ′.

Similarly, two vertices vkr,u,f and v
k ′
r ′,u′,f ′ representing dif-

ferent transmitting UDs k 6= k ′ are conflicting if

• The transmission rate is different, i.e., r 6= r ′.
• The same UD is scheduled, i.e., u = u′.

Finally, since we use half-duplex channel, the same UD
cannot transmit and receive in the same transmission slot.
Thus, two vertices vkr,u,f and vk

′

r ′,u′,f ′ are conflicting due to
half-duplex channel if k = u′ or k ′ = u.
In summary, two vertices vkr,u,f and vk

′

r ′,u′,f ′ are adjacent
by a conflict edge in E if they satisfy one of the following
connectivity conditions (CC).

• CC1: k = k ′ and (f 6= f ′) and (f , f ′) /∈ Hu′ ×Hu.
• CC2: r 6= r ′.
• CC3: k 6= k ′ and u = u′.
• CC4: k = u′ or k ′ = u.

Remark 1: For simplicity and unless stated, we use v and
v′ instead of vkr,u,f and v

k
r,u′,f ′ , respectively.

B. PROBLEM TRANSFORMATION
In this sub-section, we transform the network-coded user
scheduling and power optimization problem P1 into MWIS
problem, and consequently, we start by the following defini-
tions.
Definition 3: Any independent set (IS) I in graph G must

satisfy: i) I ⊆ G; ii) ∀v, v′ ∈ I, we have (v, v′) /∈ E .
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Definition 4: A maximal IS in an undirected graph cannot
be expanded to add one more vertex without affecting the
pairwise non-adjacent vertices.
Definition 5: The independent set I is referred to an MWIS

of G if it satisfies: i) I is an IS in graph G; ii) the sum weights
of the vertices in I offers the maximum among all ISs of G.
Therefore, the MWIS will be denoted as I.
Based on the aforementioned designed D2D-RA-IDNC

graph and definition of MWIS, we have the following propo-
sition.
Proposition 1: The problem of minimizing the approxi-

mated completion time in P1 at the t-th transmission slot is
equivalently represented by theMWIS selection among all the
ISs in the G graph, where the original weight ωo(v) of each
vertex v is given by

ωo(v) = 2Uw−du+1T̄u(t)
( r
B

)
, (5)

where du is the order of UD k in the group that arranges
all UDs in Uw(t) in decreasing order of lower bound on
completion times [21].

Proof: In order to prove this proposition, we first need
to sufficiently show that there is a mapping between the
set of maximal ISs in the D2D-RA-IDNC graph and the
set of feasible transmissions. Then, the weight of each IS
is the objective function to P1. As mentioned earlier, the
formulated problem in P1 is similar to MWIS problems.
Thus, it is sufficient to show that there exists a one-to-one
mapping between the set of feasible transmissions and the set
of ISs in the D2D-RA-IDNC graph. From the configuration
of the D2D-RA-IDNC graph, it can readily be seen that the
feasible transmissions between different transmissions are
non-adjacent, i.e., the condition CC3. Since each feasible
transmission by a transmitting UD is an IS and they are non-
adjacent, then the union of both sets is also an IS. Therefore,
all vertices in the sub-graph representing transmitting UD k
are non-adjacent to vertices in the sub-graph of transmitting
UD k ′ as long as the targetedUDs are distinct. Therefore, each
feasible association between targeted UDs-transmitting UDs,
file combinations, and the transmission rate is represented by
a maximal IS. Conversely, it can readily be seen that each
IS represents a feasible condition as it does not violate the
connectivity conditions CC1, CC2, CC3, and CC4. Indeed,
for I, the transmission of the combination uk = ⊕v∈I f by
transmitting UD k at rate r is instantly for all UDs u(fk ) =
∪v∈Iu.

To conclude the proof, we show that the weight of the IS
is the objective function of P1. Let the weight of vertex v be
defined as in (5) and I be the set of maximal ISs in the D2D-
RA-IDNC graph G. Consider I ∈ I is the MWIS that has
the maximum vertex weights. By the designed graph G, all
the feasible decisions of transmitting UDs, transmitted files
and transmission rates/powers are mapped to the set of all
maximal ISs. Consequently, the completion time minimiza-
tion problem can be reformulated as a maximal IS selection

problem in graph G such as

arg max
A∈P(U )
fk∈P(Ck )

Qk∈{0,...,Qmax}
r∈Rk

∑
u∈X

2Uw−du+1T̄u(t)
( r
B

)

= max
I∈I

∑
v∈I

2Uw−du+1T̄u(t)
( r
B

)
= max

I∈I

∑
v∈I

ωo(v).

(6)

Consequently, the problem of choosing transmitting UDs, file
combinations, and transmission rates/powers that results in
minimizing the completion time is equivalent to the MWIS
selection problem over the D2D-RA-IDNC graph. �
It is readily known that finding the MWIS is NP-complete

problem [22]. Consequently, solving Proposition 1 is NP-
hard. In the next section, we greedily select a maximal IS
using the vertices’ weights defined in (5).

V. PROPOSED SOLUTION
In this section, we develop an efficient CLNC solution that
judiciously selects multiple transmitting UDs simultaneously
and their coding decisions and transmitting rates/powers.
As shown in SINR expression, the increase in the number
of transmitting UDs also increases interference of a trans-
mission channel caused by multiple transmitting UDs and
therefore, reduces the channel capacity. To control the dele-
terious impact of interference on channel capacities, a power
allocation mechanism is employed that efficiently selects the
set of transmitting UDs and allocates the transmitting power
to the transmitting UDs such that: (1) a large number of
UDs can be targeted with an IDNC combination, and (2) the
channel capacities of the transmitting UDs to the targeted
UDs still improves the objective function. The overall steps
of our proposed solution are as follows. We first present a
power allocation algorithm for the given set of transmitting
UDs and the scheduled/targeted UDs to these transmitting
UDs. Next, we provide a greedy algorithm that selects a set of
transmitting and targeted UDs considering known/predefined
power allocations. Finally, by combining the aforementioned
algorithms, we present an innovative CLNC solution.

A. TRANSMIT POWER ALLOCATION ALGORITHM
In this sub-section, we derive optimal power allocations to
maximize sum-throughput for a given set of transmitting
UDs. We assume that the system has A transmitting UDs,
i.e., A = {1, 2, . . . ,A} and the UDs receiving data from
the k-th transmitting UD is denoted by the set u(fk ). The
power optimization problem to maximize the sum-capacity
of A transmitting UDs is formulated as

max
{Qk }

A∑
k=1

Uk s.t. 0 ≤ Qk ≤ Qmax,∀k, (7)

where Uk =
∑

u∈u(fk ) log2
(
1+ SINRk,u

)
. The near-optimal

power allocation for the k-th transmitting UD is obtained in
the following proposition.
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Proposition 2: Let Q̂k be the given transmit power of the
k-th transmitting UD at the l-th iteration. A converged power
allocation is obtained by updating power at the (l + 1)-
th iteration, ∀t , according to the following power update
equation

Qk =


∑

u∈u(fk )
SINRk,u

1+SINRk,u∑
m=1
m6=k

∑
j∈u(fm)

(
(SINRm,j)

2

1+SINRm,j

)
γk,u

Q̂mγm,j


Qmax

0

(8)

where SINRm,j, ∀m, j, is obtained by applying the value Q̂m
in the expression of end-to-end SINR.

Proof: Although (7) is a non-convex power allocation
problem, a local optimal solution to (7) can be obtained
by obtaining the stationary point of the objective function.
To obtain a stationary power allocation for the uk -th transmit-
ting UD, we need to solve ∂Uk

∂Qk
= 0. In particular, we obtain

∂Uk
∂Qk
=

1
Qk

∑
u∈u(fk )

SINRk,u
1+ SINRk,u

−

∑
m=1,m6=k

∑
j∈u(fm)

( (
SINRm,j

)2
1+ SINRm,j

)
γk,u

Q̂mγm,j
. (9)

Therefore, by solving ∂Uk
∂Qk
= 0, we obtain

Qk =


∑

u∈u(fuk )
SINRk,u

1+SINRk,u∑
m=1,m6=k

∑
j∈u(fm)

(
(SINRm,j)

2

1+SINRm,j

)
γk,u

Qmγm,j

 (10)

By solving (10), one can obtain the stationary point for the
objective function of the k-th transmitting UD, ∀k . How-
ever, a closed-form power allocation by solving (10) is
intractable. Accordingly, we adopt an iterative approach to
obtain a near-optimal stationary power allocation. To this
end, we denote Q̂k as the given power allocation for the
k-th transmitting UD, ∀k , and evaluate the R.H.S. of (10)
for the given power allocations. Finally, by projecting R.H.S
of (10) to the feasible region of the power allocations,
we obtain (8). �

Based on Proposition 2, an iterative algorithm to obtain
transmit power allocations for a given set of transmitting UDs
is provided as Algorithm 1. The convergence of Algorithm
1 is justified as follows.
Proposition 3: Algorithm 1 provides a stable and local

optimal solution to (7).
Proof: We can proof Proposition 2 by resorting to

the game theory. In fact, the proposed power allocation
update can be considered as a non-cooperative power control
game (NCPCG) where each transmitting UDs act as a ratio-
nal and selfish player, and wants to maximize its utility by
choosing the best possible power allocation strategy. To this
end, the utility function of the k-th transmitting UD is given
at the top of the next page, where Q−k denotes the power
allocation for the transmitting UDs other than the k-th UD.

Algorithm 1 Transmit Power Allocations for a Given Set of
Transmitting UDs
1: Input: Set of transmitting UDs, the file combinations,

and the associated UDs with each transmitting UDs.
2: Initialize: Q̂k = Qo, ∀k = 1, 2, · · ·A, l = 1.
3: repeat
4: Update the power allocation of the k-th transmitting

UD, ∀k , by applying (8).
5: Set Q̂k = Qk , ∀k = 1, 2, · · ·A, and l = l + 1
6: until Objective function of (7) converges or l > lmax.
7: Output: Final transmission power for all the transmitting

UDs.

The utility function has two parts where the first part is the
payoff in terms of the achievable throughput and the second
term is the payoff for creating less interference to the other
players in the system. Obviously, the first and second terms
monotonically increase and decrease with the increase of
transmission power, Qk , respectively. We denote the R.H.S
of (8) as Fk

(
{Q̂k}

)
. We can readily demonstrate that if

Qk < Fk
(
{Q̂k}

)
, Uk (Qk ,Q−k) monotonically increases, and

if Qk > Fk
(
{Q̂k}

)
, Uk (Qk ,Q−k) monotonically decreases.

Therefore, Uk (Qk ,Q−k) is a quasi-concave utility function.
From [24, Theorem 3.2], for a non-cooperative game with
quasi-concave utility functions, a Nash-equilibrium (NE)
point must exists and it is obtained as the best response
strategy of the players in the game. Note that, in an NE point,
no player can improve its utility by taking an alternative strat-
egy, and consequently, the overall solution must converge.
We can easily justify that (8) is same as the best response
strategy of the k-th transmitting UD, ∀k . Consequently, the
iterative power allocation procedure, given in Algorithm 1,
must converge to a stable point. We also emphasize that
(8) is derived by satisfying the Karush-Khun-Tucker (KKT)
conditions for (7). Hence, a stable power allocation that is
obtained by iteratively solving (8) also converges to a local
optimal solution to (7). Accordingly, Algorithm 1 provides a
stable and local optimal solution to (7).1 �

B. GREEDY MAXIMAL INDEPENDENT SET SELECTION
ALGORITHM
In this sub-section, we propose a maximal IS selection algo-
rithm based on a greedy vertex search in the D2D-RA-IDNC
graph and the priority of vertices defined in Proposition 1. Let
Ev,v′ be the adjacency connector of vertices v and v′ in graph
G such that

Ev,v′ =
{
1 if v is not adjacent to v′ in G,
0 otherwise.

(11)

1The convergence of transmission power update equation, given by
(8), is justified for asymptotically high signal-to-noise (SNR) ratio regime
in [23]. However, using Proposition 2, we justify that the considered power
allocation converges without the assumption of asymptotic high SNR.
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Further, let gv denote the weighted degree of vertex v,
which can be expressed as gv =

∑
v′∈G Ev,v′ωo(v′v), where

ωo(v′) is the priority of vertex v′ defined in (5). Finally, the
modified weight of vertex v is defined as

ωm(v) = ωo(v)gv = 2Uw−du+1T̄ui (t)
( r
B

)
gv. (12)

To this end, at each step, the vertex search method adds
a new vertex based on the maximum weight. Essentially,
a vertex v∗ that has the maximum weight ωm(v∗) is selected
and added to the maximal independent set I (i.e., I = {v∗}).
Then, the subgraph G(I), which consists of vertices in graph
G that are not connected to vertex v∗ is extracted and consid-
ered for the next step. Next, a newmaximumweight vertex v

′
∗

is selected from subgraph G(I). We repeat this process until
no more vertices that are not connected to all the vertices in
the maximal independent set I. The steps of the greedy vertex
search selection are summarized in Algorithm 2.

The transmittingUD inI generates a coded file byXORing
all the files identified by the vertices in I. It also adopts
the transmission rate corresponding to the vertices of I. It is
worth mentioning that the MWIS I and its corresponding
modified weights in (12) provide the following potential
benefits.
• The modified weight of each vertex in I shows the
following. The first term

( r
B

)
provides a balance between

the transmission rate/power and the number of sched-
uled UDs to transmitting UD k . The second term
2Uw−du+1T̄u(t) classifies the UDs based on their comple-
tion time lower bounds. As such, we give them priority
for scheduling. More importantly, through the weighted
degree g, the modified weight of a vertex v has a large
original weight and it is not connected to a large number
of vertices that have high original weights.

• Each UD is scheduled only to a transmitting UD that
cached one of its missed files.

• The transmitting UD delivers an IDNC file with an
adopted transmission rate/power that provides a lower
completion time to a set of UDs. This adopted rate
ensures the QoS rate guarantee and ensures successful
decoding at all the scheduled UDs.

C. CROSS-LAYER NC SOLUTION
The transformed problem in (6) is an NP-hard problem.
Thus, solving it optimally needs an exhaustive search over
O(|V|2.2|V |) where V is the number of vertices in the graph.
In other words, it needs to find all maximal-weight indepen-
dent sets possibilities in the graph, which increases exponen-
tially with the number of vertices [32]. Finding the optimal

Algorithm 2 Greedy MWIS Selection Algorithm
1: Generate D2D-RA-IDNC graph G.
2: Initialize I = ∅.
3: Set G(I)← G.
4: while G(I) 6= ∅ do
5: ∀v ∈ G(I): compute ωo(v) and ωm(v) using (5) and

(12), respectively.
6: Select v∗ = argmaxv∈G(I){ωm(v∗)}.
7: Set I← I ∪ v∗.
8: Obtain G(I).
9: end while

solution using stochastic shortest path (SSP) solvers for a
reasonable D2D network of 8 receiving UDs, 8 files, 3 trans-
mitting UDs, needs algorithm values ofO(28×8) = 1.9×1019

state space, each has O
(
3

8×8×3
3 8× 3

)
= 8.2 × 1031 action

space (for more details about the SSP, see [17]). This justifies
our resorting to the design of the heuristic algorithms for
reasonable network settings.

The iterative proposed CLNC solution maximizes the
weighted sum rate subject to completion time reduction con-
straints, i.e., the problem of determining transmitting UDs
and their transmission rates/powers and the transmitted file
combinations in a coordinated fashion. Particularly, we iterate
between solving the completion time reduction problem for
fixed transmit power and optimizing the power level for a
given scheduling of completion time reduction. The main
philosophy of this heuristic is to iteratively include more
transmitting UDs and allocate transmission powers subject
to the reduction in the completion time. At each iteration,
it first determines the scheduled UDs by the set of chosen
transmitting UDs as described in Algorithm 2. Then, given
the resulting network-coded user scheduling, it executes a
power allocation algorithm to determine the power level of
the transmitting UDs that maximizes the sum-rate and mini-
mizes the completion time as described in Algorithm 1. The
steps of the proposed iterative solution is described as in
Algorithm 3.

In Algorithm 3, A is the set of selected transmitting UDs,
Mw is the set of UDs having non-emptyWants set, and X is
the set of all the targeted UDs.
Proposition 4: The CLNC solution achieves improved

sum-rate compared to the interference free solution of [21].
Proof: At each iteration of the proposed Algorithm 3,

the set of transmitting UDs is updated. Let denoteA(i) be the
set of transmitting UDs at the i-th iteration of Algorithm 3,
and R

(
A(i)

)
is the sum-rate of the network with the A(i) set

Uk (Qk ,Q−k) =
∑

u∈u(fk )

log2

(
1+

Qk |γk,u|2

N0 +
∑K

m=1,m6=k Qm|γm,u|
2

)

+

K∑
m=1,m6=k

∑
j∈u(fm)

log2

(
1+

Qm|γm,j|2

N0 +
∑K

n=1,n6=k,mQn|γn,j|
2 + Qk |γk,j|2

)
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Algorithm 3 CLNC Resource Scheduling Algorithm
1: Initialize: A = ∅,Mw = Uw, and X = ∅.
2: Initialize: Transmission power level Qo ∈ Qfeasible for

each potential transmitting UD.
3: Compute SINR(s) setting transmission power Qo and

considering no interference.
4: repeat
5: Construct the D2D-RA-IDNC graph using

Section IV-A by considering using Mw as the set
of potential transmitting or targeted UDs.

6: Select maximal independent set I using Algorithm 2.
Let the transmitting UD be uk , the file combination be f
in the maximal independent set I, and the set of potential
targeted UDs by k be u(fk ).

7: Compute the lower bound on the individual comple-
tion time of targeted UDs in X set using (3) and increase
delay of the non-targeted UDs inMw\X by B

r(t) .
8: Set A = {A, k}.
9: Consider the UDs in Mw\({k} ∪ X (fk )) as future

transmitting UDs or more targeted UDs.
10: Compute the SINRs by setting the transmission

power as Qo and considering interference from the UDs
in the set A.

11: Optimize the transmission power of the transmitting
UDsA usingAlgorithm 1 tomaximize the sum-capacity.

12: If the sum-capacity is improved, A ← A ∪ u and
Mw←Mw \ u.

13: if |A| > 1 then
14: For each receiving UD, u, compute Ru. If Ru ≥

Rth and u /∈ X , update X ← X ∪ u andMw←Mw \ u.
On the other hand, if Ru < Rth and u ∈ X , update X ←
X \ u andMw←Mw ∪ u. Repeat this step ∀u ∈ u(fk )
and ∀k ∈ A.

15: end if
16: ∃k ∈ A such that the none of UDs in u(fk ) set

satisfies the rate constraint, Mw ←Mw ∪ k and A ←
A \ k .

17: Recompute T̄ and store the solution that achieves the
minimum completion time.

18: until No UDs can be added to the set A.
19: Output: Overall completion time T̄.

of transmitting UDs. Recall, only a finite number of UDs
can be the transmitting UDs in a given TS. Thus, the set of
transmitting UDs is evolved as

A(1)
→ A(2)

→ · · · → A(final). (13)

Note that A(1) contains only one transmitting UD. Partic-
ularly, the proposed scheme initially selects a transmitting
UD with maximum number of potential receiving UDs, and
such a transmitting UD is included in A(1). Subsequently,
at each iteration Algorithm 3 adds one more transmitting
UDs with the existing set of transmitting UDs given that the
total sum-rate is improved. To this end, at each iteration,

Algorithm 3 updates the power allocations of all the trans-
mitting UDs to maximize the overall sum-capacity. Essen-
tially, at each iteration of Algorithm 3, the sum-rate is non-
decreasingly improved, i.e., R

(
A(i+1)

)
≥ R

(
A(i)

)
, ∀i. Obvi-

ously, R
(
A(final)

)
≥ R

(
A(1)

)
. Recall that the interference

free solution of [21] selects only one transmitting UD each
TS. Thus, the achievable sum-rate of the interference free
solution of [21] is given by R

(
A(1)

)
. Hence, the proposed

CLNC solution achieves an improved sum-rate compared to
the interference free solution of [21]. �
Remark 2:By exploiting power allocation and time-varying

channel of the UDs, the proposed CLNC solution activates
multiple transmitting UDs at each TS. However, for severely
strong inter-device interference channel, the power allocation
may not improve the sum-capacity. In this case, the proposed
solution activates only one transmitting UD. Consequently,
the interference free solution of [21] is a special case of
the proposed CLNC solution. Hence, the proposed CLNC
solution always achieves a lower completion time compared
to the interference free solution.
Remark 3: When we schedule many UDs to the trans-

mitting UDs, the number of targeted UDs is increased from
the side information optimization, however, the sum-capacity
may not be maximized. Consequently, we optimize the
power/rate of the transmitting UDs to maximize the sum-
capacity. Thus, our CLNC solution not only increases the
number of targeted UDs, but also maximizes the sum-
capacity.

D. SOLUTION EXAMPLE
This example considers a simple D2D system that is shown
in Fig. 1. For simplicity of constructing the D2D-RA-IDNC
graph, we consider the CSM of the first two UDs 1, 2 as
follows:

C =
(
0 3 1.5 2.5 3 5
1 0 2.5 1 5 0.5

)
. (14)

In this CSM, C2,1 = 1 represents that the channel capacity
from transmitting UD 2 to UD 1 is 1 bit/s and C2,2 =

0 means UD 2 cannot transmit to itself. Moreover, this CSM
is not symmetric because of the difference in the power
levels of different UDs and the different levels of interfer-
ence experienced by each of them. At transmission slot t ,
consider for example, the Has sets are: H1 = {f1, f2, f3, f4},
H2 = {f1, f2, f4}, H3 = {f1, f2, f3}, H4 = {f1, f2, f3}, H5 =

{f1, f2, f4}, and H6 = {f2, f3, f4}. Note that the Wants sets of
all UDs are Wu = {f1, f2, f3, f4}\Hu,∀u = {1, 2, 3, 4}. This
results in Uw(t) = {2, 3, 4, 5, 6}. In order to illustrate how to
transform the optimization problem P1 to an MWIS problem
using graph theory, we first need to construct the D2D-RA-
IDNC graph.

1) CONSTRUCTING THE D2D-RA-IDNC GRAPH
For simplicity, we generate the set of all possible vertices of
UDs u1, u2 as follows.
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a: VERTEX GENERATION OF UD 1
Since UD 1 has received all the files, the Wants sets of
all other UDs belong to the Has set of UD 1, i.e., H1 ∩

Wu 6= ∅,∀u = {2, 3, 4, 5, 6}. Here, the set of transmission
rates for UD 1 is R1 = {3, 1.5, 2.5, 3, 5}, which includes
the channel capacities from UD 1 to UDs 2, 3, 4, 5, 6. With
this result, the set of feasible transmission rates from UD
1 to UD 2 is R1,2 = {3, 1.5, 2.5}. Therefore, we generate
three different vertices for the missing file f3 of UD 2 as
v13,2,3, v

1
1.5,2,3, v

1
2.5,2,3, where v

1
3,2,3 represents the transmit-

ting UD 1, its transmission rate r = 3, the scheduled UD 2,
and its requested file f3, respectively. Similarly, we generate
the possible vertices of UD 1 for the missing files of the
remaining UDs 3, 4, 5, 6.

b: VERTEX GENERATION OF UD 2
In a similar manner to UD 1, we generate the vertices for UD
2 as follows. TheWants sets of UDs 3, 4, 6 belong to the Has
set of UD 2, i.e., Hu2 ∩Wu 6= ∅,∀u = {3, 4, 6}. Note that
UD 1 has received all the files and the Wants set of UD 5 is
not belong to H2. Then, the set of transmission rates for UD
2 isR2 = {2.5, 1, 0.5}, which includes the channel capacities
from UD 2 to UDs 3, 4, 6. With this result, the set of feasible
transmission rates from UD 2 to UDs 3, 4, 6 are R2,3 =

{2.5, 1, 0.5}, R2,4 = {1, 0.5}, R2,6 = {0.5}, respectively.
Therefore, we generate three different vertices for themissing
file f4 of UD 3 as v22.5,3,4, v

2
1,3,4, v

2
0.5,3,4, two different vertices

for themissing file f4 of UD 4 as v21,4,4, v
2
0.5,4,4, and one vertex

for the missing file f1 of UD 6 as v20.5,6,1.

2) VERTEX CONNECTION
We connect all the generated vertices based on the con-
flict conditions CC1, CC2, CC3, and CC4 as shown in
Section IV-A. The D2D-RA-IDNC graph that contains all
configured vertices (represented by circles) is plotted in Fig. 2
where the vertices of each UD is shown in different color. The
conflict edges representing different transmission rates of the
same transmitting UD are shown in black solid line and those
representing different transmission rates of different transmit-
ting UDs are shown in black dash line. Half-duplex conflict
edge is shown in red solid line. Clearly, this graph considers
all possible D2D conflicts that represented in P1 and thus
each possible maximal IS is a NC solution to P1. One possible
maximal IS I in this graph is {v12.5,4,4, v

1
2.5,6,1, v

2
2.5,3,4}.

Note that the CBS judiciously finds an efficient joint
NC and UD scheduling solution for the problem P1. If no
network-coded user scheduling solution satisfies the con-
straints, the CBS selects uncoded (without NC) solution
where each transmitting UD serves only one UD.

E. COMPLEXITY ANALYSIS
For any arbitrary D2D network setting and at any iteration of
the proposed algorithm, we need to construct the D2D-RA-
IDNC graph, calculate the power allocation of the transmit-
ting UDs, and find the MWIS.

FIGURE 2. The D2D-RA-IDNC graph of the example presented in
Section V-D.

Since each UD has received only a set of files, the total
number of vertices in D2D-RA-IDNC graph corresponding to
that UD is V = |H|×U , where |H| is the average number of
the received files by UDs. Therefore, we construct the D2D-
RA-IDNC graph for all UDs by generating O(VU ) vertices.
Building the adjacency matrix needs a computational com-
plexity of O(V 2U2). For the vertex search algorithm, first
we need to calculate the weights of all vertices, and then
finding the MWIS. It is easy to show that all UDs having
vertices in the independent set have the same transmission
rate as they initially corresponding to the same transmitting
UD. Thus, the algorithm needs |R| maximal ISs. Note that
each maximal IS has at most V vertices as each UD can
be targeted by at most one file (i.e., one vertex for each
targeted UD) per transmission. Each iteration with a given
rate needs a complexity of O(VU ) for weight calculations of
the MWIS. It also needs searching for at most U − 1 ver-
tices. Then, the complexity of the algorithm for finding the
maximal ISs for all rates and their sum weights, at most,
is O(VU |R| + (U − 1)|R|) = O(|R|(VU + U − 1)).
The computational complexity of constructing the D2D-RA-
IDNC graph, building the adjacent matrix, and finding the
MWIS is O(|R|(VU + U − 1))+ O(V 2U2) = O(V 2U2).
On the other hand, calculating the power allocation for any

fixed D2D schedule needs Cp = O(|u1| × |u2| × · · · |uK |).
Finally, Algorithm 3 iterates between constructing the D2D-
RA-IDNC graph and finding its corresponding MWIS and
optimizing power levels of the transmitting UDs, thus leading
to an overall computational complexity ofO(L(V 2U2

+Cp)),
where L is the number of iterations.

Finally, the transmission overhead that the CBS needs
to run Algorithm 3 can be analyzed as follows. Since the
UDs report to the CBS about the received and the missed
files at their side, all side information is known to the CBS.
Clearly, such error-free acknowledgments (ACKs) need a
few bytes. Thus, compared to the standard LTE uncoded
solution, no additional overhead is needed for the coded
UDs-transmitting UDs scheduling scheme. However, the
coded solution may need overhead for the headers of each
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transmitting UDs encoded transmission (to inform transmit-
ting UDs of the XORed files in any transmission), which is
negligible in size compared to the entire file’s size.

VI. NUMERICAL RESULTS
In this section, we present some numerical results that com-
pare the completion time performance of our proposed CLNC
scheme with existing coded and uncoded schemes. We con-
sider a D2D network where UDs are distributed randomly
within a hexagonal cell of radius 500 m [21]. We assume
the channel gains between UDs follow the standard path-loss
model, which consists of three components: 1) path-loss of
148 + 37.6 log10(dk,u), where dk,u represents the distance
between k-th UD and u-th UD in km; 2) log-normal shad-
owing with 4 dB standard deviation and 3) Rayleigh channel
fading with zero-mean and unit variance. We consider that
the channels are perfectly estimated. The noise power and
maximum’ UD power are assumed to be −174 dBm/Hz and
Qmax = −42.60 dBm/Hz, respectively, and the bandwidth
is 1 MHz. Unless otherwise stated, we initially consider
that each UD already has about 45% and 55% of F files
for the considered schemes. To evaluate the performance of
our proposed scheme with different thresholds (Rth1 = 0.5
Mbps, and Rth2 = 5 Mbps), we simulate various scenarios
with different number of UDs, number of files, file sizes,
and demand ratio of UDs. These thresholds represent the
minimum transmission rates required for QoS. The perfor-
mances of our proposed scheme for Rth1 = 0.5 and Rth2 =
5 are shown in solid and dash red lines, respectively. In all
simulations, we consider the time for sending all missing
files to all UDs until completion, and the presented values of
the completion time in the figures are averaged over a large
number of iterations.

For the sake of comparison, our proposed scheme is com-
pared with the following existing schemes.

• Uncoded Broadcast: This scheme picks a random UD
that broadcasts an uncoded file from its Has set that
is missing at the largest number of other UDs. In this
scheme, the transmitting UD adopts a transmission rate
that is equal to the minimum channel capacity of all its
assigned UDs.

• Cooperative RLNC: This RLNC algorithm picks the
UD with the highest side information rank as the trans-
mitting UD in a D2D transmission [25]. The picked
UD encodes all files using random coefficient from a
large Galois field. However, this algorithm discards the
dynamic transmission rates and for the transmission to
be successfully received by all other UDs, the minimum
channel capacity from the transmitting UD to all other
UDs is adopted as the transmission rate.

• Cooperative IDNC: This IDNC algorithm considers
cooperation among UDs and jointly selects a set of
transmitting UDs and their XOR file combinations [11].
However, this algorithm focuses on serving a large
number of UDs with a new file in each time index to

FIGURE 3. Average completion time vs. the number of UDs U .

FIGURE 4. Average completion time vs. the number of files F .

reduce the overall completion time. Due to ignoring the
dynamic rate adaptation, the minimum channel capacity
from the transmitting UDs to all targeted UDs is adopted
as the transmission rate.

For completeness of this work, we also compare our pro-
posed scheme with the recent RA-IDNC work in [21]. In this
scheme, RA-IDNC scheme is employed for D2D network
that allows only one transmitting UD to transmit at a time.

In Fig. 3, we depict the average completion time versus the
number of UDs U . We consider a D2D model with a frame
of 20 files and a file size of 1 Mbits. From this figure, we can
observe that the proposed CLNC scheme offers an improved
performance in terms of completion time minimization as
compared to the other schemes for all considered number
of UDs. This improved performance is due the fact that
our proposed scheme judiciously selects potential UDs for
transmitting coded files to a set of scheduled UDs, adopts
the transmission rate, and optimizes the transmission power
of each transmitting UD. This in turn aides the file com-
bination selection process. The uncoded broadcast scheme
sacrifices the rate optimality by scheduling the maximum
number of UDs. Although uncoded scheme needs a fewer
number of transmissions, at least F transmissions, it requires
longer transmission durations for completion. This leads to
a high completion time. On the other hand, the RA-IDNC
scheme improves the selection of file process by adapting

61580 VOLUME 10, 2022



M. S. Al-Abiad et al.: Cross-Layer Network Codes for Completion Time Minimization in D2D Networks

FIGURE 5. Average completion time vs. file size B.

the transmission rate, but it suffers from activating only one
transmitting UD at each transmission slot. This is a clear
limitation of the RA-IDNC scheme as it does not fully exploit
the simultaneous transmissions from multiple UDs. The pro-
posed CLNC scheme strikes a balance between the aforemen-
tioned aspects by jointly selecting the number of targetedUDs
and the transmission rate of each transmitting UD such that
the overall completion time is minimized. This results in a
full utilization of simultaneous transmissions from multiple
transmitting UDs. Consequently, an improved performance
of our proposed scheme compared to the RA-IDNC scheme
is achieved. Moreover, our proposed scheme improves the
transmission rate using power control on each transmitting
UD.

In Fig. 4, we show the average completion time versus
the number of files F . Fig. 4 considers different sizes of
frames. The simulated D2D system composed of 20 UDs
and file size of 1 Mbits. For the same reason as mentioned
for Fig. 3, our proposed scheme outperforms other schemes.
It can be observed from the figure that increasing the frame
size leads to an increased completion time of all schemes.
This is because for few files, the opportunities of mixing
files using IDNC in the proposed and other NC schemes are
limited. As a result, all NC schemes have roughly similar
performances. As the number of files increases, the increase
in the completion time with our proposed scheme is low. This
is due to the fact that our proposed scheme judiciously allows
each transmitting UD to decide on a set of files to be XORed.
As such, they are beneficial to a significant set of UDs that
have relatively good channel qualities. Note that uncoded
broadcast and RLNC schemes complete frame transmissions
in fewer transmissions (F transmissions) than our developed
scheme. However, each of their transmission durations is
longer than a single transmission of the proposed schemes
since they are adopting the transmission rates to the minimum
of all achievable capacities.

In Fig. 5, we plot the average completion time versus the
file sizeB for a D2D system composed of 20UDs and 15 files.
Essentially, Fig. 5 shows how long it takes for the proposed
solution to recover all missing files to all UDs with different

FIGURE 6. Average completion time vs. demand ratio µ.

FIGURE 7. Average completion time vs. the initially available files ratio σ .

sizes. Since the completion time linearly increases with the
file size as explained in Corollary 1, the performances of
all schemes increase linearly with B. It can be observed that
the proposed scheme in all above figures outperforms all
other schemes for different rate thresholds as shown with red
lines. As the rate threshold increases, the completion time
improvement increases. This is due to the fact that as the rate
threshold increases, a certain number of UDs is scheduled and
the transmission rate of the transmitting UDs becomes high.
Thus, the completion time minimization of our proposed
scheme becomes more noticeable.

In Fig. 6, we illustrate the impact of changing the demand
ratio µ on the average completion time. This ratio represents
the demand portion of the requested files of UDs. In this
figure, we simulate the D2D system composed of 10 UDs
and 8 files each with a size of 1 Mbits. We can observe that
the completion time performance of our proposed scheme
outperforms the performances of other schemes for the whole
range of µ. It can be seen from the figure that increasing the
demand ratio leads to an increased completion time of all
schemes. This is because for high demand ratio, the number
of transmissions for transmitting all the files to all the UDs
of all schemes increases. As a result, the completion time
performance of the considered schemes increases.

In Fig. 7, we study the average completion time versus the
initially available files ratio σ . We consider a D2D network
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FIGURE 8. Average completion time vs. cell radius C .

FIGURE 9. Average completion time vs. number of UDs U .

composed of 20 UDs and 20 files, where each file has a size
of 1 Mbits. From the figure, we can see that our proposed
scheme outperforms all other schemes in terms of average
completion time. It can clearly be seen that when σ ≤ 0.55
(few available files), the average completion time perfor-
mances of all schemes are high. This is because a small
portion of the requested files are available at the UDs, and
consequently, more transmissions are needed to deliver the
missed files. Thus, the completion time of all schemes is
increased. However, as the initially available files increases
(σ ≥ 0.75) where most of the UD’ missed files are down-
loaded, the completion time performances of all schemes
are decreased. This is because transmitting UDs have good
opportunities to combine significant sets of files to target
many UDs.

In Fig. 8, we plot the average completion time versus
cell radius C . This figure considers different fully connected
models, i.e., short-range D2D communications, moderate-
range D2D communications, and high-range D2D commu-
nications. We consider a network composed of 20 UDs and
20 files, where each file has a size of 1Mbits. From the figure,
we can see that our proposed scheme has an improved perfor-
mance compared to other considered schemes. It can clearly
be seen that the completion time of considered schemes

increases with the distance between UDs. This is because
the completion time mainly depends on the transmission rate
of the transmitting UDs, which is reduced as the distance
between the UDs is increased. Note that the channel gains
of UDs are mainly dominated by the distances between UDs
within the service area.

In Fig. 9, we illustrate the performance of our proposed
scheme and optimum solution (obtained using exhaustive
graph theoretical search over all possible MWISs) versus
the number of UDs U for a small network of 15 files, and
each file has a size of 1 Mbits. It is seen that the proposed
scheme achieves near-optimum performance. This is because
it greedily selects the updated MWIS in the network and
performs an efficient optimization of UD scheduling and
power allocation.

Finally, we provide some observations from our presented
simulation results as follows. First, it is always beneficial
from network-layer perspective to schedule many UDs with
IDNC files as in the classical IDNC scheme. However, select-
ing the minimum transmission rate of all the scheduled UDs
degrades the completion time performance of the classical
scheme. Second, although the uncoded broadcast and RLNC
schemes schedule almost all the UDs, they adopt the trans-
mission rates to the minimum of all the scheduled UDs.
Thus, its completion time performance is degraded, espe-
cially for large-scale network since selecting the minimum
transmission rate of an increasing set is always diminish-
ing. Third, RA-IDNC scheme overcomes the limitations of
the aforementioned schemes but suffers from selecting only
one transmitting UD. This limitation further degrades the
completion time performance of the RA-IDNC scheme in
large network sizes. This is due to the fact that RA-IDNC
scheme always selects one transmitter regardless of the
size of the network. Conversely, our proposed transmis-
sion framework has a clear-cut advantage over the bench-
mark schemes as it considers different transmitting UDs and
optimizes the employed rates using power control on each
transmitting UD.

VII. CONCLUSION
In this paper, we have studied the joint optimization of CLNC
and D2D communications for the file recovery phase with the
goal of minimizing the completion time while guaranteeing
UD’s QoS, subject to the required minimum rate, power
allocation, and NC constraints. The completion time mini-
mization problem in interference-allowed setup is solved over
a set of transmitting UDs, their power allocation, dynamic
rate selection, and transmitted file combinations. By using a
graph theory technique, we proposed a novel and efficient
approach that uses cross-layer NC for power optimization
and UDs coordinated scheduling in D2D networks. Specif-
ically, our proposed solution judiciously iterates between
finding the MWIS in the D2D-RA-IDNC graph and opti-
mizing the power allocation, subject to the resultant inter-
ference of the newly added transmitting UDs. Simulation
results show that the proposed interference-allowed solution
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considerably reduces the completion time compared to the
interference-free solution as well as conventional network
coding algorithms.
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