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ABSTRACT This paper aims to accurately predict the surface quality of the special-shaped stone by robotic
grinding and effectively guide the adjustment of process parameters to ensure stable grinding quality, applies
a support vector machine model based on improved whale optimization algorithm (IWOA-SVR), so as
to establish a prediction model of surface roughness of special-shaped stone and a selection method of
process parameters. The proposed IWOA-SVR was used to improve the prediction accuracy of support vector
machine regression model, and a prediction model of surface roughness (R,) for stone was established.
On this basis, the relationship between the output parameters (surface roughness) and inutput parameters
(spindle speed, feed speed, cutting depth and cutting width)was explored to obtain more suitable process
parameters. Combining the grinding experiment data of special-shaped stone, the comparison was carried
out between IWOA-SVR and the SVR model optimized by the commonly used optimization algorithms
(grid-search optimization algorithm (GS) and whale optimization algorithm (WOA)). Under the same sample
condition, the prediction error of GS-SVR is the most large, and the average prediction error of IWOA-SVR
is only 86.1% if that of WOA-SVR, the training time is shortened by 54.4%. The influence of process
parameters on surface roughness obtained by IWOA-SVR can effectively guide the selection and adjustment
of process parameters. It has good guiding significance for maintaining the excellent grinding quality of

special-shaped stone.

INDEX TERMS Special-shaped natural stone, grinding complexity, surface roughness.

I. INTRODUCTION

The application of robotic manipulators for the SNS products
can make up for the shortcomings of traditional numerical
control machining, such as the small working range, the
inability to machine large and extremely large sculptures, and
poor machining posture [1]. Additionally, diamond grinding
tools have been widely used in the field of stone grinding
because of their long tool life and strong wear resistance
[2]. However, due to the weak stiffness structure of the
robotic manipulators and the hard brittleness and complex
structure characteristics of SNS, the natural stone blank is
easy to collapse or fracture, so the selection of grinding
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process parameters is put forward higher requirements with
the accurate prediction of the trend of processing quality, so as
to effectively guide the selection and adjustment of process
parameters to ensure the stability of processing quality of
SNS products, which is an effective and low-cost way to
promote the large-scale application of mechanical arm in the
field of stone grinding [3], [4]. Surface roughness is the most
effective index to measure the quality of stone processing.
Meanwhile, the measurement of surface roughness of stone is
a very time-consuming process. It should be pointed out that
surface roughness prediction model with high precision is not
only the basis of controlling and stabilizing surface roughness
but also can avoid the high-cost and long-time measure-
ment process. Over the past decades, many researchers have
been carried out for establishing surface roughness prediction
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model of machining process, which can be approximately
fall into three categories: theoretical method [5], experimental
design method [6], and artificial intelligence (AI) method [7].

In the first category, according to the generative grinding
principle of face gears and the mathematical model of tooth
surface, Wang et al. (2017) analyzed the formation mecha-
nism of surface roughness when the disk wheel is generated
into grinding face gears and established the calculation model
of surface roughness for the generative grinding along the
contact line of face gear tooth surface [8]. Dai et al. (2021)
established the surface roughness model of hard and brittle
materials in axial ultrasonic vibration grinding considering
the influence of overlapping effect of abrasive particle motion
trajectory [9]. For diamond wire saw machining, Li et al.
(2020) used truncated Gaussian distribution model to repre-
sent the wear of wire saw and provided a theoretical model
of surface roughness according to the relative motion of wire
saw and workpiece [10]. Shen (2006) established a surface
roughness prediction model for ultra-precision machining
microlens array in regarded with the relative influence of the
3D direction between the tool and the workpiece [11]. To sum
up, the modeling method of theoretical analysis is widely
used because it can deeply analyze the formation mechanism
of surface roughness, but its modeling accuracy is closely
related to the parameters of the material constitutive model,
resulting in complicated and difficult practical application.

In the second category, the surface roughness model is
established in various machining by experimental design
method. Ma et al. (2014) made theoretical analysis on the
influencing factors of surface roughness in form grinding
and studied the relationship between grinding parameters and
grinding surface roughness by designing full-factor experi-
ments [12]. Wang et al. (2015) studied the influence of grind-
ing process parameters on the surface roughness of formed
grinding teeth by response surface methodology, carried out
multiple regression analysis on the experimental results and
established a prediction model of surface roughness [13].
In addition, Majumder et al. (2018) took the rotary copper-
tungsten alloy specimen in low-speed wire-cut EDM as the
research object and analyzed the influence law of different
speed parameters on the surface roughness of the work-
piece and the optimal combination of process parameters by
using the response surface method [14]. The response surface
method has the advantages of strong generalization ability
and high prediction accuracy. It can not only use multiple
quadratic regression equation to describe the functional rela-
tionship between independent variables and roughness, but
also reflect the interaction between variables. However, this
modeling method requires more test data and the cost of
formula is high [15].

In addition to the above two methods, AI method with its
strong feature mapping ability and nonlinear fitting ability
has also been widely used in the prediction of surface rough-
ness in molding [16]. Currently, the most widely used method
of Al method in the prediction of surface roughness is artifi-
cial neural network algorithm [17]. For example, Ahilan et al
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designed a BP neural network based turning surface rough-
ness prediction model in which different process parameters
are taken as input features. The results indicates that the
neural network model has better prediction results compared
with the experimental measured values of turning ordinary
steel [18]. Karkalos er al. (2016) used the cyclic algorithm
to compare the optimal number of neurons in the hidden
layer, and established a grinding surface roughness predic-
tion model based on the RBF neural network, which was
verified by experiments on a high-speed cylindrical grinder
[19]. Tt should be pointed out that the neural network method
has some inherent defects such as difficulties of determining
the network structure, over-learning, slow convergence rate,
poor generalization ability and local extremums [20]. Support
vector machine (SVM) is a kind of supervised machine learn-
ing methods based on structural risk minimization criterion
to construct, it can reduce model for fitting the probability,
and is not sensitive area of the structure can absorb in the
random response of small random fluctuations compared to
minimize guidelines based on experience to build artificial
neural network [21]. Therefore, it is widely used in the pre-
diction of state variables in various machining processes and
has achieved very ideal results [22]. In order to monitor the
grinding temperature of Inconel718 alloy with the abrasive
belt of the manipulator, Ren et al. (2020) proposed a modeling
method of grinding temperature based on BADS-LSSVM and
used the machine learning method to establish a regression
model to predict the grinding temperature, and the prediction
accuracy of the model reached more than 90% [23]. Konget
al. (2020) proposed a prediction model of tool wear based on
WOA-SVM for titanium alloy milling process and confirmed
the validity of the prediction model through orthogonal exper-
imental design and significance test [24].

Compared with the prediction of state variables in other
machining processes, the relative motion between tool and
workpiece becomes very complicated due to the complex nat-
ural properties and structural characteristics of SNS grinding.
The theoretical method, experimental design method which
need complex mathematics calculation and large quantities
of experiments are not suitable for surface roughness pre-
diction of natural stone. In this paper, an improved whale
algorithm was used to optimize the internal parameters of the
SVM prediction model, and a surface roughness prediction
model considering the grinding complexity was constructed
to effectively guide the adjustment of process parameters.
This paper is organized as follows In Section 2, the traditional
model of surface roughness of natural stone is given, and the
collection and processing of experimental data are described.
Section 3 describes the SVM theory. Section 4 introduces
the basic WOA algorithm, and the SVR parameter optimiza-
tion strategy based on IWOA is proposed. In Section 5, the
experimental results are analyzed and discussed, and the
values of MAE (1.8745) and RMSE (2.2832) obtained by
IWOA-SVR model were superior to those of the SVR model
optimized by GS and IWOA. Conclusions are presented
in Section 6.
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FIGURE 1. Ideal surface topography of stone grinding.

Il. DEFINITION OF SURFACE ROUGHNESS OF STONE AND
THE EXPERIMENTAL DATABASE
A. THEORETICAL MODEL FOR SURFACE ROUGHNESS OF
NATURAL STONE
The hardness and brittleness of natural stone make it differ-
ent from the grinding mechanism of metal materials, so the
roughness prediction model of metal materials is not appli-
cable to natural stone. The grinding surface roughness of
stone is composed of geometric interference roughness and
brittle fragmentation roughness [25]. The ideal surface topog-
raphy of stone grinding is shown in Figure 1. The surface
topography is a periodic circular groove and the geometric
interference roughness is R, ¢. To a certain extent, the grind-
ing surface reflects the geometric shape of the tool, which
represents the interference relationship between the tool and
the workpiece during grinding. The ideal surface residual
profile is the basis of stone grinding surface roughness.

The geometric interference roughness of the ideal residual
profile can be calculated as follows:

. 2re — /12 —f2/4  arcsin (f/2 re) r?

5 ey
f
Ruyg = ; |:rg2 arccos (1 - ?) — (re —h) v/ 2rsh — h2]
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The continuous expansion of the crack will lead to the peri-
odic fracture of the chip resulting in the uneven surface of the
stone processing. The shape of the pit can be simplified to a
triangle, then the theoretical value of the brittle fragmentation
roughness Ry p is:

K P (77 72) "
4J/7F.

During the grinding process of stone, residual pits on the
original ideal surface will increase the roughness and thus
reduce the surface quality. The superposition of brittleness
crushing roughness on geometric interference roughness is
the main factor that constitutes the theoretical roughness of
stone grinding. In order to simplify the problem, the following
assumptions are made: the effects of tool wear, machining
error and machining equipment vibration on the roughness
are ignored in the grinding process; then the theoretical

3
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FIGURE 2. The overall structure of SNS robotic grinding system.

roughness of stone grinding R, can be expressed as:

R, = Ra,b + Ra,g
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Formula (4) indicates that most of the parameters in the
theoretical formula of the surface roughness are related to the
material properties of machined stone and the cutter, which
are nonlinear and difficult to confirm. It is difficult to predict
the surface roughness for natural stone with this formula in
practice, so it is limited in practical applications. Notably,
the parameters of the cutter when machining are important
factors that can affect the surface roughness. The main goal
of surface roughness prediction in natural stone grinding is to
guide the optimization of machining parameters and improve
the machining efficiency of robotic manipulators.

@

B. EXPERIMENTAL DATA ACQUISITION FOR

ROBOTIC GRINDING SNS

The processing equipment used in this paper is a SNS robotic
grinding system as shown in Figure 2. The hardware parts
mainly include mechanical arm, electric spindle, rotary table,
tool library, tool setting instrument. The system uses KUKA
QUANTECK KR240 R2900 ULTRA 6-axis tandem manipu-
lator manufactured by KUKA, Germany. The robotic manip-
ulator belongs to KUKA'’s high load class equipment with a
maximum motion range of 2896mm, a rated load of 240kg
and a maximum load of 290kg. The repeated positioning
accuracy of the manipulator is £0.06mm and the linear tra-
jectory accuracy is 0.031mm, which has high positioning
accuracy and can meet the processing needs of large size and
complex shape stone. The system is selected the Italian HSD
ES747 type motorized spindle with the maximum speed of
10000 rpm, the rated power of 22kW and the rated torque
of 58N-m and is equipped with ISO50 series tool holder.
The diameter of the rotary table is 1520mm and the max-
imum vertical bearing capacity is 15T with the maximum
speed of 10rpm, and the mechanical arm composed of 641

67617



IEEE Access

F. Yin et al.: Data-Driven Modeling and Prediction Analysis for Surface Roughness of Special-Shaped Stone

TABLE 1. Main mineral composition of white marble used in experiment.

Chemical Formula Mineral Mohs Density Crystal
Composition Hardness (g/em?) Form
SiO2 Quartz 7 2.65-2.66 Hexagon
NaAlSi;Os Normal stone 6-6.5 2.54-2.57 Monoclinic
(Mg,Fe,Na)(Si,Al).O¢ Pyroxene 5-6 3.02-3.45 Monoclinic
KMg;3(FeSiz010)(OH)2 Mica stone 2.5-3 2.7-2.3 Monoclinic

shaft linkage processing system through the servo motor and
reducer control and transmission.

This paper chooses white marble as the test mate-
rial (800mm*600mm) that is a kind of fine marble,
white color, the relatively hard texture with the general
Mohs hardness of 2.5~3.5. X-ray diffraction analyzer
was used to analyze the chemical composition of the
sample. It was found that the sample was composed of
NaAlSi3zOg,(Mg,Fe,Na)(Si,Al)206, KMg3(FeSizO10)(OH),,
SiO, and trace metals. According to the analysis of the
chemical composition of white marble, the corresponding
mineral composition is shown in Table 1. It can be seen that
the main mineral composition of white marble selected in
this paper includes quartz, normal stone, pyroxene and mica
stone. The hardness of quartz, normal stone and pyroxene is
high, which is the main factor affecting the surface roughness
of white marble.

The surface roughness of SNS is not only affected by
the different mineral composition of stone, but also can be
divided into three types: grinding process parameters, tool
attributes and model shape of SNS. In the grinding process
of stone, grinding speed, grinding width, grinding depth and
spindle speed are the most important process parameters
affecting the surface roughness, so the above variables are
selected as the influencing factors of the processing process
parameters in this paper. Because of the hard and brittle char-
acteristics of white marble, it is easy to cause tool wear when
using carbide tools to process stone, while diamond tools
have high hardness, wear resistance and corrosion resistance.
Therefore, in this paper, brazed diamond taper ball head tools
with radii of 2mm, 3mm and 4mm are selected to grind and
finish the white marble. In the tool attributes, we only take
the tool size as the influencing factor. In addition, a compu-
tational model of surface grinding complexity is proposed to
quantitatively analyze the model shape of SNS.

In the actual grinding process, the influences of various
factors cannot be simply linear superposition. Therefore, the
following formula is used to calculate the grinding complex-
ity C of SNS in unit of mm~":

C=q« Xn: Bici (5)
i=1

In the formula, « is the surface correction coefficient and
the specific calculation formula is as follows:

a/
(6)

o0 = —
a
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FIGURE 3. Comparison of tool radius and curvature radius.
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FIGURE 4. Schematic diagram of SNS curved surfaces with different
grinding complexity.

In the formula, @’ is the actual surface area and a is the
projected surface area. The larger the surface correction coef-
ficient is, the more complex the geometric characteristics of
the surface and the more complex the grinding complexity of
the surface are.

Bi is the tool diameter correction factor in the i-th subsur-
face. Processing surface, the relationship between the tool
radius and surface curvature radius as shown in Figure 3.
When using the same radius of tool machining of curved
surface, due to the position a tool radius R less than the local
radius of curvature of surface, so the surface at position a can
be completely processed, tool radius R at position b is greater
than the surface of the local radius of curvature, lead to not
completely processing b surface with residuals, which affects
the final machining time and surface roughness. Therefore,
formula (7) is used to calculate the tool diameter correction
coefficient.

fi=——=—+— (N

cj is the geometric complexity of the i-th subsurface, which

is defined as the range of the mean curvature of the subsur-
face. The calculation formula of ¢; is as follows:

Ci = Hrinax - Hrinin ®)

Three diamond taper ball-head tools with radius of R, =

2mm, R3 = 3mm and R4 = 4mm were selected as finishing

tools. The set range of spindle speed n was 7000-9000 rpm;
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TABLE 2. Factor level table of finishing orthogonal test.

(a) Factor Level Table of tool R»

Level
Factor
1 2 3
n /r'min-1 7000 8000 9000
f/mm-min-1 800 1000 1200
ae /mm 0.2 0.4 0.6
ap /mm 0.3 0.6 0.9
C /mm-1 0.0211 0.2448 0.4311

(b) Factor Level Table of tool R3

Level
Factor
1 2 3
n /rmin’! 7000 8000 9000
f/mm-min’! 800 1000 1200
ae/mm 0.2 0.4 0.6
ap/mm 0.3 0.6 0.9
C/mm! 0.0316 0.3672 0.6466

(c) Factor Level Table of tool R4

Level
Factor
1 2 3
n /r-min’! 7000 8000 9000
f/mm-min’! 800 1000 1200
ae/mm 0.2 0.4 0.6
ap/mm 0.3 0.6 0.9
C/mm! 0.4311 0.6466 0.8621

the set range of feed speed f was 800~1200 mm/min; the set
range of cutting depth ap was 0.3~ 0.9mm and the set range
of cutting width a. was 0.2~ 0.6mm. Three test levels with
the same interval were selected for each process parameter.
The experiment selected three designed surface with different
grinding complexity as shown in Figure 4, and according to
the above mentioned Formula (5), surface grinding complex-
ity due to the Formula (5) the information contained in the
cutter diameter and so on the same surface, using three kinds
of cutting tool processing, calculation of the surface of grind-
ing the complexity of value is not the same, so orthogonal
test design is required for each selected finishing tool. The
specific parameter design is shown in Table 2.

According to the above orthogonal test table, 27 groups of
tests were carried out for each tool with a total of 81 groups of
tests. The grinding experiment process is shown in Figure 5.
The brazed diamond ball-end tool with the 2mm, 3mm and
4mm tip radius was used in these experiments according
to the curvature characteristics of samples. And the particle
size of the brazed diamond also has a certain influence on
the processing result. The larger the diamond particles are,
the higher the grinding efficiency, but the surface quality
of the white marble also decreases, so a brazed diamond

VOLUME 10, 2022

FIGURE 5. SNS finish grinding by robotic manipulators.

(a) Finishing curved surface 1 (b) Finishing curved surface 2

(c) Finishing curved surface 3

FIGURE 6. Schematic diagram of SNS finishing molding sample.

tool with a diamond particle size of 30/35um was selected
according to the requirement of it. The parallel finishing
milling scheme is used for machining the special-shaped
stone. After machining, Mitutoyo Surftest SJ-310 surface
roughness meter was used to measure the roughness value of
each white marble surface. Figure 6 shows the SNS sample
after finishing grinding with diamond tool.

It is obviously in Table 2, the input data vary greatly
in different dimensions. In order to avoid the increase of
model errors due to the large difference of data in different
dimensions, it is necessary to scale data to a small interval in
a certain proportion. The normalized mapping methods are
often used as follows:

Xi — min (xi)

xiz . ) i=15273."am (9)
max (xj) — min (x;)

where and max (x;) and min (x;) are the maximum and mini-

mum number of data sequences. xi’ is the normalized data. x;
is the input data.

IlIl. SUPPORT VECTOR MACHINE METHOD

A. THE BASIC THEORY OF SVM

The basic idea of SVM is to find a hyperplane that maximizes
or minimizes the spacing between all samples and planes.
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When SVM is used in regression analysis, its task is to
minimize the spacing between the farthest sampling point and
the hyperplane. Support vector machine regression (SVR) is
a common model used by SVM to solve regression problems
[26] and its algorithm is shown in Figure 7. In the grinding
process of SNS, the input variable x; and the output variable
Ra; of each set of experiments constitute the sample space
{(xi, Ra;),i=1,2,3,---, n}. By introducing the relaxation
factors & and &*, Ra; can be expressed as the following
nonlinear function model:

J=f(x)=o'x+b (10)

Through Lagrangian construction of formula (10), the opti-
mization problem is dualized. The formula is as follows:

L(w,b,o, ™, &, E", p, u*)

1 n n
= Sl + G Y & +&) + Y ailf () —yi — & — &

i=1 i=1

+ Y el —f O — e — &1 ik
i=1

i=1
n
-y e (in
i=1
According to the optimal conditions, take its partial
derivative:
oL

ow

L o~ ,
=D (& —a)=0
i=1

n
=0—) (@ —a)=0
i=1

gI’i (12)
=G -ai—ui=0
0§; P
JL
aé—* ZCP_ai*_H“;k:O
1

Based on formula (12), the dual form of the original for-
mula can be written as:

n
212)*( 2; [yi(oti* —aj) — 8(051* + ;)]
=

1 n n . .
-3 Z Z (o — O(i)(()[j — “j)xiij (13)

i=1 j=1

D@ —a)=0
i=1

*
0<aja <Cp

The above calculation process needs to meet Karush-
Kuhn-Tucker (KKT) condition and the final solution is in the
form of:

f) = (af —anxx+b (14)
i=1

67620

Q
=Y

FIGURE 7. Schematic diagram of the SVR regression process.

Ifitis nonlinear, kernel function K (x;, x;j) can be introduced
and the model of SVR under nonlinear condition can be

obtained as follows:
n

F) =) (@ — K (e xj) +b (15)
i=1

Kernel K (x;, xj) is one of the core parts of support vector
machines and its essence is the inner product in feature space.
The functions of Kernel are to represent samples from orig-
inal space to higher-dimensional space, so that they become
linearly separable data and reduce the complexity of opera-
tion. The feature spaces mapped by different kernel functions
are also highly different. The Gaussian radial basis function,
which is characterized by high adaptability, is selected as the

kernel function in this paper, as shown in formula (16):

K (xi, xj) = exp (—w) (16)

B. PARAMETER SELECTION FOR SVR THEORY

In the SVR algorithm, the precision of the model is sensitive
to the penalty factor C, and the kernel width g in the Gaussian
Kernel function. Penalty factor Cp, said sample points on the
weight of the sample size from the group, when C, to take
larger value indicating that samples have bigger influence on
the objective function from the group, so the SVR model is
trained on the sample data of the control more strictly; the
final fit degree of the predicted values and measured values
will be better; but if the C;, is too big, model in training
degree of punishment is too big with an overfitting problem;
if Cp is set to a smaller value, the complexity of SVR model
operation will be reduced, but the final fit of the model will
also be reduced resulting in the accuracy of the model failing
to meet the requirements. The distribution features of training
samples in the high-dimensional feature space are mainly
determined by the kernel width g. When g is too small, the
relationship between each support vector will become relaxed
and the generalization ability of the trained model is too poor
to be used for prediction. On the contrary, if the value of
g is too large, then the influence between support vectors
is too strong, resulting in insufficient accuracy. Therefore,
reasonable selection of C}, and g is of great significance for
establishing SVR prediction model. In order to study the
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FIGURE 8. Influence of Cp and g on SVR model accuracy.

influence of Cp and g on the prediction results under the
data set conditions in this paper, 20 groups were randomly
selected as the training set by using the data of orthogonal
test of cutting tools with a radius of 2mm. The value ranges
of Cp and g were set as [0, 100], and the prediction accuracy
of the model was reflected by root mean square error (MSE).
The relationship diagram of MSE changing with (C,,, g) was
drawn as shown in Figure 8. It can be seen from the figure
that the selection of internal parameter (Cp, g) value of SVM
determines the prediction performance of the model.

The optimal algorithms for SVR parameters can be divided
into two categories: numerical algorithms and heuristic algo-
rithms. Numerical algorithms need to traverse a specific
search space to find appropriate parameters, so the search
efficiency is low. Once Tan et al used the grid search algo-
rithm (GS) in numerical algorithms to optimize the internal
parameters of SVR [27]. Compared with numerical algo-
rithms, heuristic algorithms such as ant colony optimization
algorithm, Biogeography based optimization algorithm and
Particle swarm based optimization algorithm, etc., firstly take
a random position in the state space as the starting point of
search, and evaluate each position to be searched. The cur-
rent good position is obtained by comprehensive evaluation
results and then the search is continued from the current good
position until the final target is found. The model has higher
accuracy and faster calculation speed. Whale optimization
algorithm (WOA) is a heuristic search algorithm proposed
by Mirjalili in 2016. Compared with other heuristic search
algorithms, this algorithm is not only simple in principle and
easy to understand, but also requires fewer parameters to be
manually set and it has certain advantages in terms of algo-
rithm operation speed. In this paper, logarithmic weight factor
and random differential variation strategy were introduced to
optimize the SVR parameters based on the whale algorithm
proposed by Mirjalili, so as to realize the accurate prediction
of the surface roughness in the process of grinding SNS by
robotic manipulator.

IV. OPTIMIZATION OF SVR WITH IWOA

A. BASIC WOA ALGORITHM

The generation of the WOA algorithm is inspired by the spe-
cial bubble net hunting method of humpback whales. When
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FIGURE 9. Bubble net hunting behavior of humphead whales.

hunting, humpback whales chase prey near the surface by
creating unique bubbles along the spiral or inverted triangular
path shown in Figure 9. The WOA algorithm mainly includes
the following three parts:

1) Encircling Prey

The whale groups will first identify the location of the prey
and then try to encircling the prey. The WOA algorithm will
assumes the target prey or prey near the target to be current
optimal. After defining the current optimal prey, other whale
individuals in the population will change their location. This
procedure can be represented by the following formula:

— — -
D=|CX*t)— X (17)

— = - =
Xt+D)=X*¢t)— A -D (18)

Among them, the vectors A and C are calculated by the

following formula:

dF -7 (19)

2
2.7 (20)

al =/

In the formula, the 7 is the vectors uniformly distributed on
the [0,1] and the @ is a convergence factor. Its expression is:

2t
bq=2-

2D
max

In the formula, the ¢ represents the current number of the
iterations; the Tax represents the maximum number of the
iterations and the @ decreases linearly from 2 to 0.

2) Bubble-Net Attacking Method The whales approach
their prey in a spiral upward motion, and encircling it up
by gradually narrowing the circle of the encirclement. This
process was modeled by the two methods: the shrinking encir-
cling mechanism and the spiral updating position. Among
which, the modeling of shrinkage encirclement process can
be implemented by reducing the value of the @ in formula
(21). The process of the spiral updating position is calculated
by the following formula:

— —
X+ =D - cos2rl) + X*(1) (22)
—
The D’ is calculated by the following formula:
- - —
D' = |X*(t)— X (1) (23)
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To simulate both behaviors simultaneously, the probability
of selecting both methods is assumed to be 50%, then the
mathematical model of the process of Bubble-Net Attacking
Method is as follows:

— - -

X*t)—A-D p <05
bl prd

D e cos@n)+X*(t) p=>0.5

3) Search for Prey

When the coefficient vector ‘X‘ > 1, it means that the
whale is swimming outside the circle of the contractive
encirclement, the position of the partner affects the position
of the individual of the peripheral whale in this case and
the peripheral whales randomly search prey within the area,
instead of choosing the currently optimal whale location for
proximity. Its mathematical model is:

—
X(t+1)=[ (24)

- — =
D=|C  Xeand — X (25)

— —_— = =
X(t+1)=Xana— A - D (26)

B. WOA WITH DIFFERENTIAL MUTATION STRATEGY

Although the principle of WOA algorithm is simple and easy
to understand, it has a few parameters needed to manually
adjust the set and certain advantages in algorithmic opera-
tion speed aspect. From the principle of WOA algorithm,
its optimization needs to balance local development with
global search abi_li)ty just like other algorithms, that is, through
the size of the A parameters to coordinate. It can be seen
from formula (1_9)) that the change of the value of the con-
trol parameter A depends on the change of the parameter
7, that is, the smaller the value 7, the stronger the local
development ability of the algorithm; the larger the value
@, the stronger the global search ability of the algorithm.
The @ is the parameter that linearly decreases from 2 to
0 in the iterative search. However, the control factor a can’t
be satisfied by linearly decreases law in the actual complex
function optimization, which easily leads to the algorithm is
difficult to jump out of the local optimal, and the optimization
effect is poor. For this deficiency, we introduce a positive
tangent nonlinear control factor and its specific expression

is:
Tt ) 27
4Tmax

From formula (27), it can be seen that the value of the @
starts decrease at a relatively slow speed from 2 in the early
iteration process which is conducive to carry out the sufficient
global search. But the decreases speed of the value @ is sig-
nificantly accelerated in the later iteration process, which is
conducive to the local search and accelerates the convergence
speed.

When the weight factor is large, its search range is rela-
tively large, which is conducive to the global search; while
its value is small, a high-precision search can be performed
in a small range. To enhance the optimization ability of
the whale optimization algorithm, adaptive weight factors

_a):2—2tan(
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w (t) with logarithmic change rules are introduced to update
the algorithm position to update the algorithm location. The
weight position adjustment mathematical model is:

= - -
X*t)—w@®) A -D p <p*

—
X(t+h=1—~ = bl %
X*t)+w((@) De” cos2nl) p=>p

(28)

In the formula, the p is the random number between the [0,
1]; The value of the p* is 0.5; the mathematical expression for
the adaptive weight factor is as follows:

w(t) = e—(lot/Tmax)2 (29)

From formula (29), it can be seen that the value of the w (1)
is larger indicating that the step length value participating in
the position adjustment is large in the early iteration process
and the algorithm has strong global exploration ability. At the
later stage of the iteration, the value of the w (¢) is getting
smaller and close to zero and the local search ability of the
algorithm is getting stronger and stronger.

According to the principles of the basic whale optimization
algorithm, in the optimization process, the current individual
will change its position according to the distance between the
optimal individual position and itself, and other non-current
optimal individuals will gradually approach to the optimal
individual position. This updating method has some draw-
backs. When the position of the current optimal individual
is not globally optimal, all individuals in the population will
be misguided to gather near the local optimal area with the
number of iterations increases, which made the diversity of
the population decreases resulting in premature convergence
of the algorithm and low optimization accuracy. For this prob-
lem, the IWOA algorithm draws the advantages of differential
variation strategies in differential evolutionary algorithms,
integrating the stochastic difference variability strategy into
the basic whale algorithm, that is, the randomly selected
individuals and the current optimal individuals in the pop-
ulation make random difference with the current individual
respectively to generates the new individuals. Increasing the
diversity of population individuals is to prevent the algorithm
from falling into local optimal due to premature convergence.

The expression for the random difference variation is:

X+ =u [?(t) ~X 0] +u [?(z) -X 0] o

The IWOA algorithm performs search tasks starting with a
set of random solutions. throughout the search, the whale
updates its position based on either the current optimal target
position (the phase of the Bubble-Net Attacking Method) or
in according with a randomly selected target position (the
phase of the random search for prey), ends the search if the
termination criteria are met. Because the method introduced
logarithmic weight factor and random differential variation
strategy on the basis of the ordinary whale algorithm, it has
enhanced the algorithm coordination performance between
global search and local development and the ability for avoid
falling into the local optimal.
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FIGURE 10. Modeling flow diagram of IWOA-SVR.

C. STRATEGY OF IWOA WITH SVR
According to the IWOA algorithm process, setting reason-
able parameters and using IWOA algorithm can optimize
the penalty factor C}, in the SVR model and the width g in
the Gaussian kernel function, it adopted the IWOA-SVR to
establish a modeling process for the SNS surface roughness
as shown in Figure 10. The specific steps can be summarized
as follows:

Step 1: To eliminate the impact of the scale, it first needs
to conduct the naturalization of the test data.

Step 2: The processed sample data is divided in a certain
proportion into the training set and the test set two parts.

Step 3: Adopt IWOA algorithm to conduct an iterative
search for the optimal combination of SVR model parame-
ters (Cp, g) within a specified range. Parameter combination
(Cp, g) represents the location of each individual whale (i.e.
a feasible solution). The search direction is determined by the
fitness function using the results and number of iterations to
determine whether the iteration is stopped.

Step 4: Use the optimized parameter combination (Cp, g)
to establish SVR prediction model and use the model for the
prediction of the SNS surface roughness.

V. EXPERIMENTAL RESULTS AND ANALYSIS

A. PERFORMANCE CRITERIA

To allow a fair comparison of the algorithms to be made,
root mean square error (RMSE), mean absolute error (MAE),
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and mean absolute percentage error (MAPE) were used to
evaluate the predictions of the models. MAE, RMSE and
MAPE can be calculated by the following formula:

1 n
MAE = ;Z’}’i =
i—1

100

2 vi—
MAPE = Z(‘—}) x
i=1

i n

Furthermore, when splitting the dataset, a fixed “random_
state” was used to ensure that the datasets (training set and
testing set) were consistent every time. Under the condition
that the randomly partitioned datasets were consistent, the
parameters of each method were tuned to ensure that the
algorithm comparisons were as fair as possible.

B. COMPARATIVE ANALYSIS OF THE

PREDICTION PERFORMANCE

Seven groups of data were randomly selected as the test
data from the model, and the IWOA-SVR, WOA-SVR in
Ref [26] and GS-SVR in Ref [27] proposed in this paper were
used to predict the established model. The total number of
population individuals of the three algorithms is set to 40, the
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TABLE 3. Cp and g values of the prediction model.

GS-SVR WOA-SVR IWOA-SVR
Models
R2 R3 R4 R2 R3 R4 R2 R3 R4
Penalty
parameter 18.1 524 165 236 652 126 1.78 724 136
G
Kemel 013 136 237 001 004 037 002 129 0.15
width g
8.0
+Mcasurcd Value
75F —@— IWOA-SVR
70k [—A— WOA-SVR
’ [—¥— GS-SVR
6.5
6.0
g
550
=
54
S0
45+
4.0
35¢F
30 . . . . . . .
1 2 3 4 5 6 7

Test samples number

FIGURE 11. Surface roughness effect of three models on test samples.

maximum number of iterations is 100, and Gaussian radial
basis function is selected as the kernel of the support vector
machine regression model. After optimization iteration of
each model, the final SVR parameters combination of C;, and
g are shown in Table 3.

Figure 11 shows that the three models are trained on the
same training set and the predict results on the same test
set. From Figure 11, it can be seen that all the three models
have achieved accurate prediction of SNS surface roughness
and the predicted value fits well with the actual value. The
stone surface roughness prediction model proposed based
on the IWOA-SVR in this paper has a better prediction
accuracy relative to the prediction models established based
on WOA-SVR and GS-SVR. By analyzing the prediction
results of 7 samples of white marble in the test set, it is
found that the convexity prediction value errors are all within
—0.2 ~0.2um, then the surface roughness hit rate within
—0.1 ~0.1um is 91.3%. In general, the training set data is
used for model building and the test set data is not partici-
pate in the parameter tuning during model building process,
so the predictions on the test set can better reflect the overall
performance of the model.

In order to quantitatively analyze the differences between
each model, we hereby draw the regression effects of the
three models on the training set and the test set as shown in
Figure 12. As it can be seen from Figure 12, the regression
scatter points on the test set are more evenly distributed on
both sides of line y = x after the model optimized by IWOA
and WOA algorithm. This means that on the whole, the
difference between the predicted value and the actual value is
smaller and the predicted outlier is less than that of the model
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FIGURE 12. Regression effects of three models.

optimized by GS algorithm. The determination coefficient R?
is used to evaluate the fitting degree between the predicted
value and the actual value of the model. R? = 1 represents
the ideal fitting state. The smaller the R? value, the worse
the comprehensive performance of the model. The coefficient
of determination of IWOA-SVM model on the training set is
R? = 0.9642, and that on the test set is R? = 0.9254. Both
of them are the maximum of the three models and the fitting
degree is the best.

VOLUME 10, 2022



F. Yin et al.: Data-Driven Modeling and Prediction Analysis for Surface Roughness of Special-Shaped Stone

IEEE Access

0.50
045

o
W B
[V =
T T

e o
L
S
T

S

o

=]
T

Relative frequency
=3 =3
I [
T T

0

3.0 25 20 -15 -05 0 05 10 15
Absolute error (um)
(a) IWOA-SVR

S

i

S
1

S o
]
=)
T

Relative frequency
52 R
1 1

e
=5
T

e
o
>3

T

0
30 25 20 -15 05 0 05 10 15
Absolute error (um)

(b) WOA-SVR
(c) GS-SVR

0.50

045

0.40 |-

e o
W W
S O
T T

S o
]
=)
T

Relative frequency
=
[ [
1 1

30 25 20 -5 -05 0 05 10 15
Absolute error (um)

FIGURE 13. Error histograms for prediction of three models.

The absolute error distribution is also an important factor
to evaluate the comprehensive performance of the model.
Figure 13 is the histogram of the absolute error frequency
distribution of the three models on the test set. As it can be
seen from Figure 13, the absolute errors of the three models
are mainly distributed between —10um and 10um, and the
GS-SVR model also has a small number of abnormal samples
distributed outside this range but the other two models did
not, which shows that the absolute error distribution of SVR
model after optimization by the heuristic intelligent algorithm
WOA is more stable. Int terms of two models WOA-SVR and
IWOA-SVR, the number of samples near the absolute error
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TABLE 4. Error index calculation value of three models for training and
test set.

Training Set Testing Set

Algorithm
MAPE
MAE %] RMSE s MAE  MAPE[%]  RMSE ils
3
31.342 0.0832
IWOA-SVR 18745 33636 22832 37536 4.7863 3.7372
68.727 0.1256
WOA-SVR 25428 35107  2.9443 4.0295 55621 4.2881
80.321 0.3287

GS-SVR 3.3264 4.2654 3.3445 8.6654 10.105 7.6231

of 0 of the latter is larger than that of the former. The absolute
error distribution is high in the middle and low on both sides.
The population error is approximately normally distributed.
This also proves that IWOA-SVR model has higher fitting
accuracy than WOA-SVR model.

In order to evaluate the comprehensive performance of
the three surface roughness prediction models more compre-
hensively, three error indexes of MAE, MAPE and RMSE
were selected as evaluation indexes for analysis. The error
bar chart is shown in Figure 14 and Table 4 lists the calcu-
lation results of each error index. The training time of the
model is related to the computational efficiency of practical
application and the characteristic of less time consuming
is particularly important for industrial control. Therefore,
CPU time is an important indicator to judge whether the
model has the potential of online application in the process
of establishing the model and realizing the predicted output.
In order to illustrate this problem, the training time consumed
by the three models under the same iteration condition is also
compared in Table 4.
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According to the chart, the IWOA-SVR, WOA-SVR and
GS-SVR can capture well the actual measurement trends.
Among them, the predicted curve obtained by IWOA-SVR
and WOA-SVR models is closer to the actual curve. Com-
pared with the numerical GS-SVR model, the WOA-SVR
adopts a heuristic algorithm and IWOA-SVR surface rough-
ness prediction models obtained higher determination coeffi-
cient and lower error values in both the training set and the test
set. It should be pointed out that due to the improvement of
IWOA algorithm in local coordination ability and compared
with the WOA algorithm, the MAE errors in training set and
test set are reduced by 43.13% and 30.77% respectively; the
MAPE errors are reduced by 23.78% and 17.39% respec-
tively; and the RMSE errors are reduced by 40.79% and
62.18% respectively. In conclusion, the IWOA-SVM model
proposed in this paper has the best generalization capability
in terms of the SNS surface roughness prediction. In addition,
the IWOA-SVM modeling method also has certain advan-
tages in the computational speed. All three methods of similar
prediction are implemented by Matlab2016b programming
and the time spent for training and prediction on the same
computer is as shown in Table 4. At the number of iterations
of 100, the IWOA-SVR modeling method trains time con-
suming 31.342s with a predicted time consuming of 0.0832s.
The training time of WOA-SVR modeling method is 68.727s
and the prediction time is 0.1256s. The training time of
GS-SVR modeling method is 80.321s and the prediction time
is 0.3287s. It can be seen that random differential variation
strategy is introduced into IWOA algorithm, which effec-
tively avoids the phenomenon of falling into local optimiza-
tion, greatly reduces the training time of the model and has
excellent real-time performance.

C. ANALYSIS OF THE INFLUENCE LAWS OF THE PROCESS
PARAMETERS AND GRINDING COMPLEXITY

ON SURFACE ROUGHNESS

Accurate prediction of surface roughness in SNS grinding
by IWOA-SVM model, which can judge in advance whether
the surface roughness value of stone meets the requirements
of actual production. Meanwhile, the relationship between
processing parameters and surface roughness can be obtained
under the different grinding complexity. In the actual pro-
cessing process, the processing parameters can be retroac-
tively traced by the predicted surface roughness value and
its correlation with the processing parameters to carry out
the optimization of the processing parameters, improve the
surface roughness of the SNS and keep the quality of the
processing process stable.

Based on the IWOA-SVM model of SNS grinding pro-
cessing, the relationship between the selected processing
parameters and grinding complexity and surface roughness
were established. When the grinding depth, spindle speed and
grinding complexity are fixed, the effect of the feeding speed
and grinding width on the surface roughness is as shown in
Figure 15. As it can be seen from Figure. 15, the feeding speed
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FIGURE 15. Influence of ae and f on surface roughness.

and grinding width have significant effects on the surface
roughness. The higher the feed speed, the greater the surface
roughness and the surface roughness increases with the grind-
ing width increasing. This is because the number of diamond
particles involved in machining on the workpiece per unit
length decreases with the increase of the feeding speed result-
ing in the increase of the interference of abrasive particles
on the workpiece surface and the increase of the maximum
undeformed thickness of a single abrasive particle leads to
the increase of the surface roughness of the workpiece. When
other parameters remain unchanged, increasing the cutting
width leads to the increase of residual height, the increase
of surface roughness and the decrease of workpiece surface
quality. According to Figure 16, when the grinding depth
changes within the selected range, the surface roughness
changes very little. It indicates that the abrasion depth affects
surface roughness within a given range of parameters, but
the surface roughness increases slightly with the increase of
the spindle speed, which is due to the linear velocity of the
tool increases as the spindle speed increases. When other
processing conditions remain unchanged, the number of abra-
sive particles processed per unit time increases resulting in a
decrease in the maximum undeformed thickness of a single
abrasive particle. And the friction force of the contact surface
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between the tool and the workpiece will be reduced resulting
in a decrease in surface roughness. When other parameters
are fixed, the influence of grinding width and grinding com-
plexity on surface roughness is shown in Figure 17. As it
can be seen from Figure 17, with the increase of surface
grinding complexity, the curvature characteristics of stone
surface become more complex and machining is easy to have
some less cutting positions, which will lead to the increase
of surface roughness. Moreover, the influence of surface
grinding complexity on surface roughness is greater than that
of spindle speed and cutting depth.

From the analysis of the correlation between process-
ing parameters and surface roughness, with the selection
of the higher spindle speed and the lower feed speed and
the grinding width within the appropriate range, a good
surface roughness can be obtained in the grinding process
of SNS. In the actual selection, the intelligent parameter
selection can be realized based on a given target task and
the process of selecting its processing parameters is similar
to that found under a single objective, that is, the correla-
tion between each object and the processing parameters is
obtained through the corresponding prediction model. Then it
selects the processing parameters that meet the given require-
ments based on the comprehensive analysis of the correlation
relations.
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VI. CONCLUSION

1) The current Whale Optimization Algorithm (WOA) has
several drawbacks, such as slow convergence, low solution
accuracy and easy to fall into the local optimal solution.
To overcome these drawbacks, an improved Whale Optimiza-
tion Algorithm (IWOA) is proposed in this study. IWOA can
enhance the global search capability by two measures

2) It selected Improved whale optimization algorithm
(IWOA) to optimize the internal parameters of the sup-
port vector machine model (SVR) and form IWOA-SVR
model, adopted the IWOA-SVR model to construct the sur-
face roughness prediction model in the SNS mechanical
arm grinding process and compared with the prediction
models built by other two support vector optimization algo-
rithms (WOA-SVR and GS-SVR). The results shown that the
IWOA-SVR model can more accurately predict the surface
roughness of the SNS. The predictive accuracy indicators
MAE, MAPE and RMSE on the test set reached 3.7536,
4.7863 and 3.7372, respectively. It also verify that relative
WOA algorithm and GS algorithm, the IWOA algorithm
has the advantages of strong optimization ability and short
training time.

3) Based on the effective surface roughness prediction
model constructed by IWOA-SVR model, the influence of
processing parameters and grinding complexity on surface
roughness was further explored and the correlation dia-
gram of influencing parameters and target variables was
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constructed. It can realize the reverse trace of surface rough-
ness, to guide the adjustment of processing technological
parameters and improve the surface quality of SNS grinding
processing.
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NOMENCLATURE

Te The radius of the tool arc/mm.

f The feed rate of the tool/ mm-min~—!.

h The height of the center line of the residual
profile/mm.

ap Is the grinding depth/mm.

Kic Is the fracture toughness of the stone.

X Is the fixed coefficient related to the
Poisson’s ratio of the material.

F. Main cutting force/N.

F. Cutting depth resistance./N.

D Tool diameter/mm.

R Tool radius/mm.

rr’;lin Minimum radius of curvature of the i-th
subsurface/mm.

Hi Maximum mean curvature of the i-th
subsurface.

Hr"nin Minimum mean curvature of the i-th
subsurface.

SVR Support vector machine regression.

IWOA-SVR  Improved whale optimization algorithm.

GS Grid-search optimization algorithm.

WOA Whale optimization algorithm.

® Normal vector.

x Input vector.

y Actual value of surface roughness/um.

y Predicted value of surface roughness/um.

e Insensitive loss function error.

& and £* Two relaxation factors.
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Penalty factor.
Current iteration.

Coefficient vector.

el T
o
=
o
al

Optimal position vector of the optimal

whale by far.
X+ Will be updated
in each iteration.
7() Position vector of the current whale.
b A constant that defines the spiral line.
l A random value in [—1,1].
3 The distance of the i whale to the prey,
that is the current optimal solution.
p A value of the random distribution
on the interval [0, 1].
. o
Xrand Randomly selected position vector of the
humpback whale.
g Width of the kernel function
—
X'(t) Position vector of the individual
is randomly selected.
n Number of sample sets.
Vi Measured value.
Vi The predicted value.
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