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ABSTRACT There have been enormous efforts to develop a novel vehicle routing algorithm to reduce origin-
to-destination (OD) travel time. Most of the previous studies have mainly focused on providing the shortest
travel time route based on estimated traffic information. Few researches have considered the use of predictive
information on traffic dynamics to improve the quality of route guidance algorithms. However, there is
still uncertainty associated with future traffic conditions, particularly in non-recurrent traffic congestion
caused by the abnormal event. For a reliable navigation service under uncertain traffic conditions, this
research develops a reinforcement learning-based traffic predictive vehicle routing (RL-TPVR) algorithm.
The proposed algorithm is designed to mitigate the variability of OD travel time by incorporating predictive
state representation and prediction reward modeling in the reinforcement learning scheme. The RL-TPVR
is evaluated in terms of OD travel time based on various traffic scenarios with different demand patterns.
Several numerical studies including a performance gap analysis, case study, and comparative study are
conducted using microscopic simulation experiments. The performance gap analysis demonstrates the
superiority of the RL-TPVRwith respect to traffic uncertainty, particularly in non-recurrent traffic congestion
cases. In addition, the case study shows that the RL-TPVR exhibits a flexible and dynamic OD travel route
depending on the given traffic situations. Furthermore, the comparative study verifies that the proposed
algorithm outperforms other existing algorithms in both recurrent and non-recurrent traffic congestion cases.
These findings suggest the RL-TPVR has great potential for providing the shortest travel time route under
uncertain traffic conditions.

INDEX TERMS Navigation service, origin-to-destination travel time, reinforcement learning, traffic
predictive vehicle routing, uncertain traffic condition.

I. INTRODUCTION
There have been numerous studies to address urban traf-
fic congestion from a macroscopic perspective, which is
mainly based on traffic facilities and digital infrastructure
in the field of intelligent transportation systems (ITS), such
as perimeter control and dynamic traffic congestion pricing
system [1]–[3]. From a microscopic point of view, one of the
most common applications to alleviate traffic congestion is a
vehicle route guidance system, also known as a navigation
system. The vehicle route guidance system is designed to
provide a global route from origin to destination (OD). The
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OD travel route is determined by a route planning algorithm
applied to the navigation system. To provide an optimal OD
route that minimizes the travel time from origin to destina-
tion, great effort has been made to develop a variety of novel
routing algorithms over the past several decades. The most
conventional method employed in such routing algorithms
is the Dijkstra algorithm [4], which is commonly used to
find the shortest path between an origin and destination with
static information concerning road networks. However, it is
difficult to find an optimal solution using this method because
of the limitations associated with the dynamic nature of road
networks. Moreover, incorporating time-dependent dynamic
weights into the Dijkstra algorithm to represent dynamic traf-
fic conditions is not a first-in-first-out (FIFO) case [5], which
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violates the sub-path optimality property [6]. Furthermore,
variants of the Dijkstra algorithm [7]–[9] are still not appro-
priate for real-time navigation services because they tend to
suffer from complex computational times in large-scale urban
road networks.

One of the most widely used routing algorithms in-vehicle
navigation systems is the A∗ algorithm [10]. Unlike the
Dijkstra algorithm, the A∗ algorithm uses a problem-specific
heuristic function to reduce the searching space to enhance
computational efficiency. It can meet the real-time operation
requirements of the navigation service. Nevertheless, the A∗

algorithm still has limitations in reflecting dynamic traffic
situations. To overcome this problem, there have been exten-
sive studies attempting to create a novel dynamic routing
strategy using the A∗ algorithm [11]–[15]. Most previous
studies have implicitly considered the dynamic shortest path
problem as a static shortest path problem in the time-space
expansion representation of a dynamic network [16]. These
approaches find sub-paths using a time-dependent travel cost
function, such as the link travel time, and calculate the short-
est travel time route from the vehicle’s current location to its
destination iteratively based on real-time traffic information.
However, the availability of real-time traffic information does
not indicate that the possible changes in future traffic can
be perceived in advance, which is significantly subject to
route planning. Consequently, the sequence of on-trip rerout-
ing using estimated information concerning the link travel
time is likely to be suboptimal. Because the estimated traffic
information involves the uncertainty associated with future
traffic conditions, the navigation service may still provide
a suboptimal route despite avoiding traffic congestion by
rerouting during a trip [17]. Therefore, routing strategiesmust
be updated adaptively to increase their reliability.

There has been a growing interest in developing a novel
navigation system based on reinforcement learning that can
consider the dynamic route planning associated with uncer-
tain traffic conditions to address these issues. Based on the
assumption that the OD travel route is regarded as a sequen-
tial decision-making process for route selection, the time-
dependent stochastic route planning problem can be modeled
as a discrete-time finite-horizon Markov decision process
(MDP). A previous study proposed a dynamic route guidance
system using a Q-learning algorithm based on global posi-
tioning system (GPS) information involved in probe vehicle
data [18]. It intended to achieve a dynamic route choice policy
to generate link sequences from the ego vehicle’s location
to its destination. Similar to this approach, [19] developed a
reinforcement learning-based route guidance system to mini-
mize the OD travel time, which was also designed to generate
the travel route by selecting one of the consecutive links
based on the positional data of the vehicle. Likewise, [20]
modeled a Q function-based reinforcement learning scheme
to determine the optimal route in a connected and automated
vehicle (CAV) operation environment. However, these previ-
ous studies on reinforcement learning-based route planning
do not consider traffic dynamics in the MDP formulation,

making it difficult to capture various latent features caused
by different traffic cases, such as varying origins, destina-
tions, and traffic demands. Therefore, this algorithm hardly
converges when the given traffic pattern is changed.

Unlike conventional research that did not consider traffic
dynamics, a previous study considered multiple traffic vari-
ables in the MDP formulation to represent the current traffic
conditions [21]. In theirMDP formulation, the state is defined
as the length, mean speed, number of vehicles in the present
link, and coordinates of the current and target links, while
the reward is defined as the travel time between consecutive
links. However, obtaining the exact number of vehicles in a
link is practically difficult due to the limited detection range
despite the widespread use of ITS or cooperative ITS (C-ITS)
detectors. Moreover, there are still some drawbacks associ-
ated with the existing reinforcement learning-based routing
algorithms for route generation because the exact values of
the state variables defined in their MDP formulations cannot
be specified before reaching the desired state, often resulting
in limited spatial coverage. This implies that the existing algo-
rithms are only used for local route planning concerning on-
trip rerouting, which provides neither the global OD route nor
the estimated arrival time. Therefore, the previous algorithms
are not likely to be suitable for real-time navigation services.

Several studies have considered using predictive infor-
mation on traffic dynamics to improve the quality of route
guidance services. [22] demonstrated that a dynamic routing
strategy could benefit from using predictive information on
future traffic conditions in terms of travel time. Similarly,
[23] analyzed the effect of traffic prediction on the on-trip
rerouting policy based on the assumption that individual
travel times for each link could be ideally predicted. [24]
applied a short-term traffic prediction method to their route
planning algorithm to alleviate the impact of time-varying
traffic dynamics on future traffic conditions. More recently,
[25] proposed a dynamic route guidance system by utilizing a
Kalman filter-based short-term traffic flow prediction based
on the cooperative vehicle-infrastructure systems (CVIS)
environment, which is one of the system operation types in
C-ITS. However, because previous studies on route planning
involving predictive traffic information have assumed that
there are low prediction errors in their prediction models, the
travel route can be significantly affected by the prediction
accuracy. Furthermore, although numerous traffic prediction
models have been developed using deep learning techniques,
it is still challenging to determine the optimal route due to
poor predictive capabilities resulting from unexpected events,
particularly in non-recurrent traffic congestion [26]. These
issues are the primary motivation of the present study.

This study aims to develop a robust route guidance algo-
rithm that provides a reliable OD travel route by considering
the travel time associated with uncertain traffic conditions.
To achieve this research objective, this study proposes a rein-
forcement learning-based traffic predictive vehicle routing
(RL-TPVR) algorithm for minimizing the variability of OD
travel time under uncertain traffic environments. Based on a
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predictive state representation and prediction reward model-
ing in a reinforcement learning scheme, the proposed algo-
rithm dynamically provides a traffic-dependent global OD
route. To evaluate the performance of the RL-TPVR under
uncertain traffic conditions, various traffic scenarios with dif-
ferent demand patterns, including recurrent and non-recurrent
traffic congestion cases, are considered via microscopic sim-
ulation experiments. Considering the various traffic scenar-
ios, the microscopic simulation experiments involve several
numerical studies, including a performance gap analysis, case
study, and comparative study. The performance gap analysis
is used to demonstrate the superiority of the proposed algo-
rithm concerning traffic uncertainty. In addition, a detailed
performance review of the proposed algorithm under a given
traffic condition is conducted through a case study. Further-
more, a comparative study is used to analyze the overall per-
formances of the existing routing algorithms and RL-TPVR
in various traffic scenarios.

The contribution of the present study can be summarized
as follows:
• This research is the first one that enables the rein-
forcement learning-based routing algorithm to provide
a global OD route by incorporating a predictive traffic
state representation into the MDP formulation.

• This study proposes a robust route guidance algorithm to
give a reliable OD travel route based on the mitigation of
travel time variability by applying a prediction reward to
the reward modeling, which allows the proposed algo-
rithm to provide the shortest travel time route under
uncertain traffic situations.

The remainder of this paper is organized as follows.
Section II describes the details of modeling the RL-TPVR.
Section III provides data descriptions of the microscopic traf-
fic simulation experiments and hyperparameter values used in
the numerical studies. The results and analyses of the numer-
ical studies are presented in Section IV. Finally, Section V
summarizes the essential findings and concludes the paper
with several considerations for future research.

II. METHODOLOGY
The RL-TPVR mainly performs two functions: traffic pre-
diction and vehicle routing, respectively. The traffic predic-
tion function requires a appropriate prediction model for
practical applications. Although various deep learning-based
prediction models have considered the spatial and temporal
relationships of traffic to achieve more appropriate feature
extraction, the RL-TPVR adopts Graph WaveNet [27] as one
of the most effective ways to predict the future speed of each
road section. It is worth noting that one of the most distinctive
characteristics of Graph WaveNet is its significant reduction
of inference time, which can provide multiple predictions in
a single run with much shorter computing times compared to
other prediction models such as the diffusion convolutional
recurrent neural network (DCRNN) [28] and spatiotempo-
ral graph convolutional networks (STGCN) [29]. Therefore,
even though long-term predictions are required for an entire

road network, this method can provide the predicted speed
values of each road section within a short period. Therefore,
the Graph WaveNet learning method is used in the traffic
prediction of the RL-TPVR, and it is described as follows.

The spatial distribution of the C-ITS/ITS detectors in a road
network is represented as a graph relation G = (V, E, A),
where V is a set of C-ITS/ITS detectors, E is a set of edges
between the detectors, and the adjacency matrix describing
the proximity of the detectors is denoted as A ∈ RN×N .
A dynamic feature matrix for representing the traffic patterns
at time step t can be expressed as X t

∈ RN×F , where N is the
number of C-ITS/ITS detectors in the road network and F is
the number of features of each detector. The traffic prediction
model of the RL-TPVR aims to find a mapping function
ζ (·), which is used to predict the future graph signals in the
prediction horizon T based on the historical graph signals H .
These relationships can be expressed as (1):

[X (t−H ):t
;G]

ς (·)
−→ X (t+1):(t+T ), (1)

where X (t−H):t ∈ RN×F×H and X (t+1):(t+T )
∈ RN×F×T .

To achieve more effective modeling by considering spa-
tiotemporal features, the traffic prediction model of the
RL-TPVR consists of L spatial-temporal layers. Each layer
comprises two types of building blocks, namely graph,
and temporal convolution layers. The graph convolution
layer uses the DCRNN, whereas the temporal convolution
layer adopts the dilated causal convolution neural network
(DCCNN) [30]. In addition, the RL-TPVR also considers
the self-adaptive adjacency matrix Aadt , which is one of the
significant contributions of Graph WaveNet that is used to
capture the hidden spatial dependencies via learnable param-
eters without any prior knowledge. The adaptive adjacency
matrix Aadt is computed as follows:

Aadt = Softmax(ReLU (E1ET2 )), (2)

where E1, E2 ∈ RN×B, E1, and E2 represent embedding
matrices with learnable parameters and B is the number of
feature dimensions in the node embedding. With the embed-
ding method, the output of the graph convolution layer,
denoted as U ∈ RN×M , can be formulated as (3):

U =
L∑
l=0

P lforwardXW lf + P lbackwardXW lb + AladtXW la,

(3)

where P lforward and P lbackward indicate the forward and back-
ward transition matrices of the diffusion process used in
the l th output of the graph convolution layer, respectively,
and the series of Wl matrices (W ∈ RF×M ) represent the
model parameters at the l th output of the graph convo-
lution layer. The forward transition matrix is defined as
P forward = A/rowsum(A), while the backward transition
matrix is defined as P lbackward = AT/rowsum(AT ).

In contrast, the DCCNN of the temporal convolution layer
plays a crucial role in temporal feature extraction. By enlarg-
ing the receptive field layer-by-layer via the dilated causal
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FIGURE 1. Concept of the traffic predictive routing system in the RL-TPVR.

convolution, the DCCNN can not only significantly reduce
the computing time, but also consider long-range sequence
data in a non-recursive manner. The dilated causal convolu-
tion operation ψ(·) over input x ∈ RT and filter fθ ∈ RL at
time step t is mathematically formulated as:

ψ(x(t), fθ ) =
L−1∑
l=0

fθ (l)x(t − d × l), (4)

where d describes the dilation factor required to skip a certain
number of input values, which increases with the layer depth.

The architecture of the traffic prediction model in the
RL-TPVR, which is composed of a graph convolution layer
and two gating mechanism-based temporal convolution lay-
ers in each building block, is identical to that of Graph
WaveNet, except for the loss function. Unlike the original
model, this study uses the root mean square error (RMSE)
as the loss function to train the prediction model of the
RL-TPVR, which is defined as:

L(X̂
(t+1):(t+T )

;2P) =
1

TNF

√√√√√ T∑
i=1

N∑
j=1

F∑
k=1

(X̂
t+i
jk − X

t+i
jk )2,

(5)

where 2P corresponds to the set of parameters in the traffic
prediction model of the RL-TPVR used to represent the
mapping function ζ (·). Because the RL-TPVR performs a
link-based traffic prediction, where the link is grouped by
either a lane or multi-lanes over a road section between
intersections, F is equal to 1. More detailed explanations
on the hyperparameter values are provided in B. HYPERPA-
RAMETER TUNING of III. DATA DESCRIPTION.
Based on the output from the traffic prediction function,

the traffic predictive routing function of the RL-TPVR formu-
lates the routing problem as theMDP to determine an optimal
policy for providing the shortest travel time route from the
origin to the destination under uncertain traffic conditions.
Fig. 1 illustrates the concept of the traffic predictive routing
in the RL-TPVR, which involves four crucial elements: the
agent, action, state, and reward function. The agent refers to
the ego vehicle, which is provided with a navigation service
generated from an optimal policy. The ego vehicle receives
routing guidance and takes action to reach its destination with
the shortest travel time.

The action indicates a route choice, which corresponds to
the routing decision made by the agent in every link from

the origin to the destination. The action for a link at time
step t can be represented as at ∈ A, where A represents
the action space. The action space varies with the number of
links connected to the current link at which the ego vehicle
is located. As shown in Fig. 1, for instance, A = {Right-
turn, Go-straight, Left-turn} because there are three links for
the subsequent option, excluding a U-turn. The RL-TPVR
requires the ego to choose a route within a decision area,
which design was inspired by a previous study [21]. Imposing
a decision area can provide sufficient time for the ego vehicle
to make a lane change and follow the travel route provided by
the navigation system. However, unlike the previous study,
the purpose of introducing the decision area in the RL-TPVR
is not only to consider the routing problem as a discrete-time
stochastic control process but also to update the latest traffic
information to the agent in a timelymanner. The decision area
dt at time step t is expressed as follows:

dt =
Lt
2
− mt , (6)

where Lt indicates the length of the link at which the agent is
located at time step t and mt refers to the minimum distance
required to safely stop. mt is calculated using (7):

mt =
V 2
t,max

2adec
+ V prediction

t,mean τ, (7)

where Vt,max and V prediction
t,mean represent free flow speed and

predicted average speed of the link where the agent is located
at time step t , adec describes themaximumdeceleration rate of
the ego vehicle, and τ refers to the perception-reaction time.
The state describes a spatiotemporal traffic environment

based on observations and predictions from a C-ITS/ITS
center. The involvement of more traffic variables in the state
can more precisely represent the given traffic conditions.
However, the state space increases exponentially with the
number of traffic variables considered in the state, often
resulting in excessive computation time and poor conver-
gence. Therefore, to deal with the dimensionality problem
and the complexity of dynamic traffic situations, the state for
a link at time step t is represented as (8):

st = [Lt ,Vt,max ,V
prediction
t,mean , lt ,Pt ], (8)

where lt is the estimated location of the agent at time step
t and Pt describes a set of predicted mean speeds for sub-
sequent links connected to the link at which the agent is
located at time step t . For instance, as shown in Fig. 1,
Pt = [pt→R, pt→S , pt→L] because three links are connected
to the current link. If the agent takes the ‘Go-straight’ action,
pt→S will be used for V prediction

t+1,mean in st+1. Simultaneously, the
RL-TPVR recursively loads the set of predicted mean speeds
used in st+1 from the traffic prediction function. All variables
involved in the state definition can be determined using the
traffic prediction function of the RL-TPVR. This suggests
that the state definition of the MDP formulation enables the
RL-TPVR to provide the travel path generated via global
route planning as well as local route planning.
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Most previous studies on the RL-VR considered the vehi-
cle location as a two-dimensional vector, such as longitude
and latitude. To reduce the dimensionality of the state space,
unlike in previous studies, the RL-TPVR specifies the esti-
mated vehicle location lt in one-dimensional space by using
the Euclidean distance (ED) between the estimated vehicle
location and destination ls, as shown in (9):

lt := EDlt→ls =

√
(s1 − lt,e1)2 + (s2 − lt,e2)2, (9)

where s1 and s2 refer to the longitude and latitude of the
agent’s destination, respectively, and lt,e1 and lt,e2 indicate
the longitude and latitude of the estimated vehicle location
at time step t , respectively. The vehicle location can be pre-
cisely estimated using a line integral based on the geometric
information of the road, such as the start and endpoints of
the road section. Still, it can also be calculated using triangle
similarity. For instance, as shown in Fig. 1, lt,e1 is considered
as being located dt away from the longitude of the centroid
on the road, whereas lt,e2 corresponds to the latitude of the
centroid.

The most vital element in the traffic-predictive routing of
RL-TPVR is the reward function. It is directly linked to the
objective of theMDP optimization process, which determines
the optimal policy for maximizing the expected cumulative
rewards. To provide an OD route to minimize the travel
time associated with uncertain traffic conditions, the reward
function rt is formulated as follows:

rt = rt,distance + rt,time + rt,prediction + rt,terminal, (10)

where

rt,distance =


clip(

min(EDR→ld ,EDS→ld ,EDL→ld )
lt+1

, 0, 1),

lt > lt+1
0, otherwise,

(11)

rt,time = clip(2−
TTt+1 − TTt
mt

Vt,max
+

Lt+1−mt+1
Vt+1,max

,−1, 1), (12)

rt,prediction = clip(1−

∣∣∣∣∣1− 1
TTt+1 − TTt

(
mt

V prediction
t,mean

+
Lt+1 − mt+1

V prediction
t+1,mean

)

∣∣∣∣∣ ,−1, 1), (13)

rt,terminal =

{
κ, if destination link
−κ, otherwise,

(14)

Here, rt,distance, rt,time, rt,prediction, and rt,terminal indicate dis-
tance, time, prediction, and terminal rewards, respectively,
at time step t; clip(·, minimum, maximum) expresses the
clipping function scaled to set limits; EDj→ld represents the
ED between the destination and vehicle location determined
by an action j; TTt describes the travel time from the origin
to st ; and κ is the terminal reward value.

From the point-of-view of the MDP, the RL-TPVR can-
not learn the decision-making policy effectively without an
intrinsic reward because there are sparse rewards in the rout-
ing problem for providing the shortest travel time route.

Therefore, the RL-TPVR includes the intrinsic reward as well
as the extrinsic reward, where the intrinsic reward indicates
rt,distance, rt,time, and rt,prediction, while the extrinsic reward
refers to rt,terminal . As shown in (11), to consider the scalabil-
ity of the distance reward, the RL-TPVR considers rt,distance
as a ratio ranging between 0 and 1. This allows the agent to
reach its destination. Similarly, as shown in (12) and (13), the
time and prediction rewards are also represented as ratios,
ranging from −1 to 1. The time reward rt,time is designed
to minimize the OD travel time, while the prediction reward
rt,prediction is intended to consider travel time variability. It is
worth noting that the most distinctive characteristic of the
RL-TPVR is the consideration of rt,prediction in the reward
function. From the mobility service perspective, this can be
a critical criterion for judging whether there is an accept-
able gap between the estimated travel time and actual travel
time, subject to the navigation system’s service reliability.
Therefore, it is expected that the RL-TPVR will help the
proposed system to provide a robust navigation service by
reducing the variability of the OD travel time based on the
reward function. Lastly, similar to the previous research on
the RL-VR, the reward function of the RL-TPVR includes
the extrinsic reward using rt,terminal . A large positive reward
value is given when the terminal state is in the destination
link. In contrast, a large negative reward value is given when
the terminal state is in other boundary links on a road network.

Although the traffic predictive routing function of the
RL-TPVR formulates the routing problem as an MDP, it still
needs a reinforcement learning model to obtain the optimal
policy. The traffic-predictive routing function is implemented
in a batch process. However, there is a trade-off between
training time and accuracy due to exploration and exploitation
problems. Furthermore, because this study deals with the
routing problem as a domain for sequential decision-making
behaviors under uncertain traffic conditions, the observation
space is likely to be substantially greater than typically
expected. Therefore, using an off-policy reinforcement learn-
ing model is more appropriate than an on-policy learning
model. In particular, when a reinforcement learning model
utilizes a replay buffer to eliminate the correlation between
consecutive samples, it is beneficial to consider a prioritized
experience replay (PER) [31] to achieve a more efficient
and effective learning scheme by sampling important tran-
sitions (si, ai, ri, si+1) from the replay buffer. Therefore,
this study adopts the PER algorithm for the reinforcement
learning model in the traffic predictive routing function of
the RL-TPVR, which is referred to as the PER-based double-
deep Q-network (PDDQN). The details of the learning
method used in the traffic predictive routing of the RL-TPVR
are as follows.

The PDDQN is an extended version of the DDQN [32],
which is intended to deal with the overestimation problem
related to the deep-Q-network (DQN) [33]. The DDQN
decomposes the maximum operation in the target of the orig-
inal DQN into action selection and evaluation. The DDQN
is updated based on the temporal difference (TD) error δi,
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as shown in (15):

δi := ri + γQθ−(si+1, argmax
ai+1

Qθ (si+1, ai+1))− Qθ (si, ai),

(15)

where γ describes a discount factor, Qθ− (s, a) indicates an
action-value function that evaluates the quality of an action
given a state with a set of weights involved in the target
neural network θ−, and Qθ (si, ai) represents an action-value
function with a set of weights in the online neural network θ
for the pair of si and ai. Similar to the DQN learning method,
the parameter of the target neural network θ− is periodically
updated to a copy of the weight parameters involved in the
online neural network θ . Based on the TD error, to prioritize
the transitions in the replay buffer, a nonuniform sampling
with the importance-sampling technique is further considered
in the PDDQN, as shown in (16) and (17):

U (i) =
uαi∑
b u

α
b
, (16)

whereU (i) represents the probability of sampling transition i,
uαi indicates the priority of transition i, α is the prioritization
exponent, and b refers to the mini-batch size.

wi = (U (i)B)−β , (17)

Here, wi is the importance-sampling weight, B is the buffer
size, and β is the prioritization important-sampling expo-
nent. Using Eqns. (15), (16), and (17), the weight parameter
involved in the online neural network θ is updated as follows:

θ ← θ + ηwiδi
∂Qθ (si, ai)

∂θ
, (18)

where η is the step size. More detailed explanations of the
hyperparameter values used in the traffic predictive routing
of the RL-TPVR are provided in in B. HYPERPARAMETER
TUNING of III. DATA DESCRIPTION.

III. DATA DESCRIPTION
The performance of the proposed algorithm is evaluated using
a microscopic traffic simulation experiment. This study uses
the simulation of urban mobility (SUMO) [34] for micro-
scopic traffic simulations. To explore the characteristics of the
RL-TPVR in uncertain traffic situations, several simulation
settings for traffic demand and scenarios are required to
describe both recurrent and non-recurrent traffic situations.
Furthermore, it is necessary to determine a set of hyperparam-
eters involved in the traffic prediction and traffic predictive
routing models of the RL-TPVR. The details of these pro-
cesses are described in the following subsections.

A. TRAFFIC DEMAND AND SCENARIO
Navigation systems provide a global travel route from ori-
gin to destination, where the global route consists of sub-
origins and sub-destinations. In other words, the travel route
selected from a set of combinations with sub-origins and sub-
destinations can be considered as the global route. Because

FIGURE 2. Road network configuration and demand pattern.

the navigation system makes a route choice from combina-
tions of sub-origins and sub-destinations before departure,
a partial trip determined by the global route can be considered
as the OD travel route.

This study considers a small road network in a simula-
tion experiment to evaluate the performance of the proposed
algorithm. The simulation experiment assumes that possible
combinations of sub-origins and sub-destinations for the OD
travel route pass through the network. In addition, to repro-
duce recurrent traffic congestion situations, a hypothetical
traffic demand pattern in an urban network for peak commut-
ing hours is also considered.

Fig. 2 shows the road network and traffic demand patterns
used in the simulation experiment. A 3× 3 grid-shaped urban
network is considered as the study site, where each link has
four lanes, all of which are bidirectional. The free flow speed
is 50 km/h for all roads, and L1 and L2 are 200 and 300 m,
respectively.

Since there are often asymmetric traffic demands in urban
road networks during commuting hours, twominor andmajor
demand flows are considered at the study site. Two minor
demand flows occur toward the west and south, while two
major demand flows occur toward the east and north, and
the eastbound traffic volumes are slightly greater than the
northbound traffic volumes. The green time of each direction
with a four-phase signal plan at individual intersections is
set to 30 s, except for the eastbound direction, where it is
set to 40 s. In addition, the simulation experiment considers
simple coordination between multiple signals for the east-
bound traffic flows by adjusting their signal offsets such that it
can prevent queue spillbacks owing to the massive eastbound
traffic. Furthermore, to describe day-to-day variations in traf-
fic demand, a set of random variables normally distributed
with different mean and standard deviation values is used
to generate daily traffic demands in each direction. Based
on trip generation and distribution, this study uses SUMO’s
DUArouter tool for dynamic traffic assignment. However,
there are other options that may be used to select the traffic
assignment tool in the SUMO. Because the traffic assignment
tool can control the route choice method and routing algo-
rithm. It can be more appropriate to represent the commuting
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FIGURE 3. Examples of traffic situations for each traffic congestion case
(a) Scenario 1: recurrent congestion case (b) Scenario 2: non-recurrent
congestion case 1 (c) Scenario 3: non-recurrent congestion case 2
(d) Scenario 4: non-recurrent congestion case 3 (e) Scenario 5:
non-recurrent congestion case 4.

traffic demand patterns using heterogeneously loaded traffic
in the network.

Since this study analyzes the performance of the RL-TPVR
under uncertain traffic conditions, several traffic scenar-
ios, including recurrent and non-recurrent traffic conges-
tion cases, are considered in the simulation experiments.
Fig. 3 shows examples of these traffic situations concerning
the recurrent and non-recurrent traffic congestion cases.

Scenario 1 describes a normal case of recurrent traffic con-
gestion due to massive traffic demands. In contrast, the other
scenarios represent abnormal cases of non-recurrent traffic
congestion caused by a stopped vehicle on different desig-
nated links. The abnormal cases show that the stopped vehicle
affects the discharge flow, resulting in a capacity decrease.
Therefore, there are unexpected delays when passing through
the designated link. Note that a stopped vehicle would be
present on the pre-determined link immediately before an
agent vehicle departs from its origin. It is expected that
the agent vehicle requires either en-route decision-making.
It may take a detour or extra travel time to pass through
the congested road if the initial global route provided by the
navigation system includes the link, often resulting in a delay
in time delays. Otherwise, the specified route would require
a reasonable travel time if the initial route did not include
a congested road. Therefore, these traffic scenarios may be
used to analyze the performance of the proposed algorithm
considering possible changes in near future traffic conditions.

TABLE 1. Hyperparameter values used in the traffic prediction model of
the RL-TPVR.

B. HYPERPARAMETER TUNING
The simulation generated traffic data for the training and
testing of the RL-TPVR for 20 days. The dataset for the first
16 days was used for the training set, and the datasets for the
following two days and the remaining two days were used as
the validation and test sets, respectively. The simulation run-
time was 240 min per day, where the time horizon from 60 to
180 min was considered as the peak commute hours. Based
on the assumption of widespread C-ITS/ITS detectors at the
study site, the traffic data for the average link speed were
collected every 5 min. In other words, the unit time interval
of the traffic prediction function in the proposed system was
set to 5 min. The details of the hyperparameter values in the
traffic prediction model of the RL-TPVR are described in
Table 1.

With the hyperparameter settings, the deep learning model
in the traffic prediction function of the RL-TPVR is trained in
the batch process. After that, when there is a request to use the
proposed routing algorithm applied to a navigation system,
the traffic prediction function generates traffic prediction val-
ues using real-time traffic data based on a real-time process.
The traffic prediction values are shared with the historical
traffic database and the traffic predictive routing function for
the state information used in reinforcement learning.

Similar to the deep learning model used in the traffic pre-
diction function, the traffic predictive routing function also
needs to specify the hyperparameter settings for training the
reinforcement learning model. Table 2 presents the hyperpa-
rameter values used in the traffic predictive routing model of
RL-TPVR.

The traffic predictive routing model is trained with
the specified hyperparameter settings using the traffic
information obtained from the historical traffic database.
After training the reinforcement learning model of the traf-
fic predictive routing function with the batch process, the
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TABLE 2. Hyperparameter values used in the traffic predictive routing
model of the RL-TPVR.

FIGURE 4. Average reward plot for each episode.

navigation service for the OD travel route can be provided
by a real-time process. Although the RL-TPVR allows each
agent to update the predictive state representation for re-
routing based on the latest traffic informationwhen they reach
their own decision areas on individual links, the present study
does not take into account re-routing options to analyze the
effect of the proposed algorithm on the global OD route rather
than local routing.

Fig. 4 shows the average reward measured using a moving
average over five consecutive episodes when training the
traffic predictive routing model of the RL-TPVR. Overall, the
average reward approaches the optimal value as the explo-
ration rate gradually decreases. Because of the high explo-
ration rate at the early stage, the average reward fluctuates
significantly before reaching 600 episodes. It can also be
observed that the average reward converges after the number
of episodes exceeds 600.

Note that the proposed routing algorithm does not contain
any non-recurrent traffic congestion cases when training the
neural networks that are involved in the traffic prediction and
predictive routing functions. The test dataset only observes
the non-recurrent traffic congestion caused by an abnormal
situation. Therefore, the proposed system should be evalu-
ated using never-before-seen traffic cases to demonstrate the
validity of the RL-TPVR.

In addition, the simulations are performed using the com-
putational environment of the Python 3.7.11 platform on
an Ubuntu 20.04 (Intel(R) Core(TM) i7-8700K CPU with

FIGURE 5. Comparison of the OD travel times obtained between RL-TPVR
algorithms with and without prediction rewards in different scenario
cases.

3.70GHz processing, 32 GB RAM, and NVIDIA GeForce
GTX 1060 3GB).Without programming code optimization or
parallel computing techniques, the average inference time for
generating the route guidance data is much less than 1 s, and it
is equal to 13 ms. Therefore, the proposed system is feasible
in a real-time traffic-predictive routing navigation service.

IV. RESULT AND ANALYSIS
Based on the demand and traffic scenarios described in the
previous section, we performed several numerical studies,
including a performance gap analysis, case study, and com-
parative study. The performance gap analysis explores the
effect of the prediction functionality on the routing in terms
of the OD travel time. The case study provides a detailed
performance review of existing routing algorithms and the
RL-TPVR in a specific traffic scenario. The comparative
study analyzes the overall performance of each routing algo-
rithm in a variety of traffic scenarios. Detailed explanations
of these studies are provided in the following subsections.

A. PERFORMANCE GAP ANALYSIS
This study involves performance gap analyses used to verify
the prediction functionality involved in the proposed routing
algorithm from two different perspectives: prediction reward
and error. The former compares the algorithm performance
using the difference in OD travel time between the RL-TPVR
with and without prediction rewards. The latter analyzes the
performance gap in theOD travel time between the RL-TPVR
with a perfect prediction and different prediction errors.

To conduct an overall performance analysis in a general
situation, 100 independent cases in each scenario were con-
sidered in this study. A comparison of the results of the
RL-TPVR with and without prediction rewards in different
scenarios is shown in Fig. 5.

In Fig. 5, the OD travel times obtained using the RL-TPVR
with and without prediction rewards for 100 independent
cases of each scenario are described using the blue and orange
boxplots, respectively.

In Scenario 1, which is the recurrent traffic congestion
situation, the RL-TPVR with a prediction reward exhibited a
lower median value of the OD travel time with much smaller
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FIGURE 6. The performance gap between the RL-TPVR with different
prediction errors in each scenario (unit: second).

variances compared to the RL-TPVR without a prediction
reward. The other scenarios are similar to Scenario 1, wherein
the RL-TPVR with a prediction reward exhibits a better
routing performance compared to the RL-TPVR without a
prediction reward. It can also be observed that the RL-TPVR
without a prediction reward shows high variance in the OD
travel time in Scenario 1. This trend is also observed in the
other scenarios.

In addition, the variance of the OD travel time slightly
increases in some non-recurrent traffic congestion cases, such
as Scenarios 2, 3, and 5. Conversely, it can be readily observed
that the RL-TPVR with a prediction reward shows a lower
variance than without, even in the non-recurrent congestion
cases. This indicates that the RL-TPVR with a prediction
reward shows a stable routing performance irrespective of the
congestion type. These findings suggest that the prediction
reward in the RL-TPVR contributes to robust route guidance
by reducing the variability of the OD travel times. There-
fore, these results provide empirical evidence for establishing
the effectiveness of the prediction reward involved in the
RL-TPVR on route guidance.

To further explore the effect of the prediction functionality
on the performance of the RL-TPVR, the performance gap
in the OD travel times between the RL-TPVR with a perfect
prediction and different prediction errors for 100 independent
cases in each scenario is shown in Fig. 6.

In Fig. 6, the mean and standard deviation values of the
performance gap between the RL-TPVR without and with
traffic prediction errors are presented as colored bars and
black error bar graphs, respectively. Traffic prediction errors
ranging from 5% to 25% are considered. For example, sup-
pose the actual average speed over a road section during a
specified time period is 30 km/h. In that case, either 28.5 km/h
or 31.5 km/h is considered the predictedmean speed when the
prediction error equals 5%.

As shown in Scenario 1 in Fig. 6, the performance gap’s
mean and standard deviation values increase as the traf-
fic prediction error increases. Similarly, the performance
gap decreases in the other scenarios as the prediction error
decreases. The RL-TPVR exhibits a trivially improved rout-
ing performance as the traffic prediction accuracy increases.

Conversely, the performance gap’s mean and standard devi-
ation values in the non-recurrent traffic congestion cases
dramatically decreased compared to the recurrent congestion
cases. For instance, compared to Scenario 1, a reduction of
more than half of this performance gap can be observed in
Scenario 4. This trend suggests that the proposed routing
algorithm has significant advantages for reducing the travel
time associated with uncertain traffic conditions, even when
it shows poor prediction capabilities.

B. CASE STUDY
The performance gap analysis in the previous subsection
shows that the prediction functionality allows the RL-TPVR
to provide better routing guidance in terms of the OD travel
time. However, it has not yet been demonstrated that the
RL-TPVR can reduce the OD travel time based on dynamic
routing guidance by identifying a given traffic situation.
Therefore, we perform a case study to examine whether the
proposed routing algorithm can provide a flexible routing
service in different traffic scenarios for a specific demand pat-
tern. Furthermore, this case study tests the RL-TPVR against
several existing routing algorithms such as Dijkstra, A∗, and
RL-VR. The RL-VR represents a conventional RL-based
routing algorithm. However, since the existing RL-VR algo-
rithm does not consider prediction-related variables for both
the state and reward, the RL-VR is herein considered a vari-
ation of RL-TPVR by replacing the variables derived from
the traffic prediction functionwith the latest data immediately
before departure from the origin.

Fig. 7 shows several examples of each routing algorithm
solution for different scenarios involving an identical traffic
demand pattern. The origin and destination are set to the
lower-left and upper-right links of the network, respectively.

In Scenario 1, which is a recurrent traffic congestion case,
it is observed that the Dijkstra algorithm shows amuch longer
OD travel time than the other algorithms. Compared to the
proposed algorithm, the Dijkstra algorithm suffers from time
delays of more than 30%. It can be observed that the agent
vehicle spends more time attempting to reach its destination
despite following one of the shortest travel routes provided
by the Dijkstra algorithm because there is a large amount
of traffic volume in the travel route, which corresponds to
the upper-left corner of the network. Conversely, the other
routing algorithms provide different travel routes. They have
common detour routes such that they avoid the upper-left
corner, thereby considerably reducing their OD travel times
compared to the Dijkstra algorithm.

In Scenario 2, which is a non-recurrent traffic congestion
case, it is found that the OD travel time of the Dijkstra algo-
rithm is increased by approximately 12% due to the abnormal
traffic situation in its travel route. Similarly, Scenario 3 shows
the worst performance of the A∗ algorithm, wherein the OD
travel time of this algorithm is increased by approximately
44% compared to the normal case.

It can also be observed that the existing algorithms stick to
their routing decisions without considering possible changes
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FIGURE 7. Examples of the route guidance of several algorithms in
different scenarios (a) Scenario 1 (b) Scenario 2 (c) Scenario 3
(d) Scenario 4 (e) Scenario 5.

in future traffic, resulting in poor adaptive capabilities con-
sidering the influence of non-recurrent traffic congestion.
In Scenario 4, it is found that the agent vehicle requires
more than 28% additional travel time to reach its destination
when using the RL-VR in the navigation system. Even though
the RL-VR is designed to provide the shortest travel time
route via its reward modeling system, this algorithm results
in a considerable time delay because of non-recurrent traffic
congestion.

The RL-TPVR obtains the most outstanding performance.
Unlike the previously developed algorithms, the proposed
routing algorithm provides a dynamic travel route in abnor-
mal traffic situations. As shown in Scenario 4 of Fig. 7,
the RL-TPVR changes the travel route to avoid possible
traffic congestion and can reduce the OD travel time by
22.5% compared with the RL-VR. This phenomenon may
be observed as the prediction functionality of the RL-TPVR
excludes the travel routes associated with abnormal traffic
conditions. This trend is also observed in Scenario 5, wherein
the OD travel time for the RL-VR is increased by nearly
24.81% compared to Scenario1. In contrast, the OD travel
time of the proposed algorithm is almost equivalent to that of
the recurrent traffic congestion case. Furthermore, the travel
routes of the previously developed routing algorithms are

TABLE 3. Mean and standard deviation values of the OD travel time for
each algorithm in different scenarios (unit: second).

invariant towards the traffic congestion caused by abnormal
traffic situations, whereas the RL-TPVR provides a flexible
and dynamic travel route to mitigate unexpected delays, even
in the non-recurrent traffic congestion cases. These findings
suggest that the RL-TPVR is the most effective routing algo-
rithm for use in navigation systems to mitigate unexpected
delays caused by non-recurrent traffic congestion.

C. COMPARATIVE STUDY
We next compare the routing performances of the RL-TPVR
and previously developed routing algorithms for a variety
of traffic cases in each scenario, which are generated using
random samples of size s = 100. Because each case involves
different departure times, origins, destinations, and traffic
demands, a more comprehensive analysis of the routing algo-
rithms for various traffic conditions can be conducted.

Table 3 lists the mean and standard deviation values of
the OD travel times for each algorithm under the different
scenarios.

In Scenario 1, it is found that the A∗ algorithm shows the
worst performance, which requires much more travel time
than the other routing algorithms. Moreover, the arrival time
may be inaccurately estimated because the standard deviation
obtained from the A∗ algorithm is much greater than those
of the other algorithms. Conversely, it is observed that the
RL-VR performs considerably better than the Dijkstra andA∗

algorithms. In addition, the proposed algorithm outperforms
the existing routing algorithms. Compared to theDijkstra, A∗,
and RL-VR algorithms, the RL-TPVR reduces the OD travel
time by approximately 27%, 39%, and 9%, respectively.
Such trends were also observed in the non-recurrent traffic
congestion cases. For example, RL-TPVR can reduce the
average travel time in Scenario 4 by 24.33%, 35.43%, and
27.12% compared to the Dijkstra, A∗, and RL-VR algo-
rithms, respectively.

Importantly, it was found that the proposed algorithm sig-
nificantly reduces the OD travel time with a small variance
in all traffic conditions, which indicates that the routing per-
formance can be stabilized even in the occurrence of non-
recurrent congestion. This implies that the RL-TPVR enables
the navigation system to provide reliable route guidance by
reducing the variability of the OD travel times, which agrees
with the previous findings of the performance gap analysis.

The statistical results indicate that the most outstanding
performance is obtained from the RL-TPVR. Nevertheless,
it is reasonable to suspect that a few extreme cases will
nullify the overall performance of this system. Therefore the
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TABLE 4. P-values for the one-sided Wilcoxon signed-rank test on the OD
travel time for each scenario.

performance of the proposed algorithmmay be overestimated
compared to the other conventional algorithms.

To examine whether the RL-TPVR exhibits a better routing
performance than the existing algorithms in every identical
traffic condition, a one-sided Wilcoxon signed-rank test with
a significance level of 0.05 is conducted. The difference in the
OD travel time between the previously developed algorithms
and RL-TPVR under identical traffic conditions i is denoted
by δi. The median of δi for n samples can be expressed as
mδn, where n is equal to 100. The p-values for the one-sided
Wilcoxon signed-rank test on the OD travel time for each case
are shown in Table 4.

As seen in Table 4, the p-values are much less than the
significance level of 0.05 in all scenarios, which suggests that
there is adequate evidence to support the alternative hypoth-
esis at the given significance level. These results indicate
that the shortest travel time route can be obtained using the
RL-TPVR in all scenarios. In other words, the findings of this
study suggest that navigation systems can get more signifi-
cant benefits by utilizing the RL-TPVR in both recurrent and
non-recurrent traffic congestion situations. Therefore, we can
conclude that the most effective way to reduce the OD travel
time associated with uncertain traffic conditions is to use a
navigation system equipped with the RL-TPVR.

V. CONCLUSION
The main objective of this research was to develop a robust
vehicle route guidance algorithm to provide a reliable OD
travel route that can minimize the travel time associated with
uncertain traffic conditions. To achieve this research goal, this
study proposed the RL-TPVR that was designed to mitigate
the variability of OD travel time by incorporating predictive
state representation and prediction reward modeling in the
reinforcement learning scheme. The proposed algorithm can
provide a global travel route from an origin to a destination
based on traffic prediction and traffic predictive routing func-
tions, which is one of the significant contributions of this
research. Unlike previous studies that have considered the
routing problem as an MDP, traffic dynamics are considered
in the MDP formulation of the RL-TPVR, which enables
the proposed algorithm to identify various traffic patterns.
The most distinctive characteristic of the RL-TPVR is the
mitigation of travel time variability by incorporating a pre-
diction reward into the reward function, which allows the
proposed algorithm to provide the shortest travel time route
under uncertain traffic situations.

To evaluate the performance of the RL-TPVR under uncer-
tain traffic conditions, both recurrent and non-recurrent traffic
congestion cases in various traffic demand patterns were

considered via numerical studies, including a performance
gap analysis, case study, and comparative study. The numer-
ical studies were conducted based on microscopic traffic
simulation experiments using SUMO. The performance gap
analysis revealed that the prediction reward involved in the
reward function of the RL-TPVR contributes to the provision
of robust route guidance bymitigating the effect of travel time
variability. In addition, it was also found that the RL-TPVR
has a significant advantage in terms of reducing the travel
time associated with uncertain traffic conditions, particularly
in non-recurrent traffic congestion cases, despite its poor
prediction capability. Moreover, the case study demonstrated
that the RL-TPVR provides a flexible and dynamic OD
travel route depending on the traffic situation. Unlike existing
routing algorithms, including Dijkstra, A∗, and RL-VR, the
proposed routing algorithm can mitigate unexpected delays
by changing the initial OD route to avoid possible traffic con-
gestion. Furthermore, the comparative study clarified the dis-
tinction between the RL-TPVR and other routing algorithms
based on various traffic conditions with varying departure
times, origins, destinations, and traffic demands. A compar-
ative study verified that the RL-TPVR exhibited the most
outstanding performance concerning the OD travel time in
both recurrent and non-recurrent traffic congestion cases.
Therefore, we conclude that the RL-TPVR has excellent
potential for implementation in next-generation navigation
systems for providing the shortest travel time route from
origin to the destination under uncertain traffic conditions.

Although this study demonstrated the substantial benefits
of the RL-TPVR for reducing the travel time associated with
uncertain traffic conditions, there are still several research
topics that should be further considered in future research.
Because the RL-TPVR determines the OD travel route based
on traffic prediction and traffic predictive routing functions,
the performance of the proposed system may vary with
the deep learning models incorporated into these functions.
Alternative deep learning models may be considered to
explore the effects of the modified models on the perfor-
mance of the RL-TPVR. In addition, either programming
code optimization or parallel computing techniques should
be considered to accelerate the convergence speed of this
system in future studies. Furthermore, additional analyses
concerning the scalability of the RL-TPVR through transfer
learning should also be considered with large-scale urban
road networks. Further research will be extended to consider
route planning regarding multi-vehicle navigation services,
which can be highly subject to the influence of the optimal
route as the penetration rate of using the routing algorithm is
increased.
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