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ABSTRACT Software Architecture describes system components and their connections. Requirement
elicitation catering the perspective of software architecture is quite challenging and relatively less explored
research area for the rapid software development. It has gain growing interest due to reusability of existing
modules with less cost and quick developmental time. Software architecture in the context of requirement
engineering is an abstraction of software system performing a particular task with the help of group of
executable architectural components. In this paper, systematic literature review is adapted as a methodology
to explore software architectural elements that provides better performance and simplicity in requirement
engineering. We analyzed, reviewed and listed the strategies, tools & techniques along with state-of-the-art
mechanisms, pros and cons and application areas. Architectural components that are already implemented in
the requirement elicitation process for effective software architectural design are briefly analyzed. Purpose
of the paper is to explore and discuss the elements that make software architecture more integral and
flexible for traceability of requirements. Another purpose is to identify relation between the software
requirements and architecture along with exploring the components to bridge gap between requirements and
architecture by critically evaluating industrially and academically proposed methods, tools and frameworks.
We also highlighted the open research challenges of Software architecture in requirement elicitation for
better software development. In the later section, a resource bank is created acting as a valuable model
that encompasses targeted relevant groups, sub-groups with latest software architecture tools & techniques,
methods and framework sources to facilitate effective requirement engineering.

INDEX TERMS Software requirement engineering, software architecture, software development, software
engineering, requirements elicitation.

I. INTRODUCTION
Software requirements outline the purpose of the develop-
ment and design. It serves as the foundation of software
intended to develop [1]. Requirements are defined in the
beginning and act as a developmental milestones to accom-
plish successful executable software components [2]. Soft-
ware requirement engineering is a systematic approach that
is significantly developed in the course of the most recent
decade [3]–[5]. Software architecture can be viewed as an
organization of a system that comprehensively includes com-
ponents interactions, operational environments, design prin-
ciples, software functionalities, and often covers future evo-
lutionary software perspective [6]–[9].

The associate editor coordinating the review of this manuscript and

approving it for publication was Claudia Raibulet .

Software architecture differs from software design.
Software architecture specifically targets structure of a sys-
tem while software design merely deals with implementation
details of the system (e.g. code level design) [10]. On the other
hand, software architecture and design are different from
software system architecture as it deals with the placements
of software components [11]. Contrary to these three terms,
‘‘Architecture Centric Requirement Elicitation’’ (ACRE)
covers architectural perspective of software-intensive compo-
nents based on requirement engineering processes, practices,
modelling, and designing in order to automate the require-
ment elicitation process [12].

We have considered ‘‘Architecture Centric Requirement
Elicitation’’ (ACRE) as a central point of discussion in order
to categorically analyse and critically investigate its impres-
sion on requirements engineering process for rapid software
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development. ACRE can be considered as a broader term
that establishes the convenient path to bridge architectural
constraints with requirement engineering or requirement elic-
itationmore precisely [13]. In simpler context, ACRE ensures
and maintains the balance between software architecture and
requirement elicitation operations and functionalities to facil-
itate rapid software development [14]. It additionally reviews
the connections among different software components estab-
lished during requirement elicitation processes.

Difference among software design, software architecture,
software requirements engineering and ACRE is illustrated
with detailed process flow in Figure 1. Requirements are sub-
jected to prompt the architecture and facilitate the process of
elicitation within scope, structure and context [15]. Accom-
plishing requirement specification from architectural models
can give the requirements engineers a head start even before
utilizing customary methods like workshops and situation
based elicitation [16]. ACRE can be time and cost effective
with better and quick software developmental cycles. It can
precisely provide smooth and progressive flow of events with
better accountability and traceability factors [17], [18].

In the light of the existing state of requirement engi-
neering technicalities, the goal of this Systematic Literature
Review (SLR) is to distinguish the most recent researches
where ACRE approach has been utilized for the advance-
ment of software development. The distinguished researches
are grouped according to our research questions defined
below;
RQ1: How software architecture and requirements

elicitation are connected to each other? What are their state-
of-the-art tools & techniques, pros and cons, operational
applicability, current challenges and domain analysis?
RQ2: Is it possible to accommodate requirements in soft-

ware architecture based on recent and latest software archi-
tecture frameworks, tools and techniques?
RQ3: What are research, industrial and academic gaps

between software architecture and requirements based on
current architectural trends and adopted measures for rapid
software development?
RQ4: How to bridge the research gaps using Architecture

Centric Requirement Elicitation approach for critically ana-
lyzing the balance between software architecture and require-
ment elicitation operations and functionalities?
RQ5: Interpreting the requirement elicitation processes

in the context of their tools, techniques and relativity with
architecture centric approaches.

The above mentioned Research Questions (RQs) are
discussed in detail in the later sections of the paper
where primary research contributions of this SLR are as
follows;

1) A Systematic Literature Review (SLR) is performed
for thorough and in-depth examination of the recent
schemes, tools and platforms application on software
requirement, software architecture and architecture
centric requirement elicitation. We have identify var-
ious gaps for further research in this area.

2) We highlighted 60+ useful tools, schemes and pat-
terns to justify proposed research questions. Relevant
categorical analysis, preferable application environ-
ment, constraints, strengths and weaknesses to better
guide researchers about industry practices, academic
lapses and loopholes among components/modules of
rapid software developments are highlighted.

3) A comprehensive Dendrogram is designed to underline
research gaps and challenges for architecture centric
requirements elicitation with appropriate discussion in
order to grasp attention of researchers for real-time
hindrances. Therefore, this opens the way of further
investigations to resolve the identified problems.

4) Above mentioned RQs served as a motivation for
this research in investigating the architectural concerns
of requirement engineering for rapid value-oriented
software development. A considerable gap between
requirement engineering, software design and architec-
ture is reduced keeping in view of the architecture of the
system.

5) Above all, a Taxonomical Resource Bank is featured
to group together recent and peer-reviewed valuable
sources under proposed RQs with the classification
of Groups, Sub-Groups and Functionalities to delve
deeper. This resource bank is an efficient yet quick
model to reach targeted category of concern under
scope of study while saving time and eradicating the
need of extensive resource engines surfing.

6) To the best of our knowledge, this is the first pre-
liminary study that collectively investigate software
design, software architecture, software requirement
engineering and software requirement elicitation
and architecturally centric requirement elicitation all
together. Secondly, this is first perspective cohort
study presenting association and interconnections
among above mentioned fields through relevant tools,
techniques and frameworks summative evaluation
contemporaneously.

Rest of the paper is organized as: Section II discusses the
research methodology for SLR where each sub task is also
explored. Section III gives answer to RQ1, Section IV and V
to RQ2 and RQ3 with detailed Dendrogram, Section VI cov-
ers RQ4 and Section VII analytically discusses RQ5 with
detailed categorical Table of relevant tools and techniques
followed by a resource bank model. Each section is supported
through various sub-headings and tables. Section VIII con-
cludes the paper and Section IX discovers the possible future
work.

II. RESEARCH METHODOLOGY
We adopted the research method proposed by Petersen et al.
[19] and used the suggested template for describing SLR
approach. SLR is defined as a type of reviewing technique
that facilitates repeatable analytical methods in order to crit-
ically appraise research in order to answer set of clearly
formulated questions [20].
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FIGURE 1. Search process based on inclusion-exclusion criteria.

A. REVIEW PROTOCOL DEVELOPMENT
We have developed a review research protocol by following
the standards of SLR proposed in [19]. As per the standards
of the review protocol, the search process is comprised of
the following stages: 1) Development of Review Protocol,
2) Criteria for Selection and Rejection 3) Search Strategy,
and 4) Data Extraction and Synthesis. The base questions
have already been defined in the Introduction section. The
remaining content is defined in the sub-sequent sections.

B. SELECTION AND REJECTION CRITERIA
A specific selection and rejection criterion is defined for
the research process. This criteria in different categories is
described as follows;

1) SUBJECT RELEVANCE
The research papers that are relevant to the subject are
selected for the proposed study of interest.

2) LATEST SCHEMES
The research papers carrying the tools and techniques from
2009 till today are only included to satisfy recent area of
study.

3) PUBLISHERS
The publishers of the referenced/ used papers are IEEE,
ELSEVIER, SPRINGER, ACM and Taylor & Francis (peer-
reviewed journals). No other papers from different engines
are considered for highlighting Tools, schemes and patterns.

4) CRUCIAL EFFECTS
The selected papers must have the positive effect on the area
of research and study. The papers selected for the topic ACRE
must be affecting it productively. Papers that are not affecting
the study are excluded.

5) RESULT ORIENTED
The selected papers should have properly concluded results
via case studies so that those results would help in concluding
better results.

6) REPETITION
All the papers having the similar content, is not included in
order to avoid time wastage and knowledge replication.

7) INCLUSION AND EXCLUSION CRITERIA
are applied in order to find relevance among selected arti-
cles and ACRE. This process is completed by consid-
ering the title relevance filter and abstract study of the
selected papers. We have considered various query strings,
i.e. ‘‘Architecture centric requirements’’, ‘‘tools for architec-
tural requirements’’, ‘‘requirements impact on architecture’’,
‘‘requirement gathering tools’’, ‘‘requirements related to
architecture’’, ‘‘architecture and requirement specs’’, archi-
tecture and requirement relatedness’’, ‘‘architecture Sig-
nificant requirements’’. All other papers that were found
mismatched as a result of the query words are excluded.
AND/OR operations are applied to keywords. AND/J is for
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AND/Journal. Detailed summary is given in Table 1 that
describes the total count in response to query words.

FIGURE 2. Data collection evidence about studies and Conclusions of
research methodology.

In Figure 2, data collection evidence about selected stud-
ies and the conclusions of research methodology is high-
lighted. It shows, experimental, analytical and observational
parameters based on 7 categories with suitable explanation to
justify the methodological phases. Each of these mentioned
categories assisted in selecting the quality oriented studies
to answer proposed research question through systematic
pattern. It starts from systematic literature review and Meta
analysis and proceed towards narrower category i.e. func-
tionality and category based classification. Key indicates that
conclusions are drawn from bottom up approach andMethod-
ology is refined and strengthen via Top to bottom approach.

C. SEARCH PROCESS
After the selection and rejection process, total of 61 Tools,
Techniques, Schemes, and Patterns are selected. Figure 3
illustrates the search process with the number of articles that
are rejected on the basis of title, abstract, general study and

detailed study. It also presents the number of selected scheme
after performing inclusion/exclusion criteria as per specifica-
tions of SLR. As shown in Figure 3, IEEE, Elsevier, ACM
and Taylor & Francis provided plenty of research material in
reference to our query words.

FIGURE 3. Search process based on inclusion-exclusion criteria.

Since all research articles could not have reviewed man-
ually, so short-listing is based on title and abstracts. After a
short-listing, a detailed study of the paper is done in order to
get a detailed analysis for each research question. Summary
of each paper was made as per relevance to the questions
that helped in compiling the final results. A selected number
of papers, i.e. 61 indicate those specific papers that are pre-
senting Tools/Techniques with reference to our research title.
However, many other research articles are utilised and used
to make our proposed research valuable.

D. DATA EXTRACTION, SYNTHESIS AND QUALITY
EVALUATION
As per Table 2, Title, year, concept, publisher, research
Problem, proposed solution, contribution, and future works
for extracting related schemes with detailed analysis are
considered in data extraction, synthesis, and quality evalua-
tion. During data synthesis and quality evaluation following
conditions are met: i) identification for architecture-centric
techniques, ii) identification of tools for requirements and
architecture mapping, iii) identifying research gaps, iv) iden-
tifying research trends related to requirement gathering.

E. EVALUATION CRITERION OF THE QUALITY OF
SELECTED STUDIES
Evaluation criterion of the quality of selected studies is given
in Figure 4. Selected studies are identified, interpreted and
than evaluated based on degree of relevance to draw suitable
data. Outer loops complete performance analysis. Another
inner loop evaluates research questions being answered in a
selected studies based on adapted methodology’s strengths
and data contribution to desired context in order to ensure
quality of selected studies.
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TABLE 1. Summary of total count.

FIGURE 4. Evaluation criterion of the quality of selected studies.

III. RELEVANCE OF ARCHITECTURE AND
REQUIREMENTS (RQ1)
This section covers relevance of software architecture and
requirements elicitation on the basis of various state-of-the-
art tools & techniques, their pros and cons, operational appli-
cability, future setbacks and domain challenges as follows.

A. ARCHITECTURE TYPES & SIGNIFICANCE
Service-Oriented Architecture (SOA) is defined as a model
with organized capabilities that can be used for providing
solutions for defined domain of interest [21]. It is partially
related to information system architecture [22]. Through
SOA, knowledge sharing and information reusing, the rela-
tionship among requirements and architecture can be visu-
alised conveniently [23]. SOA is achieved through consistent
R&D (Research and development). R&D provides a better
model-based platform for defining a relationship between
architecture and requirements. WSDL (Web Description Ser-
vices Language) is used for web-based requirements [24].

Knowledge-Sharing Architecture (KSA) complements
relationship among strategies, results and theoretical and

TABLE 2. Parameters for data extraction and synthesis.

empirical contributions to deduce the better working collab-
oration of knowledge and design architecture [25]. KSA digs
down deeper to provide better affiliation between require-
ments, design and architectural connections.( [26]. KSA’s
strategic efforts helps to attain underlying objectives driven
by qualitative and quantitative measures. Requirements elic-
itation on the basis of both theoretical and empirical facili-
tates inter-components/modules relationship formation with
testable and uncovered association. KSA help in learning
about alliance environment. On the other hand, SOA applica-
tion is better operational at abstract level. It helps in shedding
light on practical aspects requirements, specification, require-
ment validation and requirement management [27].

B. IMPACT OF REQUIREMENTS DESIGN ON SOFTWARE
ARCHITECTURE
Diversity poses great challenge to software requirement engi-
neers in identifying actual interaction of each segments,
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suitable elicitation techniques and RE process capable of
handling complexities of software architecture [28]. Require-
ments design influences directly in terms of meeting neces-
sary conditions of project success [29]. The high interrelation
between requirements design and software architecture for
software artefacts reduces complexity in system design and
leads to subjective decisions judgment. Controlled architec-
ture intervention not only facilitates better adaptability, but
also guides in smooth requirements elicitation phases.

Tools and technological software modules that are prod-
uct of requirements designed from systematic software
architecture demonstrates feasibility, better lifecycle and
less developmental time [30]. Methods and approaches of
architecture-centric design are targeted through New Product
Development (NPD). It emphasises client-services centred
architecture through component and testing based repetitive
interpretative cycles [31].

High-level knowledge gained through architecture cen-
tered system designs establishes testable software compo-
nents comprised of plug and play principle. Moreover, this
factor also encourages reusability element for related state of
software events and components. These are mostly repetitive
cycles that holds traceable bonding among architecture and
requirements [32]. Less repetition and iterative approaches
are best suited for defining architecture and requirements
where complexity of system is declared average overall [33].

C. ARCHITECTURAL MODELLING WITH BUSINESS GOALS
& TOGA
Architecture modelling stands for reusable generic frame-
work for generating executable software platforms in the con-
text of background, specification, and classification demands
for accomplishing specified business goal [34]. A very
desirable factor in business goals especially in software
market place is the ability of designed components to be
applicable (good fit) for future business projects (clients).
This factor is well-achievable through software architec-
tural integration [28]. In the context of software architecture
modelling, a series of models can be established based on cat-
egories of enterprise domain that may come handy for future
developments thus reducing time, complexity, and resource
allocation [35].

Explicit modelling of abstract requirements makes bridg-
ing of requirements components positioned rightly [22].
These requirements elaborate on association with architec-
ture. Enterprise architecture rebuilds the modelling technique
on the basis of business, application and technology
layers [36]. The Open Group Architecture Framework
(TOGAF’s) is a proactive best practicing framework in devel-
oping enterprise architecture for any organization [37]. Archi-
tecture Development Method (ADM) is requirements centric
management applied to enterprise architecture for multi-stage
cycles [31]. ADM defines architecture and requirements rel-
ativity during architecture construction and modelling while
giving practical benefits [38], [39].

D. SIMILARITY COMPUTATIONS AND ARCHITECTURAL
INTEGRATION
Content Based Requirements (CBR) are based on similar
requirements that can be used as proxies to retrieve similar
software [40]. However, when a new contextual requirement
is proposed by a stakeholder, CBR gets exploited in terms
of previous affiliations [41]. This factor can be fixed through
integrating requirements similarity, software similarity, and
software architectural components. These three components
are collectively called as similarity computation [42]. This
similarity computation not only triggers three-tier application
process verification to apply CBR but also integrates tracing
and categorization.

Universal and Inclusive design (UID) uses a design
approach for including and excluding requirements in locat-
ing appropriate/inappropriate designs for the user-centred
process [43]. Good requirement design enables better help in
communication design for the requirement elicitation process
in design management [32]. During UID, two clusters of
requirements are generated, i.e. user-centred requirements
and process-centred requirements. These requirements are
then utilised for establishing requirements and architecture
connections together.

E. MULTI-MODEL SOFTWARE ARCHITECTURE APPROACH
Multi-model is an ability of architecture to accommodate
multi-perspective (platforms) to assure expected results.
However, multi-model catering multi-dimensions are tedious
to deign, maintain, and incorporate. Their complex nature
holds great potential in assisting gross level software devel-
opment. Physical, virtual prototyping, targeted requirement
models, design models, visual flow models, specifications,
integration of architecture, multi-model requirements and
architecture bridging all are the factors that are considered to
design it [44], [32]. Designing process seems to be complex,
but once generated can do wonders in term if it’s greater
flexibility and multi-information fusion [45]. This concept
is newer in rapid software development and holds great
potential for further advancement to join architecture and
requirements relativity [46]–[49].

CAD tool allows the incorporation ofmulti-exchangemod-
els for architecturally defined requirements. Static translation
and dynamic integration requires domain analysis for require-
ment elicitation and optimisation [33]. Different levels of
details and integration illustrate the multi-exchange method
by the degree of concurrence [23]. The degree of concur-
rence further defines specialised tasks to effectively elaborate
requirement construction along with analysis and designing
of requirement specifying process [22].

CAD tools are efficient in creating 3D visualisation of
requirements and architecture relatedness. Simulation tools
unlock various deadlocks for user-centred simulation [47].
Capability loss simulation and simulation tool kit are specific
in re-defining and improvising conceptual approach that is
given as empathic model [22]. Stimulation is the user-centred
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design tool for architecturally significant requirements to
make end-user requirements involvement possible to bridge
and design requirements. The simulation tools enable require-
ments based on capability-centred product interaction to
illustrate aarchitecture and requirements relatedness [50].

IV. ACCOMMODATING REQUIREMENTS INTO SOFTWARE
ARCHITECTURE (RQ2)
This Section verifies the possibility of accommodating
requirements in architecture with discussion on application
and operational extent, traceability elements and characteris-
tics of rapid software development integrating architectural
perspective. This sections also discusses the limitations of
ACRs and factors to overcome it to avoid future obstacles.

A. CHARACTERIZATION OF ARCHITECTURALLY
SIGNIFICANT REQUIREMENTS
Characterisation of architecturally significant requirements
has a great impact on the rapid software development life-
cycle. Integration of architecture requirements is accom-
plished through identifying requirements based on their
impact and critical factor [51]. Architecturally significant
requirements are also identified on the basis of quality
attributes, constraints, or application environment. Mapping
of requirements in software design is attained through main-
taining consistency between architecture and requirements.
Architecture based requirements are written systematically
in a document illustrating the requirements in the form of
different architectural views to make it worth considering for
future references.

The requirements and concerns of different stakeholders
are captured in the 4+1 view model of architecture [52].
The stakeholders whose requirements are captured in the
views could be architects, project managers, system engi-
neers, developers etc. Tools and techniques available identify
requirements that have an impact on the architecture auto-
matically. They also classify requirements and recommend
alternative solutions to adjust requirements in the architecture
in the best possible way. The proposed architecture evaluation
and application check is based on the Architecture Trade-off
Analysis Method (ATAM). ATAM is scenario based tech-
nique that covers in-depth quality attributes analysis while
prioritizing operational and functional workflows [53], [54].

B. APPLICATION AND OPERATIONAL COMPETENCIES
Accommodating requirements into software architecture
raisesmany concerns in terms of applicability and operational
competencies [55]. Secondly, how far these tow distinguished
fields can manage simultaneously is another potential con-
cern. To address these possibilities, Architecturally Signif-
icant Requirements (ASR) came into existence. ASRs are
bidirectional operational i.e. requirements to design the archi-
tecture and architectural framework with a set of executable
skills for practical re-usage.

ASRs are documented using architectural views [56].
Architectural views act as a tool that helps in knowing the

decisions and the rationale behind the system’s architecture
based on the quality of requirements [57]. Initially archi-
tectural views are documented throughout the lifecycle of
the project, to draw architecturally significant requirements.
Different stakeholders have different quality requirements
that are scattered in architectural views and covers reusability
levels [58].

Requirements that are done through architectural views
enhance the quality of software architecture documents with
a keen focus on system architects [59]. It also provides two
products i.e. operational software and a framework for further
use that ultimately saves time, resources energy, and getting
into the development loop unnecessarily.

C. TRACEABLE ARCHITECTURAL CONCERNS
Architecture centric requirement models are subjected to
train on group of parameters such as performance check,
experimental verification, quality validation, explainability
and extent of robustness. These all parameters are specifi-
cally designed for making traceable factors controlled and
recognizable at any stage of rapid software development [60].
However, every software traceability varies as per the stake-
holder demands, but the architecture design choices gives the
liberty to cater majority of them with various architectural
tactics and authentication ratios (also known as end-product
correct recognition rate) [61].

Secondly, traceability between design and architectural
centric requirements of different stakeholders can be possi-
ble through Decision Centric Traceability (DCT) [62]. DCT
covers all the important software engineering activities and
planned steps while including validation of requirements
through architecture as well. Whether functional or non-
functional, a particular requirement can be addressed through
DCT specific layered approach that helps in simplifying the
whole process of the software lifecycle [63]. Incorporation of
traceable architectural concerns with requirements elicitation
adds extra layer of scrutiny to reflect better complexity of
typical software artefact traceability.

D. LIMITATIONS OF ARCHITECTURALLY SIGNIFICANT
REQUIREMENT
Despite being into solving many requirement elicitation
concerns and setback, architecture centric requirements
posses various limitations that sometimes leads to blind
end for rapid software development [64]. The factor that
are non-accommodating are discussed in detailed under
research gaps and challenges section. However, notifying
and analysing requirements that impact the architecture early
in the software development life cycle can save a lot of
resources [65].

Skills are required by the designer to capture functional
requirements for architectural decisions before-hand. Iden-
tification and accommodation of functional requirements in
the architecture from the requirement document can be auto-
mated throughmany tools and techniques to avoid blind ends.
Thus making this issue easily sorted out through technical
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expertise. For example, to eradicate these factor, one such
tool is ArcheR [66]. This tool predicts non-suitability and
inapplicability of various models to save potential setbacks
and unexpected results. These kind of tools demands high
level expertise with better precision to command better
checks [67]–[70].

V. GAPS BETWEEN SOFTWARE ARCHITECTURE AND
REQUIREMENTS (RQ3)
Requirement engineering, software architecture, and soft-
ware design are three different processes of the Software
Development Life Cycle (SDLC). Conventionally, require-
ments are gathered in the early phase, while software archi-
tecture is considered in the later phases of development.
Although these processes are connected to each other, still
certain gaps and lapses exist between them.

This Section explores an abstract view of research, indus-
trial and academic gaps between software architecture, design
and requirements based on current architectural trends and
adopted measures for software development gaps that exist
between software architecture and requirements.

A. IDENTIFICATION OF RESEARCH GAP
Identification of research gaps are tedious and intricate step
when it comes to software requirements elicitation and soft-
ware architecture. Whenever a problem arises, it is catered
and fixed through possible solution to meet deadlines and
develop software timely [71]. However, to mark an unusual
activity as research entity/research gap is rarely done that
leaves the situation same and problematic for future han-
dling [72], [73]. Lack of research and open ended statements
databases in a given software production houses makes things
out of sight for prolonged period and sometimes not even
considered as research gap.

Figure 5, illustrates in-depth view of research gaps and
challenges. Ability to solve a problem and ability to locate
a problem that needs out of the box context to resolve are
two different things. Requirement engineering and software
architecture are fundamental to each other for the success of
a software artefact. Identification of research gaps is vital in
identifying and establishing traceability between functional
and architectural requirements [74].

Research gaps mainly exist between functional and
architectural requirements linkages [75]. Secondly, the vague
connections between problem and solution domain are crit-
ical because software architecture is a fundamental part of
a software solution. To overcome research gaps, a better
strategy is to treat both requirements and architecture at the
simultaneously.

Conventionally and in legacy systems, Software require-
ment, software design and software architecture are supposed
to be treated differently. Separating these domains proves
to be problematic because of unanimously bringing hurdles
that other domain overtakes. Working on these domains
side by side facilitates a smoother process for research gaps
identification [65], [76].

B. ADDRESSING QUALITY REQUIREMENT
Quality of a software product is an intransigence factor.
For executable software components, quality comes first and
foremost. Addressing quality requirements has always been
a challenge for the requirement engineering process and
software designing phase [77]. To focus functional require-
ments of the system, a better designing approach integrating
architectural perspective is required alongwith suitable skills,
tools, and techniques.

Quality attributes are the backbone for the success of the
software artefacts. Traditionally, quality attributes like usabil-
ity, reliability and other quality requirements are considered
later stages of development that itself leads to late identifi-
cation of flaws [78]. Therefore, software architecture is con-
sidered as favourable choice as it focuses on non-functional
quality attributes along with functional requirements to make
things smoother [78].

C. IDENTIFYING ARCHITECTURALLY SIGNIFICANT
REQUIREMENTS
Architecturally Significant Requirements (ASRs) are
requirements that determine the shape of the software archi-
tecture and help in taking important decisions [79]. ASRs
are bidirectional operational (software architecture software
design) requirements to design the software architecture and
documented using architectural views [80]. The identification
of these requirements is a major challenge for software
requirement engineers.

During the elicitation, stakeholders and requirement engi-
neers lack the ability of identifying these requirements at
first place. Lack of ability covers factors like poor domain
knowledge, lack of skill expertise and sometimes software
automation tools ignorance [81]. Furthermore, lack of proper
evidence (non-traceability) for identifying and characterising
these requirements results in improper design and poorly
designed architecture of the system [79].

D. FRAMING BUSINESS REQUIREMENTS TO BUSINESS
MODELLING
Modelling a business-oriented system is already a challeng-
ing task in reference to software architecture [82]. Few
business processes cannot be modelled by using traditional
software architecture frameworks and semantics [3], [83].
Advanced studies and methodologies are required for fram-
ing business-oriented requirements combined with process
modelling [84].

Business requirements are difficult due to different global
priorities, varying cultural norms, changed business strategies
(region, sector, and domain) and profit expectations [85].
Business factors are never globally alike that makes them
difficult to synchronize at single platform to avail stan-
dard services [86], [87]. Framing business requirements
to business modelling gives promising research platforms
to researchers to explore and contribute in the area of
study.
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FIGURE 5. Dendrogram for research gaps and challenges.

E. TRADE-OFFS CONSIDERATION
According to IIIE (Industrial Information Integration Engi-
neering) [88], certain trade-offs are required at the design
level for mapping requirements to architecture, but most
people lack knowledge of trade-offs that are essential for this
purpose [89], [90]. Trade-offs can be defined as an compro-
mise occurred between two desirable, but incompatible fea-
tures. In requirement elicitation and software design, objected
and relevant tradeoffs are required to avoid unforeseeable
situation [91].

In software design, correctness of system behavior while
keeping appropriate balance among various quality fea-
tures is challenging task to accomplish [92], [93]. Software
systems with higher uncertainty levels and environment is
even more complex feature. Design principles and existing
tools and techniques are still limited because they don not

comply and link with design decision for quality require-
ments satisfaction.

Moreover, amount of information utilized by a human-
designer is also limited and thus difficult to differentiate
actual and right needed solution out of human knowledge
pool. A computational tool or scheme to assist in trade-
offs management can bring ease to the process. Secondly,
enabling the discussion platforms to design, select, and
deselect tradeoffs among specified software development
teams can temporary contribute to facilitate comprehension
of tradeoffs [90], [94].

The requirement engineering process has two key
sub-processes: i) Requirement elicitation and develop-
ment ii) Requirement management [89]. Trade-offs that
requires traceability poses difficult situation [95], [89].
Since new requirements are continuously introduced,

56166 VOLUME 10, 2022



M. Gillani et al.: Integration of Software Architecture in Requirements Elicitation for Rapid Software Development

trade-offs traceability is difficult, along with mapping of
requirements to architecture produces a major challenge [95].

VI. BRIDGING THE RESEARCH GAP USING ACRE (RQ4)
In this Section, different approaches regarding architecture-
centric requirements are written and explained that is help-
ful in answering how we can bridge the architecture and
requirements gap. Proposed frameworks for improving the
requirement and architecture in software engineering are also
discussed. Mapping requirements to architecture pros and
cons along with state-of-the-art suggestions are part of this
section.

A. BRIDGING REQUIREMENT ELICITATION AND
SOFTWARE ARCHITECTURE
Complex and software intensive systems with high opera-
tional demands for environment and continuous availability
are critical concern to bridge for requirement elicitation along
with software architecture simultaneously. It is not always
possible to link perfectly both areas for research and prac-
tice [96]. Bridging requirements into software architecture
demands perfect alignment of steps and application proce-
dures. Both process can be expected executable simulta-
neously to address sustainability and traceability for better
framework and pattern. Bridging both approaches and prin-
cipal aim to provide foundation and roadmap of intermediate
themes and embedded conceptual construct with reusable
properties [97].

Bridging requirement elicitation and software architecture
emerging, clear and systematic design approaches that gives
rise to high-quality, sustainable, maintained and estimated
framework for better and rapid software development [98].
In developing software systems, understand-ability and
acknowledgement of requirements and architecture is a
prominent factor. To attain this factor, traceability between
requirements artefacts and software artefacts needs to be
monitored through well-designed techniques. There are vari-
ous techniques available that are working on the classification
of requirements into functional problems and architectural
problems with the help of knowledge assisted approaches.
One such technique is the Twin Peaks model [99]–[101].
Twin Peaks model is based on the classification of architec-
ture into sub-contexts in order to bridge requirements and
architecture more precisely [102].

B. BRIDGING PROS AND CONS
In bridging requirements elicitation and architectural
research and industrial gaps, there are plenty of problems
encountered by application and operational techniques [103].
There are always some good factors and some drawback asso-
ciated with integrating requirements and architecture. In a
generic adaptability approach, good factors are considered
with prime importance and valued more then cons while
deciding right approach to use [104]. In requirement engi-
neering phases, there is nothing such as either a right choice
or a wrong choice. In integrating two different processes

together to have better results, approaches are decided based
on lesser odds factor associated with adapting any approach.

While bridging pros and cons, the factors of right
and wrong (but fixable) factors are mostly needed and
expected [105]. The controlled situation even if with odd
(but controllable) factors makes bridging suitable. To retain
few odds factor along with positive components are somehow
sign of a good choices. This is due to the reason unnecessary
connections among requirement and architecture viewpoints
may arises in the bridging process while looking for a perfect
fit. These unnecessary connections not only make the system
complex but also makes hidden sub-links [106].

Sub-links are difficult to eradicate due to high depen-
dency, hidden nature, and interchangeable information during
various steps. These sub-links can even cause failures in
high-level systems domains and still remain unrecognizable.
Bridging requirements and architecture requires high-level
expertise knowledge that is sometimes impossible to identify
in the early stages of software development [107]. This factor
makes these bridging techniques less applicable to apply for
software systems. In other words, less expertise makes easy
solution hard to implement [2]. A proper domain knowledge
is needed the most for robust, testable, and traceable bridging.

C. SYNCHRONIZATION OF EXPECTED SYSTEM
BEHAVIOUR
‘‘What may comes next’’ is challenging yet success deter-
mining factor to keep track of right moves [108]. Anything
that occurs unexpectedly raises many concerns i.e. failure in
desired performance, ripple effects, inconsistent operations
and sometimes whole project failure. Synchronization among
expected outcomes and actual results of system behaviour is
useful factor in bridging requirement elicitation and software
architecture [109]. It helps in keeping track and makes factors
traceable. Moreover, it also facilitates controlled environment
for bridging and guarantees recognition and performance
estimation.

D. BRIDGING AND QUALITY PERSPECTIVE
A system architect and requirement engineer uses quality
requirements to design the architecture of a system. Sys-
tem’s final design is also an essential perspective achieved
through expected quality requirements [110]. Architectural
frameworks requires expert skill set for practical usage.
However, software quality requirements incorporated into
software architectural block enables better accuracy, time
performance, robustness, and explain-ability for all the exe-
cutable components under consideration [111]. Consider-
ing quality perspective takes less identification and training
time that gives rise to better alternate option if software
product turns out differently. Due to supreme importance
of quality attributes, it is alternatively named as reusable
architectural building blocks. Thus, bridging requirements
into architecture is seems nearly impossible without quality
perspective [112].
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VII. ACRE BASED REQUIREMENT ELICITATION
PROCESSES AND TOOLS (RQ5)
In this Section, Architecture centric requirement is identi-
fied through state-of-the-art tools, techniques, and schemes.
There are many tools and techniques for requirements and
architecture mapping. During literature evaluation, various
tools, methods, processes, and frameworks, along with few
languages and techniques are identified.

A. TOOLS AND TECHNIQUES ANALYSIS
In ACRE based tools and techniques, the most effective is
ADL along with a set of a defined rule set from PL-Aspectual
ACME and PL-AOV graph [113]. Architecture Trade-off
Analysis Model (ATAM) was developed to identify Archi-
tecturally Significant Work Items (ASWI) and different con-
straints on the current system, and its requirements that are
architecturally significant [114]. Integration of LISA in the
Eclipse IDE architecture-related activities along with Archi-
tecturally Significant Requirements (ASRs) and Architecture
Design Decisions (ADDs) are described as part of the archi-
tecture model. In other words, the architecture description
contains solution structures as well as architectural knowl-
edge that serve as the basis for solution structures.

Strategy for Transition between requirements models
and Architectural Models based on Architectural Patterns
(STREAM-AP) also has a great impact as it considers
the non-functional requirements [115]. To make sure that
all requirements are completely described by the architec-
ture AADL (Architecture Analysis and Design Language)
software architecture shows the collection of schemes that
is answered in RQ 4. In Table 3, there are four major
approaches, including PL-Aspectual ACME and PL-AOV
graph [113], use case and feature modelling [116], data min-
ing [66] and Backlog modification, respectively.

Figure 6 illustrates detailed a quickModel for Taxonomical
resources bank starting from the main heading i.e. ACRE
followed by relevant groups and sub-groups with suitable
resources that provides a relevant bulk of sources under a
specified category. Moreover, six frameworks include meth-
ods tools and techniques for bridging requirements and archi-
tecture cited as [84], [95], [116]–[119].

We have identified the four sub-categories as follows;
1) heuristics; 2) exact searching techniques; 3) hybrid meth-
ods with the combination of both heuristics and exact search-
ing techniques; 4) new strategy to deal with the problem.
After observing the selected studies, heuristics is considered
the most frequently used method in response to the selected
problems. Due to the complex relationships among require-
ments, it is costly enough to find the solution that is optimal
for requirements as well as for architecture that completely
covers those requirements. Therefore, the heuristics is con-
sidered suitable for uncertainty and difficulty at the same time
to find the best solution. The detailed percentages and their
factors are discussed in Figure 8.

Certain studies use the hybrid methods, for instance,
Durdik et al. [120] used a combination of quality attributes.

According to the authors, not every decision about archi-
tecture deduced from architectural solutions are available
and not every requirement is architecture relevant. Therefore,
the semi-automated proposal and integration of solutions
can improve overall system quality targeting sustainabil-
ity, design speed, and assures that the design decisions are
validated before implementation. These methods depicted
a capability to resolve real selection of requirements and
architecture mapping problems.

As per our opinion, the combination of new techniques is
recommended to improve the performance and to find the best
solution. The studies that adopt the exact method has main
focus in programming oriented solution, and as far as the
category of new methods are concerned for problem solving,
like STREAM method by Silva, Lucena et al. [115] and its
new variations shows the results about the problem type
formulation that can be considered in the selection of software
requirements, mentioning three types of objectives: studies
with solo objective, multi-objectives and hybrid studies. The
detailed study shows that the solo-objective design is fre-
quently used to address the problem in software requirement
selection till its conversion to architecture.

However, the paper Goknil et al. [121], was published,
with the aim of generating and validating the architectural
traces by the use of relations of requirements or architec-
ture verification. Authors proposed that architecture is nearer
to software engineering in real world as compared to the
solo-objective engineering process. It gives opportunity to
unite multiple, conflicting objectives, for instance meeting
approximately all customers requirements but with mini-
mal total effort in the whole process. Other applications of
multi-objective approaches pay attention on several qual-
ity attributes, such as reliability, performance and scala-
bility, besides less costs and risks via initial evaluation of
decision [120].

Watching and dissecting the selected papers during system-
atic review, the first plan utilized mostly is the solo-objective
and, after a few experimentation, the use of multiple objec-
tive definitions is utilized, going for more exact subsequent
results. In the current state, different software engineering
issues arises. For example, the study [122] had to describe the
role of requirement change in which they introduced a model
using Twin Peaks and instead of verifying the results for their
model they used the expert opinion to justify their model
which is not sufficient. Figure 7 is categorizing Tools based
on hybrid (light blue), supervised (green) and un-supervised
(blue) methods. Ratio of supervised methods are in majority,
un-supervised in the middle while hybrid are in less.

Targeted approach for analyzing architecturally equipped
design with respect to software process is crucial factor to
determine. Various tools and methods are used for bridging
requirements and architecture. Advancements are made for
the implications and practical concern regarding the method-
ologies. Although, theoretical concerns are located, but no
quantitative analysis is made to have statistical view of pur-
posed and deduced results. The measurable analysis is not
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FIGURE 6. Taxonomical resource bank for integrating software architecture in requirements elicitation.
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FIGURE 7. Tools, techniques, models, and frameworks categorization.

only contributory enough to step forward for correctness of
methodologies, but it is also suitable enough for clear accep-
tance and rejection in opting/selecting best techniques and
tools for establishment the architecture centric requirement
elicitation.

Critical and lacking aspect of requirement analysis is its
inability to produce future targeted tools. There are many
case where conducted studies are not sufficient to produce
relevant and most accurate methodologies for the architecture
centric requirement elicitation. Secondly, requirements are
subjected to have huge variance that sometime results in dif-
ficulty to attain desired certainty and output results. In some
cases, processes are replicated, duplicated, and missed in
such a way that is difficult to eradicate out. Targeted tools
and techniques for future work is possible when required
concerning conditions are declared suitable for the further
research applications.

Most of the techniques that are related to architecture
centric requirement engineering are methodology centred.
These techniques focus on derivation of output rather than
functionalities, traceability and adopted approaches. Focus
in requirement analysis is subjected for diversity to seek
better results and excellence to have accurately specified
methodology.

The problem formulation from software requirements is
a critical task. Solo-objective design is beneficial in prob-
lem formulation and addresses software requirement selec-
tion iteratively until its conversion to architecture. However,

Goknil et al. [121] targeted the aim of generating and val-
idating traces by the use of relations of requirements and
architecture verification through a multi-objective approach.
The multi-objective approach is better in operational
software engineering in the real world as compared to the
solo-objective. Moreover, a solution taken from a multi-
objective approach gives various possibilities for quality
attributes such as reliability, performance and scalability
along with reduced cost and risks [120].

A targeted approach for analysing architecturally equipped
design with respect to the requirement process is a crucial
factor to determine. Various tools and methods are used for
bridging requirements and architecture. Advancements are
made for the implications and practical concerns regarding
methodologies. Although theoretical concerns are located,
but no quantitative analysis is made to have a statistical view
of purposed and deduced results. The measurable analysis
is not only contributory enough to step forward to keep a
check on the correctness of methodologies, but it is also
suitable enough for clear acceptance and rejection in opting
best techniques and tools for the establishment of ACRE.

The critical and lacking aspect of requirement analysis
is its inability to produce future targeted tools. It is some-
how replicated, duplicated and missed in such a way that
is difficult to eradicate out. Targeted tools and techniques
for future work is possible when the current concerned
conditions are declared suitable for further research
applications.
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TABLE 3. Comparative analysis of tools and techniques.

VOLUME 10, 2022 56171



M. Gillani et al.: Integration of Software Architecture in Requirements Elicitation for Rapid Software Development

TABLE 3. (Continued.) Comparative analysis of tools and techniques.
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TABLE 3. (Continued.) Comparative analysis of tools and techniques.

FIGURE 8. Percentage distribution of solutions availability to support
ACRE gaps and challenges.

In the light of Figure 8 and Table 3, there are only 5%
hybrid tools and techniques that can support architecture
centric requirements elicitation. However, tools with sin-
gle objective holds major percentage ration i.e. 42%. This
factor indicates that multi-objectives specification are only
13% catered while covering 5% hybrid approaches. Only
4% recent and modern tools are encountered that are cop-
ing up with recent lapses. The overall solution availability
percentages are not yet fulfilling and demands researcher
interest to meet current needs as referred in Figure 8. More-
over, Single stands for those techniques that are based on
one algorithm/method and Multi stands for multiple algo-
rithmic applications in requirement elicitation. The solution
deduced from multi-objective approach not a single solution,
but a solution set with multiple possibilities and states to be
decided by the person who makes the decision. Hybrid stands
for complex tools and techniques that are single at a certain
point and gets multi-objective when required. Hybrid tools
are dire need of the current scenarios and market needs in
order to facilitate better. The great benefit of this is the oppor-
tunity to unite multiple, conflicting objectives, for instance
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meet approximately all customers’ and requirements engi-
neer needs with minimal total effort in the whole process.

Table 3, holds detailed yet targeted aspects of tools and
techniques with pros and cons, short meaningful description
and computation complexity, user-friendliness along with
expertise level. User-friendliness determines that whether a
tool and technique is easy to adopt by a requirement engineer
while interacting with layman clients. Expertise level covers
the level of skill set required by a requirement engineer
to adapt a method for a specified purpose. Description is
given for reasonable short purpose supported by pros and
cons. Pros and cons present a clear picture of the advan-
tages of adapting a method and a possible drawback in
order to guide requirements engineer better and ahead of
time.

VIII. CONCLUSION
Concluding all, we have studied about requirements and
architecture integration. How they are relevant to each
other, and whether is it possible to accommodate require-
ments within architecture. We covered research gaps between
requirements and architecture along with potential chal-
lenges. In this article, considerable amount of tools and
techniques are mentioned and thoroughly discussed that can
bridge gaps effectively. Moreover, a detailed comparison
and analysis of these tools and framework is also provided.
We have covered very extensive taxonomical resource bank
that encapsulates relevant group of areas with recent and
relevant resources for better reader experience.

This paper is a clear proof that the foundation of a software
development process is the identification of the relation-
ship between the software architecture and the requirements
since the software architecture’s quality is dependent on how
well the system design has accommodated the requirements.
Modelling of requirements through frameworks can be done
among various architectures in order to trace requirements in
software design.Moreover, tools and techniques (Table 3) can
help in determining the evolving requirements by considering
the software architecture only. Architecture centric require-
ment engineering approaches are vital in mentioning the
importance of requirements traceability in software design.
It helps in balancing the requirements in architecture during
any phase for software life cycle.

The method that has been used to conduct this research
is based on the fundamentals of systematic literature review
(SLR). In this paper, we grouped recently proposed different
tools, techniques, frameworks, guidelines and languages to
accommodate requirements in architecture. A software engi-
neer can choose anyone of mentioned tools and framework
based on the requirements and domain. By analysing all the
papers in this SLR, we have observed that requirements that
are gathered keeping in view of the architecture of the system
helps in reducing the gaps between the field of requirement
engineering, software design and architecture. The study con-
ducted has concluded the usefulness and applicability of all

the latest tools and techniques through an extensive analysis
that can be viewed in the papers referred.

FUTURE WORK
The effort required in this research has demonstrated that
there could be many dimensions in which our work can
be taken forward. In future, proposed analysis, tools, and
techniques can be extended by addingmore tools/frameworks
and giving valuable insights about the importance of the con-
nection between the requirements and architecture. Another
future perspective is to work on reducing the paradigm shift
between software architecture and requirement engineering.
Moreover, it would be worth comparing the architecture with
the rest of the software development processes by considering
software architecture i.e. pillar of the software system.
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