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ABSTRACT Recently, there has been extensive progress in developing autostereoscopic platforms for
display purposes to present real-world 3D scenes. Light fields are the best emerging choice for com-
putational multi-view autostereoscopic displays since they provide an optimized solution to support
direction-dependent outputs simultaneously without sacrificing the resolution. We present a novel light field
representation, coding and streaming scheme that efficiently handles large tensor data. Intrinsic redundancies
in light field subsets are eliminated through low-rank representation using Tucker decomposition with tensor
sketching for various ranks and sketch dimension parameters, making it ideal for streaming and transmission.
Apart from removing spatial redundancies, the approximated light field is used to construct a Fourier
disparity layers representation to further exploit other non-linear, temporal, intra and inter-view correlations
present among the approximated sub-aperture images. Four scanning or view prediction patterns are utilized
and the subsets in each pattern hierarchically construct the FDL representation and synthesize subsequent
views. Iterative refinement and encoding with HEVC are followed by the final light field reconstruction.
The complete end-to-end processing pipeline can flexibly work for multiple bitrates and is adaptable for a
variety of multi-view autostereoscopic platforms. The compression performance of the proposed scheme is
analyzed on real light fields. We achieved substantial bitrate savings compared to state-of-the-art codecs,
while maintaining good reconstruction quality.

INDEX TERMS Light field coding, Fourier disparity layers, HEVC, low-rank tensor decomposition,
streaming, tensor sketching.

I. INTRODUCTION
In recent years, light fields [1], [2] have been dominating the
market of 3D media and entertainment, with an increased
focus on autostereoscopic 3D displays and imaging sys-
tems. There exist several technologies for glasses-free 3D
viewing [3]–[5]. The popular ones include parallax barriers-
based [6]–[8], lenticular 3D displays [9], [10], and stacked
layered displays [4], [11]–[16]. Compared to conventional
lenticular and parallax-based designs, the layered display
can support multiple viewing angles simultaneously without
sacrificing the resolution of each view direction, a desirable
property for glasses-free 3D viewing. They provide a more
realistic viewing experience by presenting different perspec-
tives of the scene and create depth perception and natural
motion parallax within a field of view of the display [14],

The associate editor coordinating the review of this manuscript and

approving it for publication was Zihuai Lin .

[17]–[21]. In general, autostereoscopic displays are catego-
rized as multi-view displays, and multi-view displays that can
accommodate numerous viewing directions are considered
light field displays.

The primary challenge to support computational displays
is to develop efficient representation, coding and processing
schemes for light fields that provide a wide field of view and
continuous motion parallax with accurate depth perception
from different viewing directions. The displayed images must
be direction-dependent and consistent with the target 3D
scene appearance. Simultaneously reproducing multi-view
images or a light field from many directions without sacrific-
ing the resolution is critical for 3D displays. However, main-
taining the practical feasibility of processing large volume
of light field data is difficult. The storage and transmission
of light fields need to be addressed. It is critical to develop
efficient coding and representation solutions for light fields
suitable for display and streaming applications. Compressing
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light field images efficiently for storage and transmission is
a challenge. The raw image captured by a light field camera
is huge. For instance, Lytro Illum, the consumer light field
camera, produces raw data at 7728 × 5368 resolution and
10 bits-per-pixel (bpp) precision, namely 51,854,880 bytes
per shot/frame [22].

While operating on light fields, the representation must
also be compact and generalized to provide flexibility in
realizing a range of bitrates for compression. Regarding 3D
display adaption, the light field representation and coding
must be scalable and appropriate for different viewing con-
ditions. The format must be invariant to the display type
and allow the depth impression to be easily changed to best
meet viewers’ preferences for visual comfort. Researchers
have undertaken several approaches to compress the light
field data. Takahashi et al. [4], [11], [13]–[15] have used an
analytical framework based on non-negative tensor factoriza-
tion to approximate the light field for 3D viewing. The ana-
lytical solution requires significant computational resources,
particularly for the multiplicative update rules used in their
implementation [4]. This signal processing approach sup-
ports a limited number of viewpoints that can be displayed.
The solution is unconstrained and artifacts may be observed
between target viewing positions [4]. Also, the analytical
approach for light field optimization increases the cost and
complexity with multiple layers and directional backlight-
ing. Thus, the constrained non-linear least squares problem
involves significant computational resources and requires
refined optimization with perceptual error metrics for further
reduction in complexity.

Other existing light field coding approaches are designed
either to work directly on the raw lenslet image [23]–[27]
or operate on individual sub-aperture images (SAIs). Present
algorithms either need explicit geometry information [28],
[29], scene content information [30], disparity informa-
tion [31], or are epipolar plane image-based and multi-
plane image-based [32]–[34], view prediction based learning
schemes [35]–[38] or methods considering light field data as
a pseudo video sequence [22], [39]–[41]. The approaches that
arrange SAIs as pseudo-temporal sequences are constrained
to a one-dimensional coding structure. Non-linear correlation
in horizontal and vertical directions among adjacent SAIs
are not carefully considered in such coding models [22],
[39]–[41]. The geometry-based or learning-based methods
usually demand accurate mathematical models for parame-
ter estimation, otherwise suffer from the primary limitation
of low quality reconstruction. Moreover, these compression
approaches are not explicitly designed for computational
multi-view displays. They are designed to train a specific
system architecture and support only certain bitrates. An elab-
orate analysis of related light field coding schemes and their
shortcomings has been provided in section II.

Our goal is to develop a compact light field representa-
tion, coding and streaming scheme that can provide extended
functionality and backward compatibility with existing trans-
mission and broadcasting standards for glasses-free light

field displays. In this article, a novel hierarchical scheme
that can efficiently handle light field data is presented. The
proposed scheme takes multiple light field view subsets in
different scanning orders; Circular-2 (C2), Circular-4 (C4),
Hierarchical-2 (H2) and Hierarchical-4 (H4), as the input in
the very first block (Fig 1). Low-rank representation using
Tucker decomposition [42] eliminates intrinsic redundancies
present in view subsets for various ranks. Incorporating tensor
sketching for multiple sketch dimension parameters enables
the Tucker decomposition to work with large tensors easily
in just one single pass and performs with good accuracy
and reduced memory requirement. This makes our scheme
ideal for streaming and transmission. In the next block, the
approximated light field is further analyzed by sampling it in
the depth dimension by decomposing the scene as a discrete
sum of Fourier Disparity layers (FDL) [43]. This exploits
additional intra-view, inter-view, and non-linear redundan-
cies among adjacent views in both horizontal and vertical
directions of sub-aperture images (SAIs) and allows scalable
light field coding. The subsets in each scanning pattern hier-
archically construct the FDL representation and synthesize
subsequent views. Iterative refinement and encoding with
high efficiency video coding (HEVC) are followed by the
final light field reconstruction in the last block.

The complete processing pipeline operates as a single inte-
grated system and can flexibly work for a range of multiple
bitrates by varying the ranks and sketch dimension parame-
ters. Our implementation has reduced memory requirements
because the entire tensor light field data need not be stored
in full. Also, since the Fourier transform of real signals is
symmetric, only half the frequencies are computed in the FDL
representation. Compression performance of the proposed
scheme was analyzed on real light fields in the four chosen
patterns and substantial bitrate savings compared to state-of-
the-art codecs are achieved, while maintaining good recon-
struction quality. We accomplish superior results in terms
of the size of the encoded bitstream file as well. There are
also significant PSNR gains obtained in our hybrid model
compared to all anchor codecs.

Additionally, there are more implications of the proposed
hybrid representation and coding model which make it quite
versatile. It is a scheme that can permit view interpolation or
extrapolation and generalized rendering by shifting approx-
imated SAIs in the depth dimension instead of two angu-
lar dimensions. The combined Tucker decomposition with
sketching and FDL representation allows for streaming, and
filters the noise and corrects color inconsistencies between
reconstructed views [43]. Our scheme does not require any
explicit transmission of complete disparity maps unlike JPEG
Pleno [44]–[47]. Hence, significant overheads are saved in
the proposed model for low bitrate coding scenarios. The
proposed hybrid representation and coding scheme is also
suitable for GPU parallelization since it is built upon simple
linear algebra operations carried out independently in the
spatial and frequency domains. On the whole, our model
leverages compact representation of light field view subsets
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FIGURE 1. The complete pipeline of the proposed scheme with three primary components, BLOCK A, B and C. Light field view subsets in different
scanning orders are taken as inputs in BLOCK A and are low-rank approximated using Tucker decomposition via tensor sketching for various
ranks and sketch dimension parameters. Intrinsic redundancies are removed in a single pass with a reduced memory requirement. In BLOCK B,
the approximated light field views are used to construct Fourier disparity layer (FDL) representation iteratively. Additional intra-view, inter-view,
and non-linear redundancies in both horizontal and vertical directions of light field structure are removed in the frequency domain. Finally, the
decoding and reconstruction of the light field is performed in BLOCK C.

FIGURE 2. The light field view prediction orders C2, C4, H2 & H4. Views in blue, green, yellow & orange form the first, second, third and fourth
subset respectively.

in the spatial domain making it suitable for streaming and
further processing low-rank approximated light field in the
FDL-based frequency domain that results in improved coding
efficiency.

The rest of this article is organized into four major sections.
Section II describes various existing light field compression
approaches and their shortcomings. The elaborate description
of the proposed scheme is presented in Section III. We have
elaborated our experiments specifying the implementation,
results, and analysis in Section IV. In Section V, we give
the conclusion with comprehensive findings of our proposed
scheme and implications of future work.

II. RELATED WORK
The majority of existing light field coding approaches
are not directly applicable for multi-layered displays.
Current coding techniques are commonly classified into
two categories; lenslet-based or approaches based on per-
spective sub-aperture images (SAIs). The direct com-
pression on the raw light field lenslet image captured
by plenoptic camera exploits the spatial redundancy
between the microimages [23]–[27]. This approach is usu-
ally based on the existing image/video coding standards,

such as JPEG [44]–[47] or high efficiency video coding
(HEVC) [48].

Li et al. [23] incorporated a full inter-microlenses predic-
tion scheme in HEVC intra prediction to remove the redun-
dancy in lenslet images. The raw light field was partitioned
into tiles in [24], followed by pseudo-temporal sequencing
and HEVC temporal predictive coding. Li et al. [25] intro-
duced inter and bi-prediction capability within the HEVC
intra prediction module based on references taken from
already encoded parts of the image. Liu et al. [27] proposed a
method to classify the HEVC prediction units (PU) into three
different categories based on texture homogeneity. In general,
the unique light field structural characteristics make it harder
to achieve good prediction accuracy in the lenslet image
regions with complex textures. Moreover, there are numerous
microimages in the raw light field image which need careful
handling. They are of low resolution and require customized
reshaping before being fed into anHEVC encoder. Ideally, the
lenslet-based compression solutions need to transmit camera
parameters for further processing, and thus the coding burden
on the compressed data stream increases. These drawbacks
encouraged researchers to extract the SAIs from raw plenop-
tic image and explore compression possibilities on these
views.
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Various schemes branch out under perspective SAIs based
compression of light fields; content-based compression [30],
disparity-based [28], [29], [31], geometry-based [32]–[34],
pseudo-sequence-based [22], [39]–[41], [49], view synthesis
based [35], [36], [50], [51], and learning-based compression
methods [37], [38], [52]–[57]. Hu et al. [30] proposed a
two-layer compression architecture that encoded the high
and low-frequency components of the sub-aperture views
differently and reconstructed the final light field using a
graph neural network. Their method discarded a portion of
viewpoint data during the encoding process, which could
not be recovered from remaining viewpoints later. Moreover,
the scheme’s reconstruction algorithms needed improvement
with a better mathematical model for parameter estimation.

Under disparity-based coding, Zhao and Chen [29] pro-
posed a sparse sampling method with a linear approximation
prior to utilize the similarity between the sub-aperture views.
However, the linear prior was not accurate enough to describe
the correlation between the viewpoints. A homography-
based low-rank approximation method called HLRA was
introduced by Jiang et al. [28]. They aligned sub-aperture
views using global homography or multiple homographies
and low-rank approximated them followed by encoding with
HEVC. This approach depends on how much the disparities
across views varied and did not optimally reduce the low-rank
approximation error for light fields with large baselines.
Dib et al. [31] recently proposed a novel parametric disparity
estimation method to support the low-rank approximation
using super rays to efficiently expose redundancy across the
different views. Their scheme performed well for medium
bitrates, but it required additional information that added to
the coding burden.

The light field geometry-based compression method by
Vagharshakyan et al. [32] utilizes sparse representation of
epipolar-plane images in the shearlet transform domain.
Ahmad et al. [33] categorized light field views into key and
decimated views. The key views are compressed using the
multi-view extension of HEVC, and decimated views are
predicted from the compressed key views and a residual
bitstream. Chen et al. [34] used essential views to predict
a global multiplane representation which further predicted
all views. In predictive compression methods, the light
field sub-aperture views are reordered as pseudo sequences.
Liu et al. [22] compressed the central view first as the
I-frame (intra frame) followed by the remaining views as
P-frames in a symmetric, 2D hierarchical order. Another
proposal by Li et al. [49] involved division of all light field
views into four quadrants and a hierarchical coding struc-
ture within each quadrant. Ahmad et al. [39] utilized the
multi-view extension of HEVC (MV-HEVC) to compress
the light field in the form of a multi-view sequence. The
extension of their work [40] highlighted the usage of hier-
archical levels where views belonging to higher levels are
assigned with better quality and predicted lower-level views.
In another SAI-based technique, synthesized virtual reference
frames were generated from Adaptive Separable Convolution

Network [41]. Such frames were considered as extra ref-
erence candidates in a hierarchical coding structure for
MV-HEVC to further exploit intrinsic similarities in light
field images.

Senoh et al. [50] estimated depth maps from few reference
views and encoded them along with their depth information.
The remaining views were then synthesized from the decoded
views and depth maps. A block-basis estimation of views
from translated reference views was proposed in [36], where
residuals of the estimated views were also transmitted to the
decoder along with the rest of the view estimation parame-
ters. The Multi-view Video plus Depth (MVD) structure was
adopted for depth image-based rendering to synthesize the
intermediate SAIs in [51]. However, the light field is heavily
cropped in this scheme, and only the central 7 × 7 or 9 ×
9 views are used. A pair of steps to generate noise-refined
depth maps for selected perspective views was elaborated
in [35]. This scheme synthesized unselected views from the
selected encoded views using depth image-based rendering.
It required a better reconstruction solution to improve the
overall performance.

Bakir et al. [54] presented a deep-learning-based scheme
on the decoder side to improve the reconstruction quality of
SAIs. Similarly, Zhao et al. [55] encoded only sparsely sam-
pled SAIs, while the remaining SAIswere synthesized using a
convolutional neural network with the decoded sampled SAIs
as priors. However, these methods require large-scale and
diverse training samples, and high quality of reconstructed
views is only obtained if at least half the SAIs are taken as
reference. Schiopu and Munteanu [37] proposed a novel net-
work that synthesized the entire light field image as an array
of synthesized macro pixels in one step. In [56], light field
videos are compressed framewise by identifying a region of
interest (ROI), a complex non-ROI, and a smooth non-ROI.
A generative adversarial network-based (GAN) unsampled
SAI generation is proposed in [57] and Liu et al. [38] also
adopt a GAN framework to boost the light field compres-
sion. They use an image group-based sampling method to
reducemore sub-aperture image redundancy andmaintain the
reconstruction quality.

The existing light field coding or compression techniques
are not adaptable for a variety of autostereoscopic 3D dis-
plays based on multiple views. These schemes usually train
a system (or network) to support only specific bitrates during
the compression. Such coding solutions do not have scalable
signal representation and do not flexibly stream light field
contents at various bitrates. Moreover, there is a need for
suitable algorithms that have extended functionality, such as
N-view generation and backward compatibility with existing
transmission and broadcasting standards for present-day 2D
or 3D displays.

In our previous work Ravishankar et al. [58], multiplica-
tive layers from complete 13 × 13 light fields were learnt
using a convolutional neural network. Spatial and temporal
correlations present among SAIs were taken into account and
the hidden low-rank structure of the multiplicative layers was
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analyzed on a Krylov subspace. Factorization derived from
Block Krylov singular value decomposition (BK-SVD) was
performed, followed by encoding with HEVC. On the other
hand, the current scheme implements an entirely different
approach, including a varied mathematical formulation. The
proposed light field representation, coding and streaming
scheme handles 9 × 9 light fields divided into view sub-
sets based on four scanning patterns. The image subsets are
taken as tensors and low-rank approximated using Tucker
decomposition [42] for various ranks. Incorporation of tensor
sketching for multiple sketch dimension parameters enables
the Tucker decomposition to work with large tensors easily
in just one single pass and it performs with good accu-
racy and reduced memory requirements. Once the intrinsic
redundancies present in the view subsets are removed by
Tucker decomposition with sketching, the approximated light
field is analyzed by sampling it in the depth dimension and
decomposing the scene as a discrete sum of Fourier Disparity
layers [43]. This exploits additional intra-view, inter-view,
and non-linear redundancies among adjacent views in both
horizontal and vertical directions and further allows scalable
light field coding. Further, signal representation in the pro-
posed scheme is more flexible to support extended function-
ality such as light field view interpolation or extrapolation
and is appropriate for more general rendering by shifting
approximated SAIs in the depth dimension instead of two
angular dimensions. Thus, the proposed formulation differs
from our previous work [58].

In our other approach [59] and its extended version [60],
we handled multiplicative layers of view subsets of the light
field and low-rank approximated them with BK-SVD for dif-
ferent ranks. The multiplicative layers were optimized using
trained CNNs and the scheme in general was more suited for
multi-layered displays.Mathematically, our proposed scheme
again varies from [59], [60] in terms of the formulation and
implications of using Tucker decomposition via sketching.
It provides streaming functionality and the implementation
by itself has reducedmemory requirements because the entire
tensor light field data need not be stored in full. Overall, our
previous coding and representation approaches in [58]–[60]
are more adaptable to layered displays. Such display con-
sists of a few layers stacked with small intervals with pixels
carrying out light ray operations [4], [11]–[16]. The display
appearance could vary over the observed viewpoints after
the light rays pass through different combinations of pix-
els. We optimized multiplicative layer patterns using convo-
lutional neural networks and low-rank approximated them
to display a 3D scene. These multiplicative layers can be
physically implemented using stacked light attenuating or
liquid crystal display panels and a backlight [4]. Thus, our
previous schemes were suited for stacked layered designs
that could be applied to light-field projections [61], [62],
head-mounted displays [63], [64], and table-top displays [65].
The proposed scheme in this paper can support more general
representation, streaming, coding and rendering for multi-
view/light field display applications. Our algorithm works

at the level of the sub-aperture image in both spatial and
frequency domains. The scheme can achieve coding gains
and the representation is flexible to provide several extended
functionalities. Hence, it can be adaptable for a variety of
multi-view autostereoscopic displays. It is also possible to
adapt the proposed scheme for stacked layered-based displays
by performing operations considering multiplicative layers
instead of sub-aperture images of view subsets.

In [66], we modeled coded-aperture cameras using convo-
lutional autoencoders and obtained optimal acquired images
for processing dynamic light field content. The target was to
efficiently encode a light field of a moving scene or a 3D
scene changing over time. We demonstrated the reduction of
a dynamic light field (with five camera viewpoints, contain-
ing 5 × 5 SAIs each) into single acquired images per time
frame by producing the best aperture patterns using a deep
neural network. The acquired imageswere then approximated
using a hybrid Tucker-TS-Vector Quantization (HTTSVQ)
algorithm. Thus, we simulated a coded aperture camera for
acquisition of dynamic light field. In contrast, in the present
formulation, the input SAIs are extracted from lenslet images
captured by light field cameras. Also, in the proposed scheme,
hierarchical scanning patterns of light field subsets are used
and redundancies are removed using Tucker-TS algorithm
which is different from HTTSVQ presented in [66]. Addi-
tionally, the proposed scheme operates in both the spatial and
frequency domain to support various applications. The two
schemes are not directly comparable since we deal with static
light fields in the present article but handle dynamic light field
content in [66]. Furthermore, the proposed light field repre-
sentation scheme has extended functionality to enable general
rendering for any given viewpoint, aperture size and depth of
focus. Table 1 gives the comparative overview showing the
key differences between our previous approaches [58]–[60]
and the proposed scheme.

III. PROPOSED SCHEME
The complete workflow of our proposed representation and
coding scheme with three main blocks is illustrated in Fig. 1.
An input light field is taken in a scanning orders Circular-2
(C2), Circular-4 (C4), Hierarchical-2 (H2) or Hierarchical-4
(H4). In BLOCK A, the intrinsic redundancies present in the
view subsets of the scanning patterns are effectively removed
during low-rank representation using Tucker decomposition
with tensor sketching for various ranks and sketch dimen-
sion parameters [42]. This enables suitable streaming and
transmission capabilities of the light field as well. Next in
BLOCK B, the entire approximated light field is divided
into view subsets based on the same scanning pattern. These
approximated subsets are used to construct Fourier disparity
layer (FDL) representation of light fields [43]. There exist
non-linear correlations between neighboring sub-aperture
views in both horizontal and vertical directions in the light
field structure. We target these redundancies between adja-
cent light field views by processing in the Fourier domain
as specified by different scanning or predication orders. The
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TABLE 1. Comparative table depicting the differences between the proposed scheme and our previous approaches.

light field is then iteratively reconstructed by the FDL repre-
sentation in a hierarchical fashion.

Angular coordinates and disparity values of each view of
the low-rank approximated light field (at different ranks and
quantization parameters) are found through FDL calibration
and directly transmitted to the decoder (BLOCK C) as meta-
data [67]. The initial approximated light field subset is used
in construction of the FDL representation, which is further
employed to synthesize the subsequent subsets of views. The
correlations in prediction residue are removed, and a more
accurate FDL representation is constructed from previously
encoded subsets. Thus, we iteratively refine the FDL rep-
resentation in BLOCK B until all the approximated light
field views are encoded. The decoding scheme is depicted
in BLOCK C. Here, angular coordinates and disparity values
of the low-rank approximated light field, along with the
encoded bitstreams of approximated subsets are utilized for
the final light field reconstruction. Each block of the proposed
compression scheme is explained in the following sections.

A. LOW-RANK TUCKER DECOMPOSITION VIA TENSOR
SKETCHING
Algorithms that adopt randomized methods have been pop-
ularly used to perform tensor decompositions. Sketching
techniques and various randomized methods to compute
Higher-order singular value decomposition of large tensor
data have been developed in [68]–[74]. The Tucker decom-
position is one such technique to decompose tensors into core
and factor matrices. The standard approach to performTucker
decomposition is using aternating least-squares (ALS) or the
higher-order orthogonal iteration (HOOI). The TUCKER-
ALS [75], Memory Efficient Tucker (MET) [71] and HOOI
version of MACH algorithm in [70] run out of memory
during decomposition of large tensors and are not one-pass
algorithms. Current sketching techniques involved in the

decomposition have design matrices as Kronecker products
of factor matrices which result in large computations. These
Kronecker products are substantially huge to be formed and
stored in the RAM, which led to development of TensorS-
ketch [76], [77].

Based on the streaming properties of TensorSketch [78],
Malik and Becker [42] have developed single-pass algorithms
that are highly efficient for low-rank decomposition. These
methods can compress large tensor data without the need
to store it in full by streaming the tensor elements. The
algorithms only require a single pass of the data and per-
form with good accuracy and reduced memory requirements.
Motivated by this work, we have proposed our light field
coding, transmission and streaming scheme that can handle
multiple bitrates of data. The standard Tucker decomposition
of a general tensor X is defined as

X = G×1 A(1)
×2 A(2)

· · · ×N A(N )

=:

[
G;A(1),A(2), . . . ,A(N )

]
, (1)

where G ∈ RR1×R2×···×RN is called the core tensor, and every
A(n)
∈ RIn×Rn is known as a factor matrix. By assuming that

the factor matrices have orthonormal columns, X in (1) is a
rank-(R1,R2, . . . ,RN ) tensor.

Given a light field [1], [2], we take each view subset
as a tensor Y ∈ RI1×I2×···×IN , an array of dimension N .
Decomposing each data tensor Y using Tucker decomposition
can be formulated as

argmin
G,A(1),...,A(N )

∥∥∥Y− [G;A(1),A(2), . . . ,A(N )
]∥∥∥ (2)

Alternating least-squares (ALS) is an standard approach to
solve the optimization problem in (2). It can be rewritten
appropriately and solved by repeating the following steps
until convergence:
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1. For n = 1, . . . ,N , update

A(n)
= argmin

A∈RIn×Rn

∥∥∥∥∥∥
 1⊗
i=N ,i6=n

A(i)

G>(n)A
>
− Y>(n)

∥∥∥∥∥∥
2

F

(3)

2. Update

G = argmin
Z∈RR1×···×RN

∥∥∥∥∥
(

1⊗
i=N

A(i)

)
z(:) − y(:)

∥∥∥∥∥
2

2

(4)

Here,
⊗

indicates the Kronecker products operation and z(:)
and y(:) denote the vectorization of Z and Y respectively.
While incorporating random sketching in the Tucker

decomposition equations above, it is crucial to consider the
large computation due to Kronecker products involved in
the algorithm. TensorSketch [78] is a restricted or special-
ized version of CountSketch [79], and can be used to effi-
ciently approximate the solutions of large overdetermined
least-squares problems involving such Kronecker products.
By incorporating random sketching using TensorSketch in
carrying out Tucker decomposition of large tensors, streamed
data can be handled in a single pass [42].We briefly introduce
both the above mentioned sketching techniques in the follow-
ing subsections.

1) COUNTSKETCH
Consider the overdetermined least squares problem

x∗
def
= argmin

x∈RR
‖Ax− y‖2 (5)

where,A ∈ RI×R, y ∈ RI and I � R. CountSketch [42], [79]
enables the reduction of this problem size by solving

x′
def
= argmin

x∈RR
‖SAx− Sy‖2 (6)

instead. Here S is a subspace embedding matrix such that S :
RI
→ RJ with J � I , and S = PD, where
• P ∈ RJ×I has ph(i),i = 1 and all other entries = 0;
• h : [I ]→ [J ] is a random map such that (∀i ∈ [I ])(∀j ∈
[J ])P(h(i) = j) = 1/J ; and

• D ∈ RI×I is a diagonal matrix with entries +1 or −1,
with equal probability.

When the sketch dimension J is sufficiently large, the sketch
problem (6) satisfies∥∥Ax′ − y

∥∥
2 ≤ (1+ ε)

∥∥Ax∗ − y
∥∥
2 (7)

with high probability for a fixed ε > 0. The CountSketch
operator S can be applied to matrix A in onlyO(nnz(A)) and
avoids storing S as a full matrix.

2) TensorSketch
TensorSketch [42], [78] is a randomized method which
reduces the cost and memory usage of computations in alter-
nating least-squares approaches. It is a restricted version of
CountSketch that operates on matrix A ∈ RL×M , L � M ,

and y ∈ RL . The linear map T : RL
→ RJ with J � L

reduces the size of the problem (5) to

x̃
def
= argmin

x∈RM
‖TAx− Ty‖2 . (8)

If J is sufficiently large and ε > 0, with high probability∥∥Ax̃− y
∥∥
2 ≤ (1+ ε)minx ‖Ax∗ − y‖2.

Suppose matrix A ∈ RI×R is of the form A = A(N )
⊗

A(N−1) ⊗ · · · ⊗ A(1) with each A(n)
∈ RIn×Rn , In > Rn

such that I
def
=
∏

n In and R
def
=
∏

n Rn. TensorSketch allows
sketching of A as TA without ever having to form the full
matrix, by sketching each factor matrixA(n) individually. The
corresponding sketch of A is then computed efficiently using
the fast Fourier transform (FFT) as

TA = T
1⊗

n=N

A(n)

= FFT−1

( 1⊙
n=N

(
FFT

(
S(n)A(n)

))>)> (9)

where, S(n) ∈ RJ×I is an independent CountSketch operator
for each factor matrix A(n).
TensorSketch can be applied on the least square prob-

lems in (3) and (4) to solve the resulting smaller problems
efficiently. The core and factor matrices are first randomly
initialized considering each element as i.i.d in U(−1, 1) and
then orthogonalized. Since the design matrix in (4) has more
rows than in (3), twoCountSketch operators S(n)1 ∈ RJ1×In and
S(n)2 ∈ RJ2×In are then needed to construct the TensorSketch
operators T(n)

∈ RJ1×
∏
i6=n Ii , for n ∈ [N ], and T(N+1)

∈

RJ2×
∏
i Ii respectively. J1 and J2 are the two target dimensions

such that J2 > J1. For practical implementation,CountSketch
operator sets were chosen with different target sketch dimen-
sions J1 = KR(N−1) and J2 = KRN , for sketch dimension
parameter K > 4 and rank R as suggested by Malik and
Becker [42]. Explicitly, there is no need to store the two
sketch operators as matrices in the implementation. Instead,
only the function h and diagonal of D as defined previously
is generated and stored for each CountSketch operator.

By applying TensorSketch operators on the Kronecker
product matrices involved in (3) and (4), the equations are
now modified to:

1. For n = 1, . . . ,N , update

A(n)
= argmin

A

∥∥∥∥∥∥
T(n)

1⊗
i=N ,i6=n

A(i)

G>(n)A
>
− T(n)Y>(n)

∥∥∥∥∥∥
2

F
(10)

2. Update

G=argmin
Z

∥∥∥∥∥
(
(T(N+1)

1⊗
i=N

A(i)

)
z(:)−T(N+1)y(:)

∥∥∥∥∥
2

2

(11)
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FIGURE 3. BPP vs YUV-PSNR curves for the proposed compression scheme, Ahmad et al. [40], Dib et al. [67] and HEVC [48] for Bikes in the
C2 and H2 patterns.

The computations of T(n)Y>(n) and T(N+1)y(:) can be per-
formed only once implicitly without forming any full sketch-
ing matrices as they do not change throughout the algorithm.
At every step, the factor matrices are orthogonalized and core
matrix is updated. Once the problem converges, the view
subset is decomposed to its core tensor G and factor matrices
A(n), n ∈ [N ]. To obtain the low-rank approximated light
field view subset, n-mode tensor-times-matrix (TTM) product
of the core and factor matrices was performed as

Ŷ = G×1 A(1)
×2 A(2)

· · · ×N A(N ). (12)

Thus, at the end of BLOCK A (Figure. 1) of the proposed
scheme, the low-rank approximated light field is obtained.
It is further processed in the Fourier domain to handle intra-
view, inter-view and other non-linear redundancies present
among adjacent views in both horizontal and vertical direc-
tions of sub-aperture images. We have presented this as
BLOCK B in the next section.

B. FOURIER DISPARITY LAYERS (FDL) REPRESENTATION
The low-rank representation of the light field with Tucker
decomposition using tensor sketching makes it effectively
represented for streaming and transmission. Further, our
hierarchical coding scheme works in the Fourier domain
by constructing a suitable Fourier disparity layers repre-
sentation [43] which samples the approximated light field
in the disparity dimension by decomposing it as a discrete
sum of layers. The layers are constructed from the approx-
imated light field sub-aperture views through a regularized
least square regression performed independently at each spa-
tial frequency. The FDL representation has been shown to
be effective for numerous light field processing applica-
tions [43], [67], [80], [81]. We have summarised the use of
FDL and encoding of low-rank approximated light field as
BLOCK B in Figure. 1.
Our aim is to exploit and eliminate any intra-view,

inter-view and other non-linear redundancies present among
adjacent views in both horizontal and vertical directions of
sub-aperture images, through various scanning patterns. This
is followed by corresponding decoding and reconstruction of
the light field subsets as illustrated in BLOCKC (Fig. 1). The
Fourier Disparity Layer calibration, subset view synthesis,
and prediction are described in the following subsections.

1) LIGHT FIELD VIEW SUBSETS
We divide the low-rank approximated light field into different
view subsets based on four scanning orders. Hierarchical
and circular view prediction orders are adopted as described
in the work of Dib et al. [67]. The four chosen patterns are
Circular-2 (C2), Circular-4 (C4), Hierarchical-2 (H2) and
Hierarchical-4 (H4). For a 9 × 9 light field, the C2 and
H2 patterns contain two view subsets and C4 and H4 patterns
have four subsets. The exact coding orders of each subset of
these four chosen scanning orders are shown in Fig. 2. In all
subsets of these patterns, the light field views form a circle
that spiral out from the center. Generally, the corner views
of light fields are of lower quality, and thus we choose to
form a circle rather than a square while scanning the views.
We partition the approximated light field into subsets based
on C2, C4, H2 or H4 patterns and proceed to work in the
Fourier domain.

2) FDL CALIBRATION
The four-dimensional light field L(u, v, s, t) is parameterized
by angular coordinates (u, v) and spatial coordinates (s, t) [1],
[2].Without loss of generality, we have considered one spatial
coordinate s and one angular coordinate u of approximated
light field to present the notations in a simple manner. The
approximated light field view Luo at angular position uo can
be defined as Luo (s) = L(s, uo). Construction of the FDL
requires the angular coordinates uj of the input approximated
light field views and the disparity values dk of the layers.

We can obtain Fourier coefficients of the jth input light field
view using n disparity values {dk}k∈J1,nK [67]. The Fourier
transform of Luo at spatial frequency fs is

L̂uo (fs) =
∑
k

e+2iπuodk fs L̂k (fs). (13)

The Fourier transform of the central light field view obtained
by only considering a specific spatial region of disparity dk is
given by each L̂k .

By computing the Fourier transforms of all m approxi-
mated light field views as L̂uj (j ∈ [1,m]), the FDL represen-
tation can be learnt by solving a linear regression problem for
each frequency fs. The problem is formulated byAx= bwith
Tikhonov regularization where A ∈ Rm×n, x ∈ Rn×1 and b ∈
Rm×1. Elements of matrixA areAjk = e+2iπujdk fs , x contains
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FIGURE 4. Rate-distortion graphs for the proposed compression scheme, Ahmad et al. [40], Dib et al. [67] and HEVC [48] for Bikes in the
C4 pattern.

FIGURE 5. Rate-distortion plots for the proposed compression scheme, Ahmad et al. [40], Dib et al. [67] and HEVC [48] for Bikes in the
H4 patterns.

TABLE 2. The total number of kilobytes (kb) written for each subset of the
Circular-2 pattern using our proposed coding scheme, Dib et al. and HEVC.

the Fourier coefficients of disparity layers xk = L̂k (fs) and
Fourier coefficients of the jth input view, bj = L̂uj (fs) are
contained in b.

3) FDL VIEW SYNTHESIS AND PREDICTION
In section III-B1, four scanning orders in circular and hierar-
chical patterns are discussed for the synthesis and coding of

TABLE 3. The total number of kilobytes (kb) written for each subset of
the Hierarchical-2 pattern using our proposed coding scheme, Dib et al.
and HEVC.

light field views. Each of these chosen orders has two or four
view subsets. This results in four patterns C2, C4, H2 and H4.
In all four cases of the view prediction orders, the images
are arranged in a spiral order starting from the center of the
light field for each subset. The initial view subset of every
pattern is always the first subset as specified by the scanning
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TABLE 4. The total number of kilobytes (kb) written for each subset of the Circular-4 pattern using our proposed coding scheme, Dib et al. and HEVC.

TABLE 5. The total number of kilobytes (kb) written for each subset of the Hierarchical-4 pattern using our proposed coding scheme, Dib et al. and HEVC.

order. This subset is directly encoded using HEVC [48] first
in BLOCKB. For example, in Fig. 2, the blue coloured subset
in C2 is the first subset.

The angular coordinates uj and disparity values dk are
determined by the Fourier Disparity Layer calibration [43].
These are required in the further FDL construction and view
predictions. This additional information is transmitted to the
decoder in BLOCK C as metadata [67]. The initial view
subset is used in the basic construction of FDL representa-
tion. This aids in the synthesis of succeeding view subsets.
The residual signal is also encoded with HEVC to account
for the remaining correlations in the prediction residue of

synthesized views. The FDL representation is then refined
before prediction and encoding of the next subset of views.
Thus, the FDL representation is iteratively fine-tuned at every
stage, after encoding every view subset, until all the approx-
imated input light field views are encoded.

IV. RESULTS AND ANALYSIS
The performance of the proposed compression scheme is
evaluated on real light fields captured by plenoptic cameras.
The experiments are performed with Bikes light field dataset
from the EPFL Lightfield JPEG Pleno database [82]. The raw
plenoptic images are extracted into 9× 9 sub-aperture views
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TABLE 6. Bjontegaard percentage rate savings for the proposed compression scheme with respect to Dib et al. on Bikes data (negative values represent
gains).

using the Matlab Light field toolbox [83]. Each view of Bikes
has pixel dimensions of 434× 625.
We first perform low-rank Tucker decomposition of the

light field using tensor sketching as detailed in section III-A.
The light field is approximated for various ranks R and sketch
dimension parameters K . Next, patterns C2, C4, H2 and
H4 are constructed from the approximated light field our
experiments. Subsets 1 and 2 of C2 contain 24 and 57 light
field views respectively. The first and second subsetsH2 con-
tain 25 and 56 views respectively. In C4, subsets 1, 2, 3 and
4 have 4, 16, 12 and 49 views respectively. Lastly, subsets 1,
2, 3 and 4 of H4 contain 4, 5, 16 and 56 light field views
respectively. The exact scanning orders of the patterns and
their subsets are specified in Fig. 2.

A. EXPERIMENTAL SETTINGS AND IMPLEMENTATION
DETAILS
The proposed scheme is implemented on a single high-end
HP OMENX 15-DG0018TX system with 9th Gen i7-9750H,
16 GB RAM, RTX 2080 8 GB Graphics, and Windows
10 operating system. We applied Tucker decomposition on
the input Bikes light field using tensor sketching [42]. The
light field views are considered as large tensors and BLOCK
A of the proposed scheme returns an approximate rank R
Tucker decomposition of the images in the form of a core
tensor and factor matrices. The algorithm also uses sketch
parameter K , the dimension reduction parameter in TensorS-
ketch. In our implementation, we experimented with ranks
R and sketch K values to be 5, 10, 15, 20, 25. The low rank
approximation was allowed to converge with a tolerence of
0.001. Next, the approximated light field are processed in the
Fourier domain in four scanning patterns, C2, C4, H2 and H4.
The corresponding low-rank approximated subsets are then
utilized to form the FDL representation of light fields. The
number of layers in the FDL method are fixed to n = 30.

Views in approximated Subset 1 construct the initial FDL
representation. The subsequent view subsets are predicted
from this FDL representation and the residues iteratively
refine the FDL representation. We used HEVC [48] (codec
HM 16.0) to perform the encoding in BLOCK B, choosing
quantization parameters 2, 6, 10, 14, 20 and 26.

B. RESULTS AND COMPARATIVE ANALYSIS
We compared performance of our proposed scheme with the
light field coding method by Dib et al. [67], HEVC encoding
of 9× 9 Bikes light field subsets and compression scheme by
Ahmad et al. [40]. In Ahmad et al., the multi-view extension
of HEVC (MV-HEVC) was utilized to encode the plenoptic
image, considering it as a pseudo multi-view sequence. All
the comparison methods were subject to same test conditions
and quantization parameters, QP = 2, 6, 10, 14, 20 and 26.
Each of the four scanning patterns, Circular-2, Circular-4,
Hierarchical-2 and Hierarchical-4 was run for different com-
bination of rank and sketch dimension values.

The total number of kilobytes (kb) written to file in for
each pattern configuration with all combinations of rank,
sketch dimension and QPs 2,14 and 26 in comparison to
Dib et al. [67] and HEVC are shown in Tables 2-5. The bpp
and PSNR graphs for the proposed scheme and anchor codecs
including Ahmad et al. [40] are shown in Fig 3-5. Further,
we performed an objective assessment using the Bjonte-
gaard [84] metric. This metric can compare performance of
two coding techniques where the average percentage differ-
ence in rate change is estimated over the range of six QP
values. Percentage bit rate savings for proposed scheme with
respect to Dib et al. for different layer configurations are
summarized in Table 6 and results with respect to HEVC are
depicted in Table 7. These results depict the better compres-
sion performance of proposed scheme with significant bitrate
reduction and PSNR gains.
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TABLE 7. Bjontegaard percentage rate savings for the proposed compression scheme with respect to HEVC on Bikes data (negative values represent
gains).

Among the four patterns chosen in the proposed scheme,
it can be observed that the circular scanning patterns have
better coding gains than the hierarchical ones. This is because
intrinsic redundancies are better exploited in subsets with
connected views as in Circular-2 and Circular-4, rather than
scattered subset views of Hierarchical-2 and Hierarchical-4.
Also, there is a notable improvement in results of orders
with just two subsets (C2 and H2) over orders with four
subsets (C4 and H4). Yet, C4 and H4 scanning patterns
provide additional levels of scalability, which is preferable
in some practical scenarios. Overall, our approach achieves
scalable light field representation, coding and streaming, with
a better performance against state-of-the-art light field coding
schemes for all the four discussed scanning patterns.

V. CONCLUSION
In this paper, we have proposed a novel representation, coding
and streaming scheme for light fields based on a Tucker Ten-
sorSketch decomposition and Fourier disparity layers algo-
rithm. An input light field taken in four scanning patterns
Circular-2, Circular-4, Hierarchical-2 and Hierarchical-4,
is efficiently low-rank represented using Tucker decomposi-
tion as core and factor matrices using tensor sketching for
many ranks and sketch dimension parameters. This opera-
tion happens in a single pass without storing the data in
full and also allows streaming. The approximated light field
is further processed in the Fourier domain to handle intra-
view, inter-view and other non-linear redundancies present
among adjacent views in both horizontal and vertical direc-
tions of sub-aperture images. The subsets in each scan-
ning pattern hierarchically construct the FDL representation
and synthesize subsequent views. Iterative refinement and
encoding with HEVC are followed by the final light field
reconstruction.

The complete processing pipeline operates as a single inte-
grated system and can flexibly work for a range of multiple
bitrates by varying the ranks and sketch dimension parame-
ters. Our implementation has reduced memory requirements
because the entire tensor light field data need not be stored
in full. Compression performance of the proposed scheme
was analyzed on real light fields in the four chosen patterns
and substantial bitrate savings compared to state-of-the-art
codecs are achieved, while maintaining good reconstruction
quality. We accomplish superior results in terms of the size
of the encoded bitstream file as well. There are also large
PSNR gains obtained in our hybrid model compared to all
anchor codecs. Other implications of the proposed hybrid
representation and coding model make it quite versatile.
It is a scheme that can permit view interpolation or extrap-
olation and generalized rendering by shifting approximated
sub-aperture images in the depth dimension instead of two
angular dimensions. The combined Tucker decomposition
with sketching and FDL representation allows for streaming,
filters the noise and corrects color inconsistencies between
reconstructed views. The proposed hybrid representation and
coding scheme is also suitable for GPU parallelization since
it is built upon simple linear algebra operations carried out
independently in the spatial and frequency domains.

There are several possibilities for extension and improve-
ment of the proposed scheme. A Lambertian scene assump-
tion with no occluded objects is made in the present model.
In future, we look to develop a more relaxed algorithm
that can handle non-Lambertian inputs with occlusions.
Also, operations on sparse light fields (with wide baselines)
obtained from different acquisition setups must be performed
carefully. We aim to build on insights conveyed from the cur-
rent approach and address this challenge. Another potential
direction for future work is the rank-analysis of light fields for
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streaming applications using learning-based methods. Fur-
ther, we would also like to implement the proposed scheme
on physical light field display hardware.
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