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ABSTRACT Air pollution presents a serious health challenge in urban metropolises. While accurately
monitoring and forecasting air pollution are highly crucial, existing data-driven models have yet fully
captured the complex interactions between the temporal characteristics of air pollution and the spatial
characteristics of urban dynamics. Our proposed Deep-AIR fills this gap to provide fine-grained city-wide
air pollution estimation and station-wide forecast, by exploiting domain-specific features (including Air
Pollution, Weather, Urban Morphology, Transport, and Time-sensitive features), with a hybrid CNN-LSTM
structure to capture the spatio-temporal features, and 1 × 1 convolution layers to enhance the learning
of temporal and spatial interaction. Deep-AIR outperforms compatible baselines by a higher accuracy of
1.5%, 2.7%, and 2.3% for Hong Kong and 1.4%, 1.4% and 3.3% for Beijing in fine-grained 1-hr pollution
estimation, and 1-hr and 24-hr forecasts, respectively. Saliency analysis reveals that for Hong Kong, spatial
features, including street canyon and road density, are the best predictors for NO2, while temporal features,
including historical air pollutants and weather, are the best predictors for PM2.5. For Beijing, historical
air pollutant data, traffic congestion, wind direction and seasonal indicator are the best predictors for all
pollutants. PM10 in Hong Kong is achieving the best estimation and forecast accuracy, whilst CO in Beijing
is achieving the best results.

INDEX TERMS Fine-grained air pollution estimation and forecast, spatial-temporal data, deep learning,
CNN-LSTM, street canyon effect, traffic speed, traffic congestion, domain-specific knowledge, saliency
analysis, city-wide, station-wide, Hong Kong, Beijing.

I. INTRODUCTION
Over the past few decades, rapid socio-economic develop-
ment and urbanization have resulted in severe air pollution
in many parts of the world, especially in prominent cities
in China and India, such as Beijing and New Delhi.
Many adverse health outcomes, such as respiratory and
cardiovascular diseases [1], mental health problems [2],
or even Covid-19 infection and mortality [3] were associated
with the increase in the amount of pollutant exposures.
Providing city-wide air pollutant information has significant
implications on healthy living and the quality of life
of the citizens. On the one hand, accurate air pollutant
information can inform citizens especially the vulnerable
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children and elderly, and the asthmatics, across different
parts of a city to improve their health and quality of
life by avoiding travelling to highly polluted areas or
reducing their personal activities; on the other hand, fine-
grained air pollutant estimation and forecast can facilitate
evidence-based environmental and public health policy-
making, such as setting location-specific traffic control plans
across the highly polluted areas. However, air pollution
monitoring stations are often geographically sparse across a
city (for instance, there are only 18 monitoring stations in
Hong Kong, covering an area of 1,106 square kilometers),
making it extremely challenging to provide accurate and
timely air pollution report covering all of the city.

Over the last few decades, many intra-city-based air pollu-
tionmodels have been proposed [4]. These urban air pollution
models can be subdivided into two categories, including
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the physical-based and the data-driven approach. Physical-
based modelling utilizes numerical models to represent the
air pollution process [5], whereas data-driven modelling
learns data patterns such as historical air pollution trends
using statistical and machine learning methods [6]. More
recently, big data and deep learning approach has been put
forward, which pushes beyond the boundaries of traditional
data-driven models. Generally, such approach has achieved
comparably better performance as compared to the traditional
physical modelling [7]–[9]. Urban air pollution modelling
carries two main objectives. The first objective is to estimate
air pollution in areas without monitoring stations (referred
to as the fine-grained air pollution estimation) [7]. The
second objective is to predict air pollution (also referred to
as the air pollution forecast) [8]. Although previous studies
have focused on fine-grained air pollution estimation at
the city-wide level for the current hour, or air pollution
forecast at the station-level for the subsequent hours, few
data-driven models have aimed at fulfilling both objectives
simultaneously [9], [10].

Up till now, it remains a challenge to obtain fine-grained air
pollution estimation at the city-wide level and air pollution
forecast at the station-level with high accuracy and low
computational complexity simultaneously. As compared with
other applications, such as natural language processing or
facial recognition, where deep learning models have seen
to achieve fundamental breakthroughs, deep learning-based
urban air pollution modelling is constrained by sparse,
incomplete or missing historical data. There are many
missing values in air pollutant datasets in both temporal
and spatial dimensions. The resultant lack of training data
and noise due to missing data have severely undermined the
performance of deep learning-based air pollution models.
A large amount of readily available urban proxy data
(also referred to as urban dynamics) can be utilized by
the deep learning models to address the missing data and
the data sparsity challenges. These urban dynamics and
their interactions can directly or indirectly influence the
spatial-temporal variation of air pollution levels in a city.

A. FACTORS AFFECTING AIR POLLUTION IN AN URBAN
ENVIRONMENT
Deep learning studies have identified factors that affect air
pollution in an urban setting [8], [9], [11]. These factors
can be categorized into those that relate to: (a) the reaction,
diffusion, or transport of air pollutants, such as weather
(with forecast) [8] and urban morphology, e.g., points of
interests (POIs) such as buildings and parks [11]; (b) pri-
mary emission sources, such as vehicles and factories [9];
(c) secondary sources due to chemical reactions between
multiple pollutants, e.g. NO2 and O3 [8]; and (d) fixed effects
of the unobserved factors, such as human activities, which
contribute to the seasonal variation of air pollution [8].

The air pollutant and the urban dynamics data tend to
be closely correlated to each other. The two interact in a
complicated manner across different urban environments.

For instance, PM2.5 concentrations in Beijing, China, are
highly affected by meteorological conditions [12]. A study
that covered the city of Madrid, Spain, showed that meteoro-
logical factors, including wind speed and cloud type, have
a strong impact on CO, NO, NO2, and O3 concentrations,
whilst local traffic conditions have aminimal impact on PM10
concentrations [13]. Another study revealed that in Suzhou,
China, motor vehicular emission is the most influential factor
contributing to NO2 emissions [14]. In addition to weather
and traffic conditions, street canyon effect, a consequence
of the complex interactions between air pollutants, weather,
traffic, and urban morphology (road networks and building
geometries), can often be observed in urban environments.
A street canyon has been initially defined as a relatively
narrow street with buildings lined up continuously along
both sides. The term has also been used to represent bigger
streets not necessarily flanked by buildings continuously
on both sides [15]. High air pollution levels have been
identified within the urban street canyons in Hong Kong [16]
and Beijing [17]. Meanwhile, time-sensitive features such
as weekends/weekdays, working days/public holidays, peak
hours/non-peak hours, and seasonal variation, will also affect
air pollution levels [18].

B. MOTIVATION AND RESEARCH SIGNIFICANCE
Air pollution and other urban dynamics data are tempo-
rally and spatially correlated. The complex temporal-spatial
interactions between air pollutants and urban dynamics must
be addressed to capture the variation in pollution levels
across different urban environments in a fine-grained scale.
Figure 1 shows the temporal and spatial correlation between
air pollutants and urban dynamics in two urban environments
(between a street canyon and an open area). First, the air
pollution concentration in one location can be correlated
with the historical air pollution concentration in the same
location, depending on local conditions such as traffic and
meteorological conditions. For example, the air pollution
concentration within a street canyon can be significantly
increased during the peak hours due to the complex
interactions between traffic emissions and meteorological
conditions (e.g., temperature and solar radiation), and photo-
chemical reactions. Second, the air pollution concentration
in one location is often dependent on the air pollution
concentration in the surrounding areas due to air pollutant
transport and diffusion. Although the air pollution of an open
area in the absence of vehicular emissions tend to be lower,
as compared to a street canyon, it may experience a rapid
deterioration due to the transport of air pollutants from the
nearby areas, given the right wind speed and direction.

However, few deep learning studies have investigated the
complex spatial interactions between air pollutants and urban
dynamics in high-density urban settings, where pollutant
concentrations can be varied by traffic conditions and street
canyons (see Section II for a detailed review of related
works). Existing deep learning-based studies have only taken
into account the temporal correlations between air pollutants

VOLUME 10, 2022 55819



Q. Zhang et al.: Deep-AIR: Hybrid CNN-LSTM Framework for Fine-Grained Air Pollution Estimation and Forecast

FIGURE 1. An illustration of the temporal and spatial correlation of urban
dynamics data.

and urban dynamics via sequential models such as recurrent
neural networks (RNNs) and their hybrid long short-term
memory (LSTM) networks [19]. More advanced models
have addressed the spatial dependence between air pollution
and other urban dynamics, utilizing spatial models such
as convolutional neural networks (CNNs) [20] and graph
convolutional networks (GCNs) [11]. However, these urban
air pollution models are yet to incorporate the important
features indicative of the street canyon effect in urban areas,
such as building density and height, and street canyon. Given
that street canyon effect may serve an important estimator
or predictor of air pollution in an urban setting, it would be
fruitful to explore what advance spatial model structure can
better capture the characteristics of spatial urban dynamics
data and their interactions with temporal air pollutants data.

This study aims to fill this gap by developing Deep-AIR,
a hybrid deep learning framework that enables fine-grained
air pollution estimation at the city-level for the current
hour and air pollution forecast at the station-level for the
subsequent hours. Our proposed framework, taking the
city-wide urban dynamics as image-like data, incorporates
a CNN component with 1 × 1 convolution layers to
extract the spatial feature representations, and an RNN
component, executed via an LSTM model to learn the
temporal correlations of the extracted features. The 1 × 1
convolution layers are employed to strengthen the learning
of cross-feature spatial representations between air pollutants
and key urban dynamic features, including weather, traffic
(traffic speed and congestion), and urban morphology (road
density, building density/height, and street canyon). The
performance of Deep-AIR will be compared with compatible
baseline models developed for urban air pollution estimation
and forecast, based on the air pollutant and urban dynamics
data collected from Hong Kong and Beijing (see Table 1).

Although Deep-AIR models are based in Hong Kong and
Beijing, our deep learning urban air pollution estimation
and forecast framework can be transferred to other highly
populated and polluted areas/countries whenever urban proxy
data are readily available, such as New Delhi, India, or Los
Angeles, USA. Our novel methodology which integrates a
CNN component with a LSTM component (see Table 1
and Section II-E) to capture the complex interactions of
domain-specific spatial-temporal features, can potentially be
extended to a wide range of interdisciplinary research topics

covering urban computing and social sciences, such as city-
wide crowd/traffic flow prediction and fine-grained wealth
estimation.

The preliminary results of our former related work was
archived [21]. This study extends the preliminary work by
(1) providing a comprehensive literature review to include the
most recent studies, (2) utilizing additional domain-specific
features, including road networks and building geometries
to examine the street canyon effect, and time-sensitive
features, such as weekends/weekdays, peak hours/non-peak
hours, seasonal indicators etc. to account for their spatial or
temporal effects on air pollution variation (3) providing a
saliency analysis to reveal the most salient domain-specific
features in predicting urban air pollution. The rest of this
paper is organized as follows. Section II reviews the related
works in urban air pollution modelling and highlights the
research gaps and the significance of our contribution.
Section III illustrates our proposed novel methodology for
fine-grained air pollution estimation at the city-level and air
pollution forecast at the station-level. Section IV describes
the experimental setting and results in details. Section V
discusses the implications of the experimental results and
charts future research directions. Section VI concludes the
study.

II. RELATED WORKS
Our literature review highlights the strengths and limitations
of existing air pollution modelling studies and the challenges
of urban air pollution modelling using deep learning.

A. PHYSICAL-BASED URBAN AIR POLLUTION
MODELLING
Physical-based models have been proposed to simulate
the air pollution process in urban areas characterized by
complex building geometries and road networks [5]. Utilizing
pollutant emissions from different sectors such as industry,
household, and transportation, fine-grained air pollution
estimation can be achieved by solving computational fluid
dynamics (CFD) equations that describe the physical and
chemical processes in urban environments [22]. With sim-
plified assumptions on the pollutant distribution, semi-
empirical models such as the Gaussian dispersion model can
reduce the computational complexity of CFD [23]. Although
physical-based models have capitalized on the scientific
understanding of the pollution diffusion process, they have
drawbacks, including the high computational cost [24] and
the inaccuracies and uncertainties in time-dependent inputs
such as traffic emission estimates [25]. Such limitations
have made it difficult for physical-based models to provide
fine-grained air pollution estimation in a large geographical
scale such as the entire city in real-time.

Apart from CFD-based models which have examined the
dispersion of air pollution, chemical transport models (CTM)
have focussed on the source and transport of chemical
species, including CMAQ [26], MOZART [27], WRF-
chem [28], NAQPMS [29], etc. They have forecasted air
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pollution by simulating the physical and chemical processes
and providing the pollutant plus its chemical components.
However, the forecasting accuracy of these models are
highly constrained as compared to the empirical data-driven
models [30]–[32]. This may be caused by the uncertainty of
emission inventories and the structural uncertainty associated
with complex atmospheric chemical and physical processes
[33], [34]. Research showed that emission rates estimated
by these emissions models may result in ±50% uncertainty
in most situations [35]. Besides, most CTM simulations
work offline because they consume significant computational
resource and time due to high computational complexity [36].
Thus, the applicability of CTM is constrained though they
perform better in interpretability as compared to the empirical
data-driven counterparts.

B. TRADITIONAL DATA-DRIVEN URBAN AIR POLLUTION
MODELLING
Data-driven approaches to urban air pollution modelling,
departing from physical-based models, are based on patterns
learned from historical data. With some assumptions on the
air pollution process, such models have achieved a lower
computational cost and a comparable or better performance.
Early attempts adopted statistical models for urban air
pollution modelling, including inverse distance weighting
(IDW), Kriging, and land-use regression for fine-grained air
pollution estimation [37], [38], and autoregressive integrated
moving average (ARIMA) for air pollution forecast at
monitoring stations [39]. More advanced data-driven air
pollution modelling studies were undertaken based on
machine learning models such as support vector regression
(SVR), random forest (RF), and artificial neural network
(ANN) [6]. These data-driven models capitalized on the
strengths of machine learning in capturing the non-linear
relationship between air pollution and urban dynamics data.
However, the number of air pollution monitoring stations is
often limited, making it challenging to train machine learning
models given that ground-truth air pollution measurements
are sparse.

Twomajor approaches have been adopted to tackle the data
sparsity issue. On the one hand, to improve the coverage of
real-time air pollution measurements, portable sensors can be
deployed to different urban environments via participatory
sensing [40], vehicular sensing [41], or unmanned aerial
vehicle (UAV) sensing [42]. However, a large-scale sensor
deployment throughout the city tends to be highly costly and
requires significant effort for sensor calibration [43]. On the
other hand, some advanced data-drivenmodels have sought to
better capture the spatial correlation of air pollution and proxy
data for fine-grained air pollution estimation at the city-wide
level. These studies often divided a city into disjoint grids
(e.g., 1km x 1km) and assumed that air pollutant values in
the same grid remain constant. Zheng et al. [44] proposed a
semi-supervisedmachine learningmethod to estimate air pol-
lution in grids not covered by monitoring stations by jointly
training a spatial classifier (ANN) utilizing spatial features

including POIs and road networks, and a temporal classifier
(conditional random field (CRF)) using temporal features
including meteorology, traffic, and human mobility. Along
this line, Chen et al. [45] proposed a semi-supervised ensem-
ble learning model for air pollution estimation at a target grid,
highlighting the importance of selecting spatial features from
the nearest grids having monitoring data and sharing similar
characteristics. Further, Zhu et al. [46] proposed a Granger-
causality-based data-driven model to estimate air pollution
levels in a target grid, based on Granger-causal urban
dynamics obtained from the most influential grids (which
could be geographically far away). By selecting the most
relevant urban dynamics data, the Granger-causality-based
model achieved higher accuracy than baseline models using
all urban dynamics data from nearby grids. Moreover, several
advanced data-driven models have attempted to forecast air
pollution at monitoring stations, while utilizing the spatial
correlation of air pollution and proxy data. By modelling
the spatial dependence and temporal dependence between air
pollution and urban proxy data separately, Zheng et al. [47]
developed a hybrid machine learning framework consisting
of a spatial predictor (ANN) and a temporal predictor (CRF)
to forecast hourly air pollution levels at monitoring stations
in the next two days. Zhao et al. [10] proposed a multi-task
learning framework to jointly estimate city-wide fine-grained
air pollution the current hour and forecast hourly air pollution
at monitoring stations the next three hours. Nevertheless,
given that traditional machine learning models have not
learned complex non-linearities from deep representations of
spatial-temporal data [48], it remains difficult for traditional
data-driven models to capture urban air pollution accurately.

C. DEEP LEARNING-BASED DATA-DRIVEN URBAN AIR
POLLUTION MODELLING
Deep learning or deep neural network models have advanced
the state-of-the-art in data-driven urban air pollution mod-
elling. By learning deep representations and complex
non-linear relationships from a large amount of heteroge-
neous spatial-temporal data in urban environments, deep
learning models have achieved higher accuracy in air pol-
lution modelling tasks, including fine-grained air pollution
estimation at the city-wide level and air pollution forecast at
the monitoring station level.

1) FINE-GRAINED AIR POLLUTION ESTIMATION
A number of deep learning models have been proposed
for fine-grained air pollution estimation at the city-wide
level. Given that air pollution measurements are usually
geographically sparse, deep learning models, like other
machine learning approaches that are often data-intensive,
have faced significant challenges due to the lack of ground
truths. Vehicular sensing platforms have been developed to
tackle the data sparsity issue. Ma et al. [49] proposed an
autoencoder framework to recover a real-time high-resolution
air pollution map covering a district in a city, based on a
ConvLSTM model. Similarly, Do et al. [50] proposed an
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autoencoder framework to recover real-time high-resolution
air pollution in discrete locations in a city, based on a GCN
model. However, the need of highly costly auxiliary sensors
for experimentation often limits the generalizability of this
approach. Yan et al. [51] proposed to utilize satellite images
for fine-grained air pollution forecast, but the limited time
granularity and long time-lag render the utility of open
satellite images in real-time applications ineffective. Some
deep learning models have been proposed to better capture
the spatial-temporal variation of air pollution across the
city, utilizing urban proxy data that are readily available.
Cheng et al. [7] proposed an attention-based hybrid deep
learning framework based on the intuition that not all
monitoring data contributed equally to air pollution levels
at a specific location. The attention model integrated an
LSTM model for sequential dynamic data (air pollution and
meteorology) modelling and a feedforward neural network
for spatial static data (POI and road network) modelling to
automatically learn the weights of air pollution monitoring
stations for estimation in new locations the current hour.
Along this line, Han et al. [52] further proposed a multi-
channel attention-based GCNmodel to fuse the static and the
dynamic aspect of spatial correlation. Along another line of
study, Ma et al. [53] utilized a multi-task learning framework
based on the observed air pollutant data and fine-grained
air pollution estimations generated by a dispersion model,
highlighting the use of physical-based models to guide the
machine learning process. However, these methods have
mainly focused on the temporal features and paid limited
attention to the spatial features. The graph data structure that
is deployed to model the spatial relationships have only taken
into account the distance between different stations, ignoring
the directional information and other more complex spatial
morphological features, such as building height/density.

2) AIR POLLUTION FORECAST
By exploiting the strengths of deep learning in capturing
the non-linear temporal correlation of time series data,
many studies have demonstrated better performance of deep
learning models for air pollution forecast at monitoring
stations. Earlier studies utilized the recurrent neural net-
work (RNN) model and its variants, including the LSTM [19]
and gated recurrent unit (GRU) model [54], to capture the
temporal dependence of air pollution. More recent studies
have extended the RNN-based air pollution modelling using
a variety of techniques, such as bi-directional LSTM [55],
variational mode decomposition (VMD) to decompose time
series data according to the frequency domain [56], filling
in missing data via iterative training [57], incorporating
weather forecast data [58], focusing on the most relevant
information using attention mechanisms [59], accounting for
forecast uncertainties using Bayesianmethods [60], and using
transfer learning to forecast air pollution at a newly built
station [61]. Other deep learning models covering denoising
autoencoder [62] have also been adopted for air pollution
forecasting. However, these extensions have yet addressed

the spatial dependence of air pollutant data. By incorporating
a CNN or GCN component into the RNN-based model,
hybrid deep learning models such as CNN-LSTM [63], [64],
GCN-LSTM [65], and GCN-GRU [66] were proposed for air
pollution forecast, to take into account the spatial dependence
of nearby observations including air pollution and auxiliary
data such as meteorology and urban morphology. In addition
to the RNN-basedmodelling, the one-dimensional CNN (1D-
CNN) model was used to extract the temporal dependence
of urban dynamics observed at a station [67] or nearby
stations [68]. A self-attention variational autoencoder was
developed to capture the time-series nature of air pollutants
through latent space modelling [69]. A deep fusion network
consisting of multiple deep feedforward neural networks
for air pollution forecast was proposed by capturing the
complex interactions between different influential factors
such as air pollutants and meteorological conditions [8].
Moreover, a few deep learning models have been proposed to
simultaneously provide fine-grained air pollution estimations
for the entire city and air pollution forecasts for monitor-
ing stations. Chen et al. [9] developed a multi-task CNN-
LSTM framework to estimate fine-grained air pollution for
the current hour and forecast air pollution at monitoring
stations in the next 48 hours through shared spatial-temporal
representations across different grids in a city. Similar to the
aforementioned, these studies have relied on relatively simple
spatial modelling strategies such as graph or one-dimensional
CNN, taking into account the nearest monitoring stations
and ignoring directional information. In addition, earlier
studies have yet to fully exploit important street canyon-
related features, such as road density, building density/height,
and street canyon. Hence, it remains unclear how these
advanced spatial modellings, such as CNNs, can be better
utilized to capture the street-level spatial characteristics, and
their interactions with air pollutant dispersion processes in
an urban environment. Recently, Wang et al. [70] explored
the application of convolutional LSTM (ConvLSTM), which
fully capitalizes on the geographical information to forecast
PM2.5 concentration in the next 24 hours. However, such a
deeply coupled model (by coupling the convolutional layers
with the recurrent layers) is complex and computationally
expensive. A hybrid CNN-LSTM model that achieves
improved performance by capturing both the spatial and
temporal dimensions of air pollution characteristics, while
exploiting just a few parameters, is desirable for fine-grained
air pollution estimation and forecast.

D. DOMAIN-SPECIFIC DEEP LEARNING FOR URBAN AIR
POLLUTION MODELLING
Although deep learning models have achieved state-of-the-
art performance in air pollution modelling, they tend to
suffer from model overfitting due to limited and biased
data. Moreover, the interpretability of deep learning models
is often low, given their ‘‘black box’’ nature. Existing
studies have highlighted the importance of domain-specific
modelling to improve the generalizability and interpretability
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TABLE 1. A summary of deep learning studies in urban air pollution modelling and our new contributions to this study.

of deep learning-based air pollution modelling. On the one
hand, domain-specific auxiliary features that are highly
relevant to the air pollution process have been taken into
account, such as meteorology [59], weather forecast [72],
POIs such as buildings [11] and factories [73], traffic [57],

road networks [7], factory emissions [9], and time features
such as month and day of the week [72]. On the other hand,
the incorporation of domain-specific knowledge to guide the
model learning process has been investigated. Han et al. [60]
incorporated a specific regularization term into the model
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training procedure to penalize PM forecast inconsistent with
domain knowledge, particularly, the high correlation between
PM2.5 and PM10 pollutants observed in empirical studies.
Ma et al. [53] utilized domain knowledge adopted in an
air pollution dispersion model to calculate a neural network
model’s loss function based on the observed air pollutant data
and the simulated pollution data generated by the dispersion
model. Moreover, Ma et al. [49] interpreted the connection
between a ConvLSTM model and a simplified dispersion
model, demonstrating that the dispersionmodel’s coefficients
were automatically learned from data during the model
training. Nevertheless, without proper changes in the model
structure, domain-specific model training might still fail to
address the complex interactions between various factors
contributing to air pollution changes over space and time.

Domain knowledge has been exploited in tailor-making
deep learning model structures to better capture the air
pollution process. Yi et al. [72] proposed an ensemble
deep learning framework, where each component (deep
feedforward network) was designed according to domain
knowledge, i.e., the direct and indirect factors that can affect
air pollution. Attention-based LSTM models were used to
learn the impacts of wind speed and wind direction [59]
and industrial processes [73] on PM2.5 and the air pollutant
dispersion process across the stations [52]. However, the
deep feedforward network or LSTM model was incapable
of addressing the complicated spatial relationship between
those factors. Lin et al. [11] constructed a unidirectional
graph based on the similarity between the monitoring
locations and the nearby influential features such as roads
and buildings, using a diffusion convolution method to
extract the spatial dependence from the graph-structured
data. Chen et al. [9] proposed a hybrid CNN-LSTM model
for air pollution estimation and forecast, utilizing a graph
embedding layer to generate high-level representations of
spatial data as inputs to a CNN model, while preserving
the spatial relationship among nodes in the POI and road
network graphs. Wang et al. [71] proposed a knowledge-
graph-based hybrid GCN-GRU model for PM2.5 pollution
forecast, where domain knowledge was explicitly encoded
into a bidirectional graph as attributes of nodes (such as
wind speed) and edges (such as the impact of wind speed on
PM2.5 transport from one node to another). However, until
now, the street canyon effect has largely been overlooked in
existing domain-specific deep learning studies. The spatial
interactions between various urban dynamics have yet to be
fully addressed by deep learning-based air pollution models
to capture the street-level variation of air pollution in urban
areas characterized by high-rise buildings and complex traffic
conditions.

E. RESEARCH GAPS AND NEW CONTRIBUTIONS
Existing data-driven or deep learning air pollution estimation
and prediction studies are yet to explore in details how
deep learning models can better capture the characteristics
of the complex spatial interactions among air pollutants and

urban dynamics data, such as background pollution level
and the street canyon effect. Until recently, no rigorous
deep learning model has yet been developed to take fully
into account the urban street canyon effect for fine-grained
air pollution estimation at the city-wide level and air
pollution forecast at the station-level (see Table 1 for a
summary of the related works and new contributions of
our study). Based on our preliminary works in urban air
pollution modelling [21], our study fills this gap by proposing
a hybrid CNN-LSTM model, Deep-AIR, to capture the
spatial-temporal correlations between different air pollutants
and other important urban dynamics (e.g., weather, traffic
speed, traffic congestion, road density, building density and
height, and street canyon), utilizing 1 × 1 convolution
layers that facilitate the spatial information exchange across
different urban dynamics. Specifically, our work presents the
following novelties:

1) Deep-AIR presents a first hybrid CNN-LSTM deep
learning model for both fine-grained air pollution
estimation and forecast, with the CNN component
being integrated to an LSTM model for learning the
spatial variations of air pollutant characteristics; in
particular, a 1×1 convolution layer is designed to cap-
ture the spatial interactions between air pollutants and
important urban dynamic features, including, weather,
traffic (traffic speed and congestion), and urban
morphology (road density, building density/height, and
street canyon).

2) Deep-AIR captures the domain-specific features, such
as background pollution and street canyon in the CNN-
LSTM model, and achieves the best performance as
compared to other baselines (see Table 1).

3) Saliency analysis of input features are conducted to
reveal the relative significance and contribution of
different domain-specific features in estimating (at the
city-wide level) and forecast (at the station-level) urban
air pollution levels in Hong Kong and Beijing, which
makes Deep-AIR more interpretable, and benefits
future model improvements.

III. METHODOLOGY
This study proposes Deep-AIR, a deep learning framework
to estimate fine-grained air pollution at the city-wide level
for the current hour and forecast air pollution at monitoring
stations for up to 24 hours, utilizing readily available
urban dynamics data. Hybrid deep learning models that
combine CNN and LSTM have been extensively used for
spatial-temporal data [48]. Our proposed framework utilizes
a spatial model to generate a high-level representation
at each time step and learns the temporal correlation of
these representations through a temporal model. Compared
to a parallel structure where the final outputs of a spa-
tial model and a temporal model have been combined,
our current Deep-AIR framework exploits a sequential
structure to capture the historical interactions between
the spatial-temporal features. Specifically, the framework
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FIGURE 2. Overall structure of Deep-AIR, a hybrid CNN-LSTM deep learning framework.

consists of three sequential components, including (1) a data
pre-processing component to generate an image-like grid-
structured dataset, with sparse/missing values interpolated
temporally and spatially, (2) a residual CNN (AirRes) com-
ponent for extracting spatial features and their interactions,
using 1× 1 convolution layers that facilitate the information
exchange across different urban dynamic features, and (3) an
LSTM component for modelling the temporal dependence
of the extracted spatial representations for air pollution
estimation and forecast. Figure 2 shows the overall structure
of Deep-AIR.

Under our proposed framework, two deep learning models
were developed for fine-grained air pollution estimation and
air pollution forecast separately, using the same network
structure except for the final output layer (see Sections III-
B and III-C for more details). The key difference between the
two is whether historical ground truth values are available and
how they are utilized (see Section III-A for more details). For
fine-grained air pollution estimation, historical air pollutant
data are only available at air pollution monitoring stations,
whilst the estimation model aims to estimate the air pollutant
concentrations at all locations, including those without air
pollution monitoring stations. In contrast, for air pollution
forecast at themonitoring stations, historical air pollutant data
are available at each station.

A. DATA COLLECTION AND PRE-PROCESSING
COMPONENT
A list of key urban proxy features was collected and processed
for model input, with specific data types and definitions
being listed in Table 2. Apart from the commonly used air
pollutant concentration, meteorological and traffic condition
data, our model incorporated street-canyon and background
pollutant domain-specific features. To account for the street
canyon effect, which is a typical feature of the urban
environments [15], urban morphological data linked to the
formation of street canyon, including road density, building
density, and building height were collected. Besides, a binary
indicator was used to indicate the presence/absence of a
road, a tall building, and traffic congestion in parallel to
indicate whether a street canyon is likely to exist. Our model
has also addressed the effect of background pollution on
pollutant concentration in the urban environments. Pollutant
concentration consists of both background pollution and
local pollution [74]. They are both generated from regional
sources and local sources, respectively, and exhibit different
spatial-temporal patterns. The 10th percentile of the pollutant
measurements at each time step was taken as the background
pollution [75]. Both street-canyon and background pollutant
data were concatenated to the regular air pollutant data to
form the input vector, which enhances the capability of our
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proposed Deep-AIR tomodel the complex physical processes
for accurate inference.

The air pollution and urban proxy data were pre-processed
as follows. First, a city map was divided into thousands
of disjoint grids by longitude and latitude. Each grid was
associated with air pollutant data and other urban dynamics
data, including weather, traffic (traffic speed and congestion),
and urban morphology (road density, building density and
height, and street canyon), for every time step. As a result,
the input data structure for the whole city was like a
sequence of n-channel images. Each pixel in the image-like
data corresponded to a grid on the map, and each channel
corresponded to one kind of air pollutants or other urban
dynamics data. Second, a two-stage interpolation method
was adopted to fill in missing values in the temporal and
spatial dimensions separately to reduce the noise due to
missing data, address the sparsity of monitored data, and
obtain a fixed input size for model training. In the first
stage, an interpolation of historical data in the temporal
dimension was conducted to recover missing values due
to issues such as equipment failure. We used the Single
Value Thresholding (SVT) algorithm proposed in [76], which
formulates the missing data recovery problem as a low-rank
matrix completion problem. The SVT-based interpolation
performed better than other interpolation methods in the
temporal dimension because it can capture the low-rank
property of the air pollutant data [76]. In the second stage,
a spatial interpolation for air pollution and meteorological
data was performed to impute each grid’s inherently missing
values due to the sparsity of air pollutant and meteorological
data monitoring stations. The spatial interpolation method
was based on the nearest observations, using the inverse
distance squared weighting function. The squared weighting
function was chosen by trial and error (across the linear,
squared, and cubic weighting functions). Finally, after the
temporal and spatial interpolations, each input feature (except
for categorical features) was normalized by subtracting its
mean and dividing by its standard deviation. A complete and
normalized grid-structure dataset was generated separately
for our proposed fine-grained air pollution estimation model
and forecast model. The key difference between the two
is in the interpolation of missing data. For fine-grained air
pollution estimation, historical air pollutant data are only
available at locations with air pollution monitoring stations,
whilst the estimation model aims to estimate the air pollutant
concentrations at all locations, including those without air
pollution monitoring stations. The missing air pollutant
values at these locations without historical air pollutant
data cannot be interpolated temporally. Instead, they are
interpolated spatially, based on observations from the nearest
monitoring stations. In contrast, for air pollution forecast
at the monitoring stations, historical air pollutant data are
available at each station, and may be used to recover missing
data at that station via temporal interpolation. In addition,
missing data may also be recovered via spatial interpolation
of observations from the nearest monitoring stations.

Time-sensitive indicators, including seasonal-specific,
calendar-specific, and peak hour indicators, were included
as input features. Specifically, a seasonal-specific indicator
representing four seasons was included to account for
the seasonal effect [18]. A calendar-specific indicator was
also included to distinguish the difference in pollutant
concentration between the working days and the non-working
days (weekends and public holidays) [77]. In addition, a peak
hour indicator was also included to reflect the difference in
the peak hour and the non-peak hour concentrations due to
human activities in both the morning and the evening [78].
The peak hours are defined as the three consecutive peak
hours in the morning and in the evening. Experimentally,
these calendar indicators facilitated the training speed and
improved inference accuracy.

B. DEEP RESIDUAL COMPONENT
After data pre-processing, a sequence of city-wide ‘‘picture’’
of urban dynamics was obtained. The picture-like data
was fed into a CNN model, capable of extracting spatial
information from high-dimensional data. To better capture
the complex spatial relationship between various urban
dynamics, the structure of the CNN model was modified to
improve (1) the capability in learning spatial representations
through deeper network structures and (2) the information
exchange across different channels (urban dynamics).

1) DEEP RESIDUAL NETWORK
Deep CNN models have achieved outstanding performance
in learning high-level representations from spatial data.
However, as the neural network layers continue to deepen,
it becomes challenging to train the network model due to
the gradient exploding and gradient vanishing problems.
Sometimes, adding more layers to a network model may
even deteriorate the performance [79]. A deep residual
network (ResNet) model was proposed to overcome the
gradient exploding/vanishing problems when training deeper
neural networks [79]. ResNet is a type of CNN that adds
an identity mapping on each network block. A ResNet is
made up of a series of blocks (residual units), and a residual
unit consists of a few convolutional layers and an identity
mapping, as shown in Equation 1.

X (l+1)
= X (l)

+ F(X (l)) (1)

where
X (l) denotes the input matrix of the l th unit,
X (l+1) denotes the output matrix of the l th unit,
F represents the identity mapping function applying

to the input.
The residual units create a shortcut for the information

flow, thus benefiting the training process of very deep
networks. The capability of ResNet to capture spatial features
through deeper networks has been demonstrated in other
urban computing scenarios using spatial-temporal data, such
as traffic flow prediction [80].
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FIGURE 3. The structure of the proposed AirRes model.

A CNN model with a deep structure is needed to extract
high-level representations from the spatial correlations
between different urban dynamics for urban air pollution
modelling. Therefore, a ResNet model was utilized in
our framework, but with modifications to better address
the spatial interactions between different urban dynamics
(see Section III-B2 for more details). The deep residual
component was constructed using a series of modified
residual units, processing the n-channel grid-structure input
data at each time step, and mapping them into a sequence of
feature vectors, representing the extracted spatial information
from urban dynamics data.

2) 1×1 CONVOLUTION
Although the image-like urban dynamics input data can
be readily utilized by the ResNet model adopted in Deep-
AIR, the unique characteristics of the air pollution process,
particularly the cross-feature spatial interactions across air
pollutants and important urban dynamics, are yet to be fully
taken into account. As mentioned in Section I and Figure 1,
the dispersion of air pollutants in urban environments is
strongly dependent on influential factors such as weather
(e.g., wind speed and direction can affect the transport of
PM2.5 pollutants) and street canyons (e.g., the levels of
traffic-related pollution tend to be higher in high-density
areas than open areas). Therefore, the ResNet model needs
to be modified to strengthen the information exchange of
different urban dynamic input channels. We developed a
tailored ResNet model for air pollution modelling, named
AirRes, to address this challenge (see Figure 3). In the
modified ResNet model, a 1 × 1 convolutional layer was
inserted between each two adjacent residual units. 1 × 1
convolution is widely known for reducing the number of
channels in GoogLeNet architecture [81]. However, it can
also facilitate information interflow across channels [82]
because the output of a 1×1 convolutional layer is equivalent
to a linear combination of different feature maps.

C. LSTM COMPONENT
An LSTM model is a special kind of RNN model char-
acterized by advanced memory blocks rather than simple
neurons at each time step. An LSTM’smemory block consists
of three gates to control the information flow within the
memory block, namely, an input gate, a forget gate, and
an output gate. Figure 4 shows the structure of an LSTM

FIGURE 4. The structure of an LSTM block.

block. Due to the carefully designed gates, LSTM networks
can avoid the gradient exploding/vanishing problem in RNN
while remembering the long-term temporal correlation of
sequential features, making it better in modelling time series
data.

After extracting high-level spatial features through the
deep residual component for each time step, the extracted
feature matrix (a sequence of feature vectors for all time
steps) was fed into the LSTM component. Whilst certain
spatial feature, such as building density, remains unchanged
over time, its high-level representation was incorporated
into the LSTM component to account for the interactions
between the static features and the time-varying features
throughout the air pollution estimation and forecast process.
For example, despite building density being a static feature,
the interactions between building density and traffic conges-
tion can still vary across different hours, especially across the
rush and the non-rush hours.

An LSTM’s memory block is defined in Equation 2. The
final hidden state of the LSTM component was used for air
pollution estimation and forecast, using a fully connected
layer. For fine-grained air pollution estimation at the city-
wide level, one output was generated for an input matrix,
representing the air pollution in a grid for the current hour. For
air pollution forecast at monitoring stations, multiple outputs
were generated for an input matrix, representing the hourly
air pollution levels at a monitoring station for the subsequent
hours.

it = σ (Wixt + Uiht−1)

ft = σ (Wf xt + Uf ht−1)

ot = σ (Woxt + Uoht−1)

ct = ft � ct + it � tanh(Wcxt + bc)

ht = tanh(ct )� ot (2)

where
t denotes a time step,
W and U are matrices of the network parameters,
xt is the extracted feature vector at the time step t ,
ht represents the hidden state at the time step t ,
it represents the input gate at the time step t ,
ft represents the forget gate at the time step t ,
ot represents the output gate at the time step t ,
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ct corresponds to the cell unit at the time step t ,
� denotes elementwise product.

D. MODEL TRAINING, ESTIMATION, AND FORECAST
The details of training the proposed Deep-AIR framework
are shown as follows (see Algorithm III-D). After data pre-
processing, a patch training algorithm was used to train
two models for fine-grained air pollution estimation at the
city-wide level and air pollution forecast at the monitoring
station-level, separately. During model training, for each pair
of the input and output data, the input was a patch of the
grid-structured map, with one monitoring station located at
the center of the patch, and the output was the air pollutant
value measured at the center.

Algorithm 1a Patch Training for City-Wide Fine-Grained
Air Pollution Estimation
Require:
the period of historical data T , stations S and grids G,
patch size N , observed air pollution measurements P =
{pts}t∈T ,s∈S , historical grid-structured air pollution dynamics
Q̂ = {q̂tg}t∈T ,g∈G, (where air pollution dynamics at each
monitoring station are interpolated by other stations), histor-
ical grid-structured urban proxy dynamics R = {r tg}t∈T ,g∈G,
the length of historical urban dynamics (as the model input)
W , network structure f 1, using randomly initiated network
parameters θ , learning rate λ
1: repeat
2: for t from 1 to T do
3: Sample a station s from 1 to S
4: Obtain a set of N × N grids Ĝ, with Ĝ centered

on s
5: for t ′ ∈ [t −W + 1, t] do
6: Crop a patch d̂ t

′

s = {q̂
t ′
k ⊕ r

t ′
k }k∈Ĝ from Q̂ and

R (⊕ denotes matrix concatenation)
7: end for
8: Estimate the current air pollutant for station s:
yts = f 1θ (d̂

t−W+1
s , . . . , d̂ ts )

9: Calculate the loss L = ‖pts − yts‖2
10: Perform backpropagation to update

θ : θ ← θ − λ∂L/∂θ
11: end for
12: until stopping criteria is met

Output: A network model with optimized parameters f 1θ

The details of estimating fine-grained air pollution and
forecasting air pollution using our proposed Deep-AIR
framework are as follows (see Algorithm 2). For fine-grained
air pollution estimation, a patch of historical urban dynamics
data was generated for each grid on the map, including areas
not covered by air pollution monitoring stations. For air
pollution forecast, a patch of historical urban dynamics data
was generated for each air pollution monitoring station on
the map. Using the generated patches as the model inputs,

Algorithm 1b Patch Training for Air Pollution Forecast at
Monitoring Stations
Require:
the period of historical data T , stations S and grids G,
patch size N , observed air pollution measurements P =
{pts}t∈T ,s∈S , historical grid-structured air pollution dynamics
Q = {qtg}t∈T ,g∈G, ((where air pollution dynamics at each
monitoring station are the observed ground truths)), historical
grid-structured urban proxy dynamics R = {r tg}t∈T ,g∈G, the
length of historical urban dynamics (as the model input) W ,
the length of forecast hours L (L ≥ 1), network structure f 2,
using randomly initiated network parameters φ, learning rate
λ

1: repeat
2: for t from 1 to T do
3: Sample a station s from 1 to S
4: Obtain a set of N × N grids Ĝ, with Ĝ centered

on s
5: for t ′ ∈ [t −W + 1, t] do
6: Crop a patch d t

′

s = {q
t ′
k ⊕ r

t ′
k }k∈Ĝ fromQ and

R (⊕ denotes matrix concatenation)
7: end for
8: Forecast air pollutant at station s:

[yt+1s , . . . , yt+Ls ] = f 2φ (d
t−W+1
s , . . . , d ts )

9: Calculate the loss L =
∑t+L

t+1 ‖p
t
s − y

t
s‖

2/L
10: Perform backpropagation to update φ: φ ← φ −

λ∂L/∂φ
11: end for
12: until stopping criteria is met

Output: A network model with optimized parameters f 2φ

the fine-grained estimation model predicted a fine-grained air
pollution estimation map for the entire city the current hour,
and the air pollution forecast model predicted air pollution for
each air pollution monitoring station the subsequent hours.

E. SALIENCY ANALYSIS
In addition to model training and forecast, a post-hoc explain-
able module to the proposed deep learning framework was
added. Specifically, a saliency analysis to better understand
the influential features affecting air pollution forecast was
conducted. As illustrated by the previous work [83], the
gradients with respect to the input values can reflect how
much each input feature contributes to the output value. The
output (i.e., air pollution forecast) near a single point can be
approximately expressed by Equation 3a. The magnitude of
each dimension of the gradient indicates the sensitivity of
the output values to the particular input feature. By taking
the average of the absolute gradient for each model input
over the whole training set, the saliency score is defined by
Equation 3b.

y ≈ w(x)T x+ b (3a)

s =
∑
x,y∈D

|w(x)|
|D|

(3b)
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Algorithm 2 Fine-Grained Air Pollution Estimation and Air
Pollution Forecast
Require:
the current time t?, fitted network models f 1θ and f 2φ , stations
S and grids G, patch size N , the period of historical
data T , historical grid-structured air pollution dynamics Q,
(where air pollution dynamics at each monitoring station
are the observed ground truths), historical grid-structured
air pollution dynamics Q̂ (where air pollution dynamics at
each monitoring station are interpolated by other stations),
historical grid-structured urban proxy dynamicsR, the length
of historical urban dynamics (as the model input) W , the
length of forecast hours L (L ≥ 1)
1: for g from 1 to G do
2: Obtain a set of N × N grids Ĝ, with Ĝ centered on g
3: for t ′ ∈ [t? −W + 1, t?] do
4: Crop a patch d̂ t

′

g = {q̂
t ′
k ⊕ r

t ′
k }k∈Ĝ from Q̂ and R

5: if g ∈ S then
6: Crop a patch d t

′

g = {q
t ′
k ⊕ r

t ′
k }k∈Ĝ fromQ and

R (⊕ denotes matrix concatenation)
7: end if
8: end for
9: Estimate the current air pollutant for grid
g: yt

?

g = f 1θ (d̂
t?−W+1
g , . . . , d̂ t

?

g )
10: if g ∈ S then
11: Forecast air pollutant for grid g:

[yt
?
+1

g , . . . , yt
?
+L

g ] = f 2φ (d
t?−W+1
g , . . . , d t

?

g )
12: end if
13: end for
Output: a fine-grained air pollutant map at t?, air pollution
forecasts of the air pollutionmonitoring stations from t?+1 to
t? + L

where

x is the input data consisting of different features
(urban dynamics),
y is the forecasted air pollution value,
w and b are, respectively, the weight parameters

and the bias parameter to approximate the relationship
between x and y (w is the derivative of y with respect
to x),
D is the whole training set,
s is the saliency score vector that corresponds to the

input features

IV. EXPERIMENTAL SETTING AND RESULTS
A. EXPERIMENTAL SETTING
We collected two datasets, namely, Hong Kong for 16months
(Dec 2018-Mar 2020) and Beijing for 19 months (Jan 2017-
Jul 2018). Table 2 details the data types and how the data are
derived or labelled. The data source and the number of data
points covering the data collected for the two cities have been
listed in Table 2. After data collection, for the data updated
more frequently than once per hour, they were averaged for

each hour so that the frequency of every kind of data was
aligned to one hour.

We pre-processed the Hong Kong and Beijing datasets
as follows. First, we constructed grid-structured datasets.
We divided Hong Kong into 1km×1km grids, so the grid
structure was a 26-channel 44×60 map for each time
step. Similarly, we divided Beijing into 3km×3km grids,
so the grid structure was a 24-channel 50×55 map for
each time step. Second, we used a random 80/10/10
split of the grid-structured dataset for each city as the
training set, the validation set, and the test set. Finally,
we interpolated the missing values in the grid-structured
input data, and normalized each numerical feature using its
mean and standard deviation derived from the training set
(see Section III-A for more details about the interpolation
procedure).

After data pre-processing, we conducted an experiment
to train and evaluate our proposed model for fine-grained
estimation (see Algorithm III-D). We also visualized the fine-
grained PM2.5 pollution estimates in Hong Kong and Beijing
across four seasons to better understand the geographical and
seasonal variation of the estimated levels of air pollution.
Moreover, we conducted another experiment to train and
evaluate our proposed model for forecasting 1-hr and 24-hr
air pollution at monitoring stations (see Algorithm III-D).
In addition to model training and evaluation, we conducted
a saliency score analysis to better understand the key
features that predict air pollution levels in Hong Kong and
Beijing.

We trained our proposed models, namely, the fine-grained
air pollution estimation model and the air pollution forecast
model, using the following settings. The patch size was set to
15. The AirRes component consisted of four residual units,
and each residual unit had two 3 × 3 convolution layers
with batch normalization and ReLU activation function. A
1 × 1 convolution layer was added between each two of
the residual units. For the LSTM component, the length
of the model input (past hourly observations) was set to
48 (hours), the number of LSTM layers was set to one
or two, and the hidden unit size was set to 128, 256,
or 512. A stochastic gradient descent optimizer was used
to train the model, and the learning rate of the optimizer
was set to 10-4. The training process was stopped when
the validation error was not improved in the latest five
epochs. The best hyper-parameters, including the number
of LSTM layers and the hidden unit size, were selected
based on the performance evaluated on the validation
set.

Five baseline models were included for model evaluation
and comparison. First, an autoregressive integrated moving
average (ARIMA) model, a statistical method for time
series analysis, was selected. Second, a standard LSTM
model, a widely used method for deep learning-based
air pollution modelling, was developed. Third, a standard
ConvLSTM model, a typical structure for spatial-temporal
data processing that integrates convolutional structures into

VOLUME 10, 2022 55829



Q. Zhang et al.: Deep-AIR: Hybrid CNN-LSTM Framework for Fine-Grained Air Pollution Estimation and Forecast

TABLE 2. Urban big data collected in Hong Kong from December 2018 to March 2020 and Beijing from January 2017 to July 2018.

an LSTM model, was constructed. Fourth, an attention-
based LSTM model for air pollution was implemented based
on [59]. Fifth, a hybrid model consisting of a GCN and
an LSTM structure (GCN-LSTM) was selected [66]. The
fourth and fifth baseline models are considered as state-of-
the-art models for air pollution forecast. The mean absolute
percentage error (MAPE) was used as the performance
metric for fine-grained estimation (see Equation 4a) and

forecast (see Equation 4b).

MAPEestimation =
1
n

n∑
i=1

|yci − y
?c
i |

yci
× 100% (4a)

MAPEforecast =
1
nL

n∑
i=1

t=L∑
t=1

|yti − y
?t
i |

yti
× 100% (4b)
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where

n is the sample size,
i identifies one test sample,
L is the length of the forecasting period (ranging

from 1 to 24),
y?ci is the ground truth air pollution value at the

current time,
yci is the estimated air pollution value at the current

time,
y?ti is the ground truth air pollution value at time step

t ,
yti is the forecasted air pollution value at time step t .

B. RESULTS
The proposed models and the baseline models were tested
based on the Hong Kong and Beijing datasets. Results show
that our proposed Deep-AIR framework has achieved the
best performance in fine-grained air pollution estimation
and air pollution forecast, while providing interpretations on
which features are most important in predicting urban air
pollution. We present the detailed results in the remaining
parts of this section.We will discuss why our proposed model
works better than the baseline models and which parts can be
improved in Section V.

Our proposed model has achieved better performance
than compatible baseline models when performing city-wide
fine-grained air pollution estimations for the current hour.
Table 3 shows the average error rate of different models for
fine-grained air pollution estimation at the station-level when
the local air pollution information was removed. The results
show that our proposed model has achieved the lowest error
as compared to the baselinemodels. On average, the error rate
of our proposed fine-grained estimation model is 31.1% and
34.2% in Hong Kong and Beijing, respectively.

Our proposed fine-grained estimation model has made
possible the evaluation of air pollution levels at a fine-grained
scale throughout the city. The city-wide fine-grained estima-
tion results are used to visualize the seasonal and geograph-
ical patterns of PM2.5 pollution in Hong Kong and Beijing
for one year. Figure 5 shows the average PM2.5 estimated
values in Hong Kong (March 2019 to February 2020) and
Beijing (March 2017 to February 2018) across four seasons,
including spring (from March to May), summer (from June
to August), autumn (from September to November), and
winter (from December to February). The average PM2.5
level was higher in Beijing than in Hong Kong during
the study period. The two air pollution visualization maps
demonstrate seasonal variations in PM2.5 estimated values.
For example, the PM2.5 estimates were slightly higher in
winter and spring but lower in summer, especially in Beijing,
which can be attributable to winter heating. Moreover, the
two maps illustrate the geographical variations of PM2.5
pollution estimates. For example, the PM2.5 estimates were
higher in the southern part of Beijing than in other parts of
the city during the winter, which can be attributable to the

regional transport of air pollutants across the Beijing-Tianjin-
Hebei region. Nevertheless, the geographical variation of
air pollution levels was small, especially in Hong Kong,
probably when air pollution episodes became insignificant
after averaging the hourly PM2.5 estimates of individual
seasons. Based on the hourly fine-grained air pollution
information, pollution episodes and hotspots can be further
identified for future analyses.

Moreover, our proposed model has outperformed the
baselines for forecasting air pollution at monitoring stations
in the next hour and over the next 24 hours. Tables 4
and 5 show the average forecast error rate of our proposed
model and the baselines. Different rows in these two tables
correspond to different experiments based on a different set of
urban features. Time-sensitive features (S) are included for all
Deep-AIR experiments. Although the forecast air pollution
levels for the next 24 hours is less accurate for all models,
our proposed model achieves the lowest error compared to
the baseline models, utilizing all available urban dynamics
data. In Hong Kong, the lowest forecast error is 21.1% in the
next hour and 32.3% over the next 24 hours. In Beijing, the
lowest forecast error is 23.9% in the next hour and 35.2%
over the next 24 hours. Moreover, when evaluating different
sets of input features, all models have achieved better results
when more types of features are inputted and poorer results
when less types of features are inputted. When two or more
types of urban dynamics are included, our proposed model
has outperformed the baseline models. Table 6 details the size
of parameters across different models. As shown in the Table,
our Deep-AIR model carries a larger parameter size than that
of Attention-LSTM and GCN-LSTM, though it has a smaller
parameter size than that of ConvLSTM. Given that our model
achieves improvement in performance, a higher complexity is
considered acceptable.

Although our proposed model has achieved the best
performance for forecasting 1-hr air pollution, the forecast
MAPE values has varied among our observed pollutants.
Figure 6 shows the correlation between the 1-hr forecast
values and the ground truth values of PM2.5 in Hong Kong
and Beijing. As shown on the two scatter plots, the points are
distributed closely around the identity line. The R-squared
value between the forecasted values and the ground truth
values is 94% in Hong Kong and 90% in Beijing, suggesting
that the 1-hr PM2.5 forecast values are highly consistent
with the ground truths. Table 7 shows the MAPE of 1-hr
to 24-hr air pollution forecast values by Deep-AIR for each
pollutant type inHong Kong andBeijing. In addition to PM2.5
values, Table 7 shows the MAPE of our proposed Deep-AIR
when forecasting the 1-hr air pollution level of each pollutant
type. Results show that our proposed model performs best
when forecasting PM2.5 and PM10 values in Hong Kong and
CO values in Beijing. The 1-hr forecast MAPE for PM2.5
and PM10 is 14.4% and 13.8% for Hong Kong, respectively
whilst the 1-hr forecast MAPE for CO values for 17.9% in
Beijing. However, for both cities, Deep-AIR may not be the
best to predict O3 in reasonable accuracy, likely due to the
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TABLE 3. MAPE of the fine-grained air pollution estimation the current hour for Deep-AIR and other compatible models (After removing the local air
pollution information).

FIGURE 5. Average PM2.5 concentrations across four seasons in Hong Kong and Beijing.

FIGURE 6. 1-hr PM2.5 forecast values by Deep-AIR vs. the ground-truth PM2.5 values in Hong Kong and Beijing.

TABLE 4. MAPE of the 1-hr and the 24-hr air pollution forecasts for Deep-AIR and other compatible models in Hong Kong.

irregularity in O3 patterns as compared to that of the other
pollutants. Given such irregularity in O3 patterns as time
evolves, it might be less desirable to learn the O3 patterns
entirely on historical data. As expected, the forecast MAPE
increases across a longer time frame. The average forecast
MAPE of the first 6 hours lie within 26% for Hong Kong

and lie within 29% in Beijing. However, for Hong Kong,
the respective forecast values of MAPE of the first 6 hours
for PM2.5 and PM10 are 18.7% and 18.2% only. Table 8
shows the MAPE of our proposed Deep-AIR for different
pollutants in different seasons. In Beijing, themodel performs
better in Summer and Autumn, and relatively worse in
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TABLE 5. MAPE of the 1-hr and the 24-hr air pollution forecasts for Deep-AIR and other compatible models in Beijing.

TABLE 6. Size of parameters of Deep-AIR and other compatible models for the fine-grained air pollution estimation.

TABLE 7. MAPE of 1-hr to 24-hr air pollution forecast values by Deep-AIR
for each air pollutant type in Hong Kong and Beijing.

TABLE 8. MAPE of 1-hr forecast values by Deep-AIR for each air pollutant
type in each season.

Spring and Winter. In Hong Kong, the model performs better
in Autumn, and has comparative performance in the other
seasons.

Table 9 shows the ablation study for the added new features
based on domain-specific knowledge and the newly proposed
model structure. It shows that domain-specific features that
accounted for the street canyon effects has improved Deep-
AIR’s performance in both fine-grained pollution estimation
and forecast. The revised ResNet in our model could make

use of the abundant underlying geographical information and
model the related physical process. Although the background
pollutant feature has not improved the accuracy of 1-hour
forecast substantially, it can benefit long-term forecasting
and fine-grained estimation. The ablation analysis has further
confirmed that the deployment of 1×1 convolution layers can
better capture the spatial interactions between different urban
dynamics for both short-term and long-term air pollution
forecast.

Furthermore, the saliency analysis has shed more insights
on which temporal and spatial features are important
predictors for urban air pollution in Hong Kong and China.
Figure 7 highlights the saliency scores of the temporal and
spatial features that best predict air pollution in Hong Kong.
For Hong Kong, spatial urban morphological features, such
as street canyon effect and road density, are relatively more
salient in predicting NO2, as compared to other temporal
features such as wind speed. Similarly, spatial urban mor-
phological features such as building density and height, and
street canyon effect are relatively more salient in predicting
SO2 as compared to other temporal features such as traffic
speed. In contrast, temporal features, such as historical
air pollutant features, NO2, O3, and PM10, and historical
meteorological features, such as temperature, pressure, and
humidity, are relatively more salient in predicting PM2.5 and
PM10, as compared to spatial urban morphological features,
such as road density. Meanwhile, temporal features such
as humidity, temperature, wind speed, and wind direction
are relatively more salient in predicting O3 as compared
to spatial urban morphological features such as building
density and height, and road density. In the absence of key
spatial urbanmorphological features from the Beijing dataset,
temporal features such as historical air pollutants, traffic con-
gestion, wind direction, and seasonal indicator are the most
salient temporal predictors of air pollutants level in Beijing
(see Figure 8).

V. DISCUSSION AND FUTURE WORKS
This study aims to estimate fine-grained air pollution at
the city-wide level for the current hour, while forecasting
air pollution at monitoring stations in the short term
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TABLE 9. Ablation study for domain-specific features and model structures.

FIGURE 7. Contributions of individual temporal-spatial features to air pollutants forecast in Hong Kong via saliency analysis (Temporal and
spatial features separated).
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FIGURE 8. Contributions of individual temporal-spatial features to air pollutants forecast in Beijing via saliency analysis.

(one hour ahead) and the long term (24 hours ahead).
Using Hong Kong and Beijing as the case studies, our
proposed novel deep learning framework, Deep-AIR, uti-
lizing extensively the readily available urban proxy data,
while using 1 × 1 convolution layers to better capture
cross-feature spatial interactions between air pollutants and
various important urban dynamic features, including weather,
traffic (traffic speed and congestion), and urban morphol-
ogy (road density, building density and height, and street
canyon), and time-sensitive feature (weekends/weekdays,

working days/public holidays, peak hours/non-peak hours,
and seasonal variation). In addition, background pollutant
feature and time-sensitive feature have also been incorporated
into Deep-AIR to improve model estimation and forecasting
performance.

Deep-AIR has achieved better performance than the
baselines, including statistical and deep learning models,
in fine-grained air pollution estimation and air pollution
forecast. Experimental results show that Deep-AIR has
outperformed the best baselines by 1.7% and 1.4% for
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fine-grained air pollution estimation in Hong Kong and
Beijing, respectively (see Table 3). Deep-AIR has also
outperformed the best baselines by 1.7% and 2.3% for 1-hr
air pollution forecast in Hong Kong and Beijing, and by
3.8% and 3.3% for 24-hr air pollution forecast in Hong Kong
and Beijing, respectively (see Tables 4 and 5). Compared
to the pure temporal models such as ARIMA, LSTM, and
Attention-LSTM, other temporal models that carry spatial
structures, including ConvLSTM, GCN-LSTM, and Deep-
AIR, have generally achieved a higher accuracy, suggesting
the importance of spatial information in air pollution
estimation, and forecast. For pollution forecast based on the
air pollution (A) features only, or pollution forecast based
on additional features, including weather (W), traffic (T),
urban morphology (M), Time-sensitive features (S), have
been added, our proposed model has achieved the greatest
improvement among all baselines. This implies that our
proposed Deep-AIR forecast model is best performed when
the domain-specific urban dynamics and time-sensitive data
have been incorporated. Furthermore, Deep-AIR outperforms
the baselines in forecast, even when fewer input features have
been used.

The reason why Deep-AIR performs better as compared to
other hybrid spatial-temporal baselines may be attributable
to its 1 × 1 convolutional layers. First, compared to the
traditional stacked model (i.e., GCN-LSTM and ResNet-
LSTM), Deep-AIR can better preserve the cross-feature spa-
tial interactions between the air pollutant and other important
urban dynamic features through the 1 × 1 convolutional
layers. Second, ConvLSTMmay fail to capture the long-term
temporal dependence of high-dimensional urban dynamics
directly. In contrast, a one-dimensional spatial representation
at each time step is fed into the LSTM component in
Deep-AIR. Such one-dimensional representation can better
capture the spatial interactions of different features, with the
incorporation of the 1 × 1 convolutional layers of the CNN
component. Although 1× 1 convolution layers have already
been used for modelling cross-channel correlations [93],
few have adopted this structure in deep learning-based air
pollution modelling. In one recent study, a 1× 1 convolution
layer has been applied to the final output of a ConvLSTM
model for forecasting city-wide air pollution level [94].
However, the forecast error of ConvLSTM increases when
all input features, including weather and traffic, have been
included [94]. This suggests that unlike our Deep-AIR model
structure, the combination of ConvLSTM with the 1 × 1
convolution layer is less capable of capturing the spatial inter-
actions between different types of urban
dynamics.

Moreover, our experimental results show that estimating
real-time fine-grained air pollution is more challenging than
forecasting 1-hr air pollution at monitoring stations. The
lowest error rate of our proposed model for 1-hr air pollution
forecast was 21.1% and 23.9% in Hong Kong and Bei-
jing, respectively. For fine-grained air pollution estimation,
the current hour, the lowest error rates of our proposed

model are 31.1% and 34.2% in Hong Kong and Beijing,
respectively. Compared to 1-hr air pollution forecasts at
monitoring stations where historical air pollution information
is available; the error rate is significantly higher when
estimating real-time air pollution levels in locations without
local air pollution information. This suggests that the sparsity
of ground truths has limited the accuracy of fine-grained
air pollution estimation. Such finding is consistent with a
previous data-driven air pollution modelling study where the
results of both fine-grained air pollution estimations and 1-hr
air pollution forecasts were compared [10]. Nevertheless,
it remains challenging to provide accurate long-term air
pollution forecasts, even though historical air pollution mea-
surements are available. The lowest error rate of our proposed
model for 24-hr air pollution forecast is 32.3% and 35.2% in
Hong Kong and Beijing, respectively. Forecasting long-term
air pollution is inaccurate due to various issues such as the
accumulation of errors during multi-step forecast [95] and
the lack of future information (proxy data) such as weather
and traffic forecast [8]. In Beijing, Deep-AIR performs better
in Summer and Autumn, as compared to Winter and Spring.
This may be attributable to the extremely high concentration
values in Winter and Spring, and the significant contribution
of cross-border transmission from neighboring provinces.
Such pattern is more difficult to be learned, when the model
depends on historical data inputs. In Hong Kong, the model
achieves the best result in Autumn, though the pollution
values are high in Autumn. This may indicate that the
pollutant sources and the change in concentration patterns are
more regular, and can be better reflected from the available
data.

Furthermore, our saliency analysis has highlighted the
importance of domain-specific features for urban air pol-
lution modelling (see Figures 7 and 8). Such findings can
improve the interpretability of our proposed framework,
while providing more insights for deep learning-based air
pollution modelling to account for the most important
domain-specific features. The saliency scores obtained from
our proposed model are consistent with domain knowledge.
When examining the temporal and the spatial features
individually, spatial urban morphological features, including
street canyon effect and road density, are more important
predictors of NO2 in Hong Kong, as compared to temporal
features such as wind speed and wind direction, and traffic
congestion, since Hong Kong is a city characterized by
closely packed high-rise buildings and heavy road transports,
thereby serious NO2 emissions. Our finding reinforces a
previous study which identified NO2 a key road-based pollu-
tant for urban metropolises [96]. Similarly, the spatial urban
morphological feature, building density, are more salient
than the temporal feature, traffic speed, in predicting SO2 in
Hong Kong. However, spatial urban morphological features
are less salient in predicting PM2.5 and O3 in Hong Kong
as compared to the temporal meteorological features such as
temperature, humidity, and wind speed and direction, likely
due to the fact that weather features, such as wind speed and
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direction aremore responsible for (1) long-range transports of
PM pollutants [96] and (2) generation of O3 as a secondary
pollutant [15]. Nevertheless, temporal traffic features are less
salient for all air pollutants in Hong Kong, likely due to the
lack of traffic data in high geographical coverage. When
traffic data are available in large-scale, further investigation
regarding the importance of traffic speed and congestion
can be made. In contrast, historical air pollutants, traffic
congestion, and wind speed and direction are the most salient
temporal predictors of air pollution in Beijing, a city facing
serious air pollution due to severe local vehicular emissions
and regional PM2.5 transports from neighbouring cities.
Although the spatial urban morphological data are unavail-
able from the Beijing dataset, previous physical modelling
studies demonstrated the importance of canyon geometries
for estimating the high-resolution NO2 across the city [17].
Given that the urban morphological features have already
played an important role in predicting traffic-related pollution
in Hong Kong, relevant data can be collected in Beijing to
improve air pollution estimation and forecast of Deep-AIR in
the future.

The current study can be improved in the following
aspects. First, the lack of air pollution monitoring stations
and the sparsity of features relevant to the air pollution
process have constrained the performance of our proposed
model, especially for fine-grained air pollution estimation.
The geographical coverage of the collected traffic data in
Hong Kong remains low, whereas urban morphology data are
unavailable in Beijing. In the future, more real-time traffic
congestion data can be collected from the Google Maps
Hong Kong, to complement the city’s traffic data collected
from the official sources, whilst street-view images from
the Baidu Maps Beijing can be collected for estimating the
city’s urban canyon geometries, and be included as model
inputs to improve the model performance of CNNs [97].
Well-calibrated portable sensors can also be deployed in
schools and vehicles across different parts of Hong Kong
to collect more empirical air pollutant data to supplement
that provided by existing air pollution monitoring stations.
Second, the importance of different domain-specific features
may be better considered in our proposed model. Gradient-
based saliency assessment has provided new domain-specific
heuristics as regard to what an optimal subset of features
should be desirable for model inputs [98]. In the future,
we can investigate more advanced deep learning model
structures to tailor-make model structures that utilize the
most relevant features for air pollution estimation and
forecast. Third, the generalizability and transferability of our
proposed framework can be further examined. To improve
the generalizability, one can examine more closely the
similarity and the variability in saliency of the temporal
and spatial features and their relative contributions to air
pollution estimation and forecast across different cities.
In the future, transfer learning of the temporal and spatial
data [99] can be utilized in cross-city pollution estimation
and forecast. Fourth, forecasting long-term air pollution can

be further improved. Weather forecast data can be incor-
porated into new deep learning models to improve forecast
accuracy.

Finally, based on our proposed hybrid deep learning
framework, forecasting fine-grained air pollution at the
city-wide level would be a viable research direction.
As compared to fine-grained air pollution estimation in the
existing hour, fine-grained air pollution forecast is more
complicated because in real life air pollution measurements
over both space and time are sparse or missing. Sev-
eral deep learning studies have attempted to forecast the
spatial-temporal variation of air pollution across different
parts of the city. Ma et al. constructed a fine-grained
PM2.5 forecast map by interpolating station-level forecasts
from a bidirectional LSTM model, using an IDW-based
layer with optimized parameters [100]. Moreover, Qi et al.
proposed a deep feedforward neural network to estimate
fine-grained air pollution in the current hour and subsequent
hours [101], utilizing a feature selection layer and the spatial
and temporal information obtained from neighboring air
pollutant and meteorological observations. Hähnel et al.
conducted a physical-inspired study and trained an RNN
model to forecast city-wide air pollution while addressing the
consistency constraints of partial differential equations that
govern the pollution dispersion process [102]. Nevertheless,
these studies have neither fully exploited the advanced deep
learning techniques such as CNN models that can better
capture the spatial characteristics of the data structure, nor
the complex spatial dependence of air pollution and urban
proxy data. Recently, Le et al. proposed a ConvLSTM
model to forecast fine-grained air pollution at the city-wide
level, but urban morphology features has not been included
in the model [94]. Up till now, how to reshape advanced
spatial-temporal models to fully incorporate the high saliency
spatial features and their interactions in fine-grained air
pollution forecast at the city-wide level remains to be
fully investigated. The air pollution forecast model in our
current framework has been trained and tested at locations
where historical ground-truth air pollution measurements are
available. In the future, we will extend our proposed air
pollution forecast model to provide fine-grained air pollution
forecast in areas not covered by air pollution monitoring
stations.

VI. CONCLUSION
A hybrid deep learning framework, Deep-AIR, for
fine-grained air pollution estimation at the city-wide level for
the current hour and air pollution forecast at the station-level
for the next 24 hours has been put forward. To the best
of our knowledge, this is the first deep learning-based
air pollution study that integrates domain-specific features
indicative of the street canyon effect, including building
density and height, for air pollution estimation and forecast.
Deep-AIR incorporates 1×1 convolutional layers into a CNN
model to capture the complex spatial interactions between
air pollutants and other domain-specific urban dynamic

VOLUME 10, 2022 55837



Q. Zhang et al.: Deep-AIR: Hybrid CNN-LSTM Framework for Fine-Grained Air Pollution Estimation and Forecast

features. Our experimental results show that Deep-AIR has
achieved higher accuracy and outperformed the best baselines
for fine-grained hourly air pollution estimation, 1-hr air
pollution forecast, and 24-hr air pollution forecast by 1.4%,
2.7%, and 3.3%, respectively. For Hong Kong, Deep-AIR has
achieved 68.9%, 78.9%, and 67.7% accuracy for fine-grained
air pollution estimation, 1-hr air pollution forecast, and
24-hr air pollution forecast, respectively. For Beijing, Deep-
AIR has achieved 65.8%, 76.1%, and 64.8% accuracy
for fine-grained air pollution estimation, 1-hr air pollution
forecast, and 24-hr air pollution forecast, respectively. Our
saliency analysis has revealed that for Hong Kong, urban
morphological features, including street canyon and road
density, are the best predictors for NO2, whilst historical air
pollution and meteorological features, are the best predictors
for PM2.5. For Beijing, in the absence of spatial street
canyon feature, historical air pollutants, traffic congestion,
wind direction and wind speed, and seasonal indicator,
are the best predictors for all air pollutants. Such findings
imply that future fine-grained air pollution estimation and
forecast model can be improved by incorporating spatial
features indicative of the street canyon effect. Further, large-
scale domain-specific feature inputs, such as traffic data in
Hong Kong, urban morphology data in Beijing, and weather
forecast data for both Hong Kong and Beijing, can be
inputted to improve the performance of Deep-AIR in the
future. Further, tailor-making model structures to account
for the optimal set of high-saliency temporal/spatial domain-
specific features would improve model accuracy. In the
future, more comprehensive experiments can be performed
to evaluate the generalizability of Deep-AIR in city-wide air
pollution forecast. and its transferability in fine-grained air
pollution estimation across different metropolitan cities of the
world.
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