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ABSTRACT Dynamic parameters are crucial in designing robotics systems because they reflect an actual
robot. Conventional identification methods require that the robot execute the optimal motion; however,
they spend time trying all possible trajectories in the robot. This article shows the identification of a robot
arm of 2 degree-of-freedom with an algorithm based on a convolutional neural network (CNN) and their
dynamic model. The proposal consists of a CNN that uses an image construct with a proposed conversion
technique and the robot signals. The algorithm gets the parametric residuals from this signal image to
find the parameters without trajectory optimization. An embedded system on a Field Programmable Gate
Array (FPGA) has the classical controller Proportional-Derivative to execute a predefined trajectory for the
identification. The identified parameters and the predefined motion rebuild the torque with the dynamic
model. A proposed evaluation metric based on the discrete cosine transform evaluates the similarity of the
actual and reconstructed torques. Four numeric tests verify the algorithm by torques created with the dynamic
model, the predefined trajectory, and a parameter set. The similarity of numeric torques and their rebuilding
overcomes 97.38%, and the experimental and rebuilt torque with the identified parameters is over 93.55%.
The proposed algorithm is compared with least-squares, and the results show that the proposed method

provides better identification of the experimental robot.

INDEX TERMS CNN, dynamic parameters, parameter identification, robotics, signals.

I. INTRODUCTION

The parametric identification is a research line that allows
the dimensionality of a mathematical model of a determined
robot to achieve the emulation by computer of complex appli-
cations like the position control [1] or the collision detec-
tion of a manipulator with the dynamic parameters [2]. The
identification of a robot consists of finding the number of
parameters associated with the ordinary differential equation.
Usually, these parameters are linearly independent, and the
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measures of position, velocity, acceleration, and torque are
necessary to determine the parameters. In [3], the basic steps
to optimize a trajectory are described to obtain the best
excitation signals for parameter identification. The method
is validated with a 3 degree of freedom (DoF) robot in
that work, and the identification is carried out with maxi-
mum likelihood. The survey of [4] shows that least squares
(LS), Kalman filter (KF), and optimization methods like
genetic algorithms and particle filters are commonly used
for parameter identification. In [5], a Matlab identification
procedure with LS for students is implemented. The proposed
method is illustrated with a 2 DoF robot manipulator and
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a Sensoray DAQ. Neural networks (NN) have been stud-
ied and applied in many scientific and industrial areas. The
convolutional neural network (CNN) architecture has many
advantages due to its area-based convolutions layers: The
typical but not limited applications are image classification,
object detection, segmentation, and recognition, as the sur-
vey [6] shows. The neural networks have an essential role
in robotics applications, such as the work presented in [7],
where is studied a NN with a partial connection between the
input and hidden layers to the position control of a robot.
In [8], there is a comparative study for a convolutional neural
network (CNN) and a feed-forward neural network (FFNN)
to identify the movement of three mechanical systems. This
work shows that the CNN has a better performance in han-
dling the input signals than the FFNN. In [9], an FFNN is
used to identify the applied force in a robot tool for medical
surgery. However, in [10], it is presented the same applica-
tion, but instead of the FFNN, a deep convolutional neural
network (DCNN) is used. These articles show that DCNN
identifies the force of the tool more accurately than the FFNN.

A. RELATED WORK

The identification of the KUKA KR R700 robot by the
pseudo inverse observation matrix is performed in [11]. It is
used an FFNN to estimate the friction phenomena with a
better experimental result than the mathematical model of
friction. The external force is estimated by the proposed dis-
turbance observer Kalman filter. The acceleration estimation
is avoided using mathematic identities of the dynamic models
in [12] to identify the parameters of two robots of 2 DoF
and 5 DoF. In [13], a convex optimization method is used to
identify the parameters of the proposed dynamic model of the
Staubli RX-160 robot of 6 DoF. The Coulomb friction is mod-
eled by an arctangent function because the discontinuities
created by the sign function commonly used affect the iden-
tification procedure. A radial basis neural network (RBNN)
is used to estimate the stiffness and inertia parameters of
a 1 DoF robot in [14] to be used in adaptive position control.
The proposed system is illustrated by simulation, and the
results show that the position error is reduced from 0.2 rad
with a proportional derivative (PD) control to + — 0.05 rad.
In [15], a long short term memory (LSTM) network is used
to develop the semiparametric identification of a URS robot
of 6 DoF. The inputs of the proposed system are the time
sequences of position, velocity, and acceleration, while the
output is the torque. The results exhibit that the torque esti-
mation with the semiparametric method is more accurate
than the LSTM without the inertia and gravity model of the
robot. The calibration of a strain-wave transmission system
of a URSe robot of 6 DoF is executed in [16] to improve
the weighted LS (WLS) parametric identification. The robot
uses two sensors for each joint to compensate for the flexi-
bility of the transmission system. The results are compared
with a torque generated by computer-assisted design (CAD)
software.
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The global optimization is used in [17] to identify the
parameters of a KUKA LBR iiwa 14 R820. The results con-
firm that the identified parameters can accurately predict the
experimental torque. An uncertainty compensation system
of the torque based on an LSTM is proposed in [18] to
enhance the results of the parametric identification by LS of
a URS robot of 6 DoF. The results show that the LSTM has a
better compensation than an FFNN. In [19], a new friction
model is developed that consists of the Coulomb friction
in two directions and the viscous friction by a polynomial
equation. The friction model is validated by the parametric
identification of a ROKAE BX7 robot of 6 DoF using WLS.
The results confirm that the proposed friction model allows
a better torque estimation than the classic friction model.
In [20], a collision detection system is proposed that includes
the parameter identification by LS of an Efor ER3A robot
of 6 DoF considering the uncertainties. The identification
is conducted in two steps: the gravitational torque and the
friction terms, while the remaining terms are recovered by the
machine learning method Lasso. A whale optimization algo-
rithm with a genetic algorithm (WOA-GA) is used to identify
the parameters of a Mitsubishi RV-4FL of 6 DoF in [21]. The
proposed friction model is a function of the velocity and the
acceleration. It is named the centrosymmetric friction model.
The results prove that the WOA-GA has a coincidence of
93.83% compared to only the whale optimization algorithm
(WOA) 92.02% and only the genetic algorithm (GA) 93.27%.

The Franka Emika Panda robot of 8 DoF is used to identify
their feasible parameters in [22]. The parameters identified
are the mass, inertia, and center of mass using an optimization
method with physics restriction. In [23], the identification
of an industrial robot of 6 DoF by LS is implemented. The
dynamic model considers that the joints are flexible, and
before making the identification, the stiffness is previously
determined by experimentation. In consequence, it is not nec-
essary to have a dual encoder sensor. The results illustrated
by simulation show that the precision is improved with this
adjustment. The external force of a KUKA KR 6 R700 robot
of 6 DoF is determined by the dynamic model in [24]. It is
used WLS to identify the inertia and friction parameters in
combination with a generalized Maxwell slip model for the
torque changes. The methodology can estimate the exter-
nal force accurately in comparison with an external sensor.
An RBNN is used to identify two dynamic systems in [25].
It is implemented an adaptive position control that uses the
descending gradient method. The simulation results deter-
mine that the RBNN enhances the performance of the control
to 0.0023 of the mean square error. The filtered dynamic
model of a robot with flexible joints to the parameter iden-
tification by LS is used in [26], and the acceleration mea-
sures are not needed. The external contact force of a Kinova
Jaco?2 robot of 6 DoF is developed in [27]. The methodology
identifies the dynamic parameters by LS and compensates
the errors with a multi-layer perceptron (MLP). With a dis-
turbance KF, the external force is estimated. Conventional
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parameter identification of an industrial robot of 6 DoF by
LS is developed in [28].

The main contribution of this research is the parametric
identification of a two-degree-freedom robotic arm. An iden-
tification algorithm based on a convolutional neural network
and the dynamic model of the robot identifies the parame-
ters of the dynamic model. The input of the proposed CNN
is an image generated with the subsampled robot signals
made by a spectral frequency of the discrete cosine transform
technique. The parameter identification algorithm is tested
in a real 2 DoF robot arm. The position control system and
the developing data acquisition system are designed into
an FPGA. The parameters are validated with two pseudo
aleatory filtered test trajectories, a cartesian circle, and a
profile trajectory. One of the features of the proposed algo-
rithm is that training data is generated by replacing position,
speed, and acceleration to obtain the torque numerically,
avoiding implementing simulations that take longer. The pro-
posed method does not require trajectory optimization: This
traditional step requires testing every new trajectory in the
experimental robot and takes more time than the conventional
identification methods. A comparison between the proposed
algorithm and LS is implemented to show that the proposed
method overcomes LS.

Il. ROBOT ARM

The system used for this investigation is a robot arm of 2 DoF
that consists of two bars connected with two motors, as the
schematic diagram of Fig. 1 shows. The dynamic model of
the robot arm is shown in Eq. 1. The inertia matrix M (q),
the Coriolis matrix C(q, §), and the gravitational torque g(q)
are directly determined by Euler-Lagrange equations, where
g = [q1,¢2]" is the position of the robot, and ¢ is their
derivate [12]. The viscous friction is modeled with a B matrix,
and the Coulomb friction is modeled with a hyperbolic tan-
gent with a constant A and a K matrix [29].

T = M(q)q + C(q,9)q + g(q) + Bg + K tanh(rq)
Mq) = Iy + Iy cos(qz) 13+ 0.5 cos(go)
= Iz 4 0.515 cos(g2) I

[ —Dsin(g2)ga —0.51> sin(g2)¢>
Cq. 9 = [0,512 sin(g2)¢1 0

B = diag(hy, ba), K = diag(ki, k»)
q(q) = [g1sin(q1) + g2 sin(q1 + q2), g2 sin(q1 + ¢2)]

I mﬂf] +J1 4+ mpl? + mzlczz +J2

L = 2mlile

L =ml5+ )

g1 =myleig +mplig

TABLE 1. State of the art comparison. 82 = mleog M
Reference | Method Optim. Inertial Friction Torque . L.
Trajectory | parameters | parameters | estimation TABLE 2. Dynamic parameters description.

[11] Pseudo-inv. X

[12], [20], Parameters Parameters Units
[23], [26], | LS X X X m1 | Mass link 1 myo | Mass link 2 kg

[271, [28] X 11 | Length link 1 lo | Length link 2 m

[16], [19], lc1 | Center of mass link 1 lc2 | Center of mass link 2 m

[24] WLS X X X J1 | Inertia of link 1 Jo | Inertia of link 2 kg-m?
[13], [17], | Optim. g1 | Gravity torque 1 g2 | Gravity torque 2 kg-m?/s?
[21], [22] | methods | X X X b1 | Viscosity joint 1 by | Viscosity joint 2 kg-m?-s
[15] LSTM X X k1 | Coulomb friction joint 1 | k2 | Coulomb friction joint 2 | kg-m?/s2
[18] LS-LSTM | X X X X I1 | Composed inertia 1 I> | Composed inertia 2 kg-m?
[14], [25] | RBNN X X I3 | Composed inertia 3 kg-m?
Our CNN

method extraction X X

Table 1 compares the related work and the proposed iden-
tification methodology. The works based on LS, WLS, and
some optimization methods require trajectory optimization to
extract the dynamic parameters. The articles [14], [15], [18],
and [25] do not have the same contributions as this article:
The proposed methodology uses a CNN and returns the
inertia, gravity, and friction dynamics parameters without a
trajectory optimization.

The article is organized as follows. Section 2 describes
the robotic arm and the control scheme. In section 3, the
embedded system used to control the robot and data acqui-
sition are shown, section 4 shows the parts of the para-
metric identification algorithm, section 5 shows the neural
network training results, simulation results, and experimental
results, and sections 6 and 7 shows the discussion and the
conclusions.
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A. CONTROL SCHEME

The proposed methodology requires that the robot follows
a predefined trajectory to identify the parameters. The pro-
portional derivative position control of Eq. 2 is designed for
discrete-time [30]. The derivate of the position is estimated
by subtracting the instant i minus the i — 1, where i represents
the time instant of sampling, and g, is the desired position.
Using the expansion of the Taylor series of the position g; =
qi-1+ %qi_lh +...+ %qi_lh” and taking only the two first
terms of the right hand (¢; ~ ¢gi—1 + %qi_ 1h), the velocity is
estimated. The diagonal K}, matrix contains the proportional
gains, and the diagonal matrix K, has the derivative gains
where the sampling time is implicit in its values.

Tppi = Kp(qq, — 4i) — Kv(qi — gi—1) (2)

Because the proposed control scheme does not contain a
measure of velocity, the stability demonstration is carried out
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FIGURE 1. Schematic diagram of the robot arm.

with the input-to-state stability (ISS). The ISS establishes the
bound of the state variables using the initial condition and
the input: If the input is zero, the initial conditions bound the
state variables: Eq. 1 must be local asymptotically stable in
q = 0, g = 0. Otherwise, both initial conditions and the input
bound the state variables [31].

1
Vig.§) = quM(q)q + g1[1 — cos(q1)]
+ e[l —cos(q1 + )l +€¢"M(q)g  (3)

The energy function of Eq. 3 demonstrates that Eq. 1 is
asymptotically stable around ¢ = 0,4 = 0 and ||q|| < 7.
The complete demonstration of the asymptotic stability of
the robot is shown in appendix 1. The ISS analysis shows
that the state variables (position and velocity) are bound with
the initial condition vector and the upper bound of the input,
as Eq. 4 shows:

[lx]| < W(llx(to)ll, t — t0) + a1 ( sup ||TPD||(M)) “4)
to<p<t

where x = [qT s qT ]T , tp 1s the initial time, a; is defined in
appendix 1, %W(yl,yg) > 0, and %W(yl,yz) < 0.

Ill. EMBEDDED SYSTEM

The embedded system consists of interconnected hardware
blocks into an FPGA to control the robot’s position and
send the articular position and torque by UART communi-
cation with a personal computer (PC). The embedded sys-
tems process both digital signals of the robot’s encoders to
read the position. A Pulse With Modulation (PWM) signal
determines the value of torque for each motor: the torque
is proportional to the duty cycle of the PWM signal. The
desired trajectory of the robot is inside of internal RAM.
Our hardware development of FPGA can execute the tasks of
measuring the position, torque, and controlling the position,
all done in 2.5ms. The hardware blocks are designed to handle

VOLUME 10, 2022

appropriately 2 DoF, but the hardware design can take more
than 2 DoF. Fig. 2 shows the developed hardware for the
robot arm. First, the desired trajectory and control gains are
received by serial communications from a PC. The hardware
block (HB) Write Ram decodes the received data to program
the Ram-FPGA HB where the single-precision float point
is used. The Write Ram HB sends the bit start (bst) signal
to initialize the robot arm control. The Read Ram HB puts
in the ctrlv data bus the gains together with the pulse with
modulation (PWM) frequency for each joint DC-motor. The
tryd data bus contains the desired position for each time
instant updated by the Aq time HB at 400 Hz.

The Decoder HB is used to determine the position of
the robot arm and puts it in a 32-bit register. PWM gen
generates the PWM signals: this block converts the register
tau into two outputs pulsed signals. The Fp ops HB contains
multiplication blocks, addition-subtraction, integer to float
point, and float point to integer. The PD HB takes the control
gains from the Read Ram HB together with the position of
the robot. The error of position is calculated together with the
velocity to determine the torque for the robot. The saturation
function is implemented by checking the torque level, as the
flow chart in Fig. 3 shows. The positions and torques are sent
by serial communication to the PC. The H bridge generates a
necessary clock signal to the H bridge of the robot’s motors.
The Aq uart HB makes a register of 64-bits that contains the
position and torque of the robot. The first byte is the identifier,
followed by two 16-bit registers used for each joint position.
The torque uses an 11-bit register for both joints. The range
for position register is -32768 to 32767 or 3.9 turns for each
joint. The torque value ranges from -1024 to 1023: each unit
represents 0.0978% of the duty cycle of PWM. The robot
arm has two DC motors coupled with a 131.25 to 1 reduction
gearbox. Each motor can develop up to 3 Nm with 12 volts.
The resolution of the encoders is 0.748 x 107> rad. The
maximum velocity of each joint is up to 8 rad/s and 2.52 m/s
at the end of the second link. All the proposed embedded
hardware design in Fig. 2 consumes 6683 of 22320 or 29.94%
of the total logic elements of the FPGA. The inserted mem-
ory consumes 87% of the FPGA memory, and the clock
frequency is 100 MHz. The hardware system proposal has
been designed to fit the experimental board DEO-NANOe that
includes the FPGA cyclone IV EPACE22F17C6 programmed
with the Quartuse II software. This board contains enough
logic elements to implement the control and acquisition
system.

IV. IDENTIFICATION ALGORITHM

The proposed identification methodology is described in
Fig. 4. First, the robot follows a predefined trajectory using
a proportional-derivative (PD) control scheme: The required
velocity for the PD is estimated using the sampled position
points. The robot signals (torque, position, and estimations of
velocity and acceleration) and an initial set of parameters §,,
creates the input CNN image. The main idea of this image
is when the introduced parameters are not coincident with
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Read-Ram
Ram-FPGA
b adde FPGA-HARDWARE
Write Ram clk dout >{ dout ctrlv
—>»| addr adqt tryd =
uartr clk addw > addw > bst fpwm
XK—> urx datin >{ datin Control system
bst > bst
RAM driver PD Fp ops
1k
Aq time clk rga > gga rge
Decoder ctrlv rgh > rgb
clk adqt |—— tryd fpm > fpm
> bst clk dpos dposl
ecal XH—>] cha dpos2 taul
- eca2XH—>»{ chb tau2 PWM gen
H bridge —>{ bst - {)gi glr% ] clk dha |—>»[X mal
S ir2 | tau dhb |—>X ma2
ck  ckh > ckh Decoder — ‘ dir e
L3 bst Acquisition system B fwm
clk dpos bst
ecbl XH—>] cha lkAq uart ot
b2 XH—>{ chb c utx X
o > st L] dposl PWM gen
o =y o b
easure system =1.° = tau dhb m]
> tiu% dir
g tq > fpwm
S bst
Actuator driver
FIGURE 2. FPGA-based hardware design proposal.
the torque of the robot, the convolutional neural network Start

returns the parametric residuals: i.e., the values that the ini-
tial set of parameters B, needs to be the actual dynamic
parameters of the robot. The residuals and the initial set of
parameters f8,, determine the estimated set of parameters f
of the robot. The position, velocity, and acceleration signals,
together with B, reconstruct the torque 7, using the dynamic
model of the robot. Comparing the similitude between the
experimental torque T and its reconstruction T, evaluates
the identified parameters 8. Once the similitude percentage
overcomes a predefined umbral u, B is adjusted to match the
torque 7 values. The execution order of the proposed method
is: 1) initialize B,,, 2) Image creation, 3) CNN processing,
4) residual extraction, 5) obtain the estimated parameters f3,
6) torque reconstruction, 7) torque similitude evaluation,
8) similitude decision and 9) adjustment of B. The
details of the identification algorithm parts are found in
subsections IV-A, IV-B, and I'V-C.

A. TRAINING DATA GENERATION

The data creation for CNN training consists of the transpose
multiplication of two vectors to obtain a matrix. In this case,
this image has two channels because the robot has 2 DoF.
Because the simulation of Eq. 1 takes time, and for each new
set of parameters is necessary to adjust the control gains,
a numeric substitution is used. A defined trajectory deter-
mines the velocity and acceleration to obtain the torque. The
signals image of the robot needs to hold the most relevant
information about the motion, and its size needs to be as small
as possible. The 100x100x2 size was selected because it
is small enough but maintains the 100 discrete cosine band
frequency, i.e., 0 to 33 Hz at 2.5ms of the sampling period.
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wi-1)=0,¢i-1=0

=
¢1(i) = Reg int-32 bits decoder 1 ¢2(i) = Reg int-32 bits decoder 2
@1(i) = int2fplq, (7)] (i) = int2fp[ga (7))
@) =a() —a@-1) @(i) = (i) — @i — 1)
e1(i) =(Reg fp-32 bits ga1) — q1(2) (
71(i) =(Reg fp-32 bits ky)e1 (i) (
aux = (Reg fp-32 bits ky1)[d1(7)] u
71(1) = 71(i)— aux
(@)

FIGURE 3. Flow chart of the PD control. L, and L, are equal to 1023.

The image contains enough information to extract the
dynamic parameters with the CNN. In addition, the image
is small for future embedded real-time parameter identifica-
tion, where the image size determines the latency of identi-
fication. The image contains enough information to extract
the dynamic parameters with the CNN. Consequently, the
motion signals are subsampled with the technique visualized
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Predefined Identification of a robot based on a CNN
trajectory
4
n-DoF robot
r
Control
PD |«
q
Start —
qq
1 2 y .
5., Image Velocity ?‘nd
—> Pinit creation |€— accejleraiglon
estimation
B N
3 q q4q
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Convolutional .| Residual | T Torque
Neural Network extraction reconstruction
_ -
7
T
Similitude
9 8
Adjust and Does the
End <— denormalize the similitude overcome
extracted parameters an umbral u?

FIGURE 4. General diagram of the proposed identification methodology.

in Fig. 5.

Xk—\/ij' " i — Dk — 1
(k) = Né“( $x(i) cos[ 7 (2i = 1)k = D]

a=[1+8k—1D]?
8(z) = 1,if and only ifz = 0 5)

The discrete cosine transform version two (DCT-II) of Eq. 5
is used for signal subsampling, where X is the frequency
spectrum, k is the frequency band, and § is the Kronecker
delta [32]. First, an input signal x of N samples is transformed
with the DCT-II to obtain the frequency spectrum X. Second,
X is cut to the desired integer length. N does not need to
be a multiple of M. The third step is to apply the inverse
DCT-II (iDCT-II) and adjust to the levels of the original
signal x to obtain a subsampled signal x;, as Fig. 5 shows.
The identification algorithm uses estimations of velocity and
acceleration based on the sampled position.

X = dct2dev(x, h, cf) (6)
X, = DCT — II(x,)
X =X, exp(—Cfa)z)
% = iDCT — II(X) (7)
Eq. 7 shows the dct2dev function that has been designed to

filter and derivate a sampled position. First, the derivate is
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Original signal
! N

, X
0 z > DCT-II M

-1 0
0 5 0 200 | 400
Subsampled signal

1 M cut freq

Ts

1

<
<

0 Ajust
ey
-1
0 ’ iDCT-TI
0
dct2sub 0 200 400

FIGURE 5. Subsampling technique based on the DCT-II.

estimated with x,(i) = h~'[x(i) — x(i — 1)], where i is the
time instant and % is the sampling time. Once the derivate
is determined, a low-pass Gaussian filter of Eq. 7 multiplies
the discrete cosine spectrum of the derivate to delete the
noise, where w is the discrete cosine spectrum frequency,
and ¢y is the filter coefficient. The robot signals and a set
of parameters create the image using the subsampled and
normalized signals of Eq. 8, where the subindex ()5 indicates
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that the signal is subsampled with the technique of Fig. 5.
q = dct2dev(q, h, cf)
G = dct2dev(q, h, cr)
{5, 9, 45, 4} = det2sub(z, ¢, ¢, g, 100)
g, = [gs1/max(gs1), gs2/max(gs2)]"
q, = [gs1/max(gs1), qYZ/maX((:Is2)]T
21} = [q.sl/max(.q.sl), és2/max(.q.s2)]T
Tr = Tg/max(zs) 3
First, the vector a of Eq. 9 contains the normalized and sub-
sampled input torque 7,. A ¥ vector contains two times the
torque T, and the dynamic model f of Eq. 1 that reconstruct
the torque using the input set of parameters §,: If B8, is the
actual set of parameters, ¥ is approximately equal to &. The

first part of the image Z; is these two vectors multiplied in
transpose form, as Eq. 9 shows.

o =T,
"ﬁ = ZTI' _f(qrﬂ q}” qr? ﬂn)
Z) = lﬁOLT

oy = normalize(x), ¥, = normalize(y)
az = log(ag + 1 x 10*3)
Vo = log,o(¥, + 1 x 1072)
Z = Yaal
Z = [Z)/max(Z)] + [Z2/max(Z)] ©

The other image part Z, uses the normalized versions of o
and ¥ called a2 and ¥5: The normalize function range
their argument from O to 1. The logarithmic functions log
and log;, enhance some image regions with peaks in some
parts: The convolutional neural network quickly identifies
this image information due to their convolution operations.
The image is finally constructed, adding parts Z; and Z,,
as Eq. 9 shows. The CNN works better with normalized
input data [6]. Therefore, the signals of Eq. 8 are normalized.
Observe that the torque cannot be normalized independently
because Eq. 1 is coupled. Thus, the max value of the torques
normalizes both signals.

The inertia parameters /1, I, and I3 and the gravitational
parameters g1 and g, are generated with the masses and
lengths of the robot. Consequently, the parameters my, mo,
le1,1c2, 11, and [, are randomly generated for the data creation.
For maintaining inertia and gravitational parameters around
the unit, /1, I, l.1, l.2, and J; are in the range of 1x1073
to 0.1. For my, my and J,, the range is le-3 to 1. The
friction coefficients range randomly from 1x 1073 to 1. The
A coefficient is set in 20 units for the Coulomb friction, and
the predefined trajectory is shown in Eq. 10 and figure 6,
where the time ranges from O to 3.

q1 = sin(t) + 0.1 cos(2.5¢ + 3)
g> = —cos(t) — 0.1sin(2.5¢ + 3) (10)

The trajectory of Eq. 10 does not lose its shape when the time
is multiplied by a constant. The convolutional neural network
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FIGURE 6. Predefined parameter identification trajectory.

extracts the parameters using only the shape of the trajectory
and the torque. Therefore, all identified parameters can be
adjusted to fit the time-scaled trajectory.

The training set contains images M, labeled with zero
parameter residuals and M,, with non-zero parameter resid-
uals. In the case of M, the torque signals and the motion
signals correspond to the parameters. In the case of M, the
signals do not match the parameters. M, and M, images
are made with Eq. 9. The difference remains in the set of
parameters introduced: M), uses a set of parameters randomly
selected in a range of 1x 1073 to 3.

B. CONVOLUTIONAL NEURAL NETWORK

The CNN extracts from the image of Eq. 9 the parameters
residuals. If the creation of the image contains the set of
parameters coincident with the torque in the function of the
position, velocity, and acceleration, the residuals are zero.
Because the output of the CNN can only range from 0 to 1
and the training data labels are the parameters residuals, the
training process of the CNN evaluates the labels with the
activation function of the output layer. The proposed CNN of
Fig. 7 has an input of 100 x 100 x 2 pixels, and the output are
the nine parameters of the robot arm. Layers 1, 2, and 3 are
convolutional, and 4, 5, and 6 are fully connected. The size of
the kernels of the CNNis 9 x 9 x 2 x 10,5 x5 x 10 x 10, and
3 x 3 x 10 x 10 for the first, second, and third layers. For each
convolutional layer, there is a bias vector of size 10 x 1 for
each output map. In the first and second layers, there is a max
pool layer of size 2 x 2. The CNN design of Fig. 7 is only
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Input image Flat FC1 FC2 FC3

Conv 1

FIGURE 7. CNN architecture used.

for the robot arm of 2 DoF: There is not a general design
of the CNN for the proposed algorithm because it is not a
trivial problem [6]. The CNN layers 1 and 2 contain reduction
or Pool layers to concentrate the relevant extracted infor-
mation in a small space. Pool layers are set with a window
of 2 x 2 where the max value is extracted. All the convolutions
are performed with Eq. 11, where o = [0, O — 1] is the output
map index, Y, is the output map, f; is the activation function,
d = [0, D — 1] is the input map index, Xy is the input map,
b, is the bias, and W,, is the kernel. The convolution of this
equation is carried out without padding or striding [33].

D—1
Y, =fa [bo + ) conv(Xy, ww} (11)

d=0

The activation function of layers 1 to 5 is the Rectified
Linear Unit (ReLLU) of Eq. 13: The ReLLU activation function
prevents the vanishing of the error gradient in the hidden
layers [6]. The output layers use the sigmoid function of
Eq. 13 due to the smooth behavior where c is a constant to
adjust the saturation level output layer. With this constant,
it is possible to avoid the output layer taking only values
of Oor 1.

f(2) = max(z, 0) (12)
f@ = [1+exp(—c)] ™! (13)

The CNN features and size is shown in Table 3. The
training of the CNN is implemented with the backpropagation
error algorithm [33]. The learning rate is set as n = 20 x
1073 + 0.2 x 10777, where T is the training iteration. The
training of the CNN is speeding with a constant MT =
100 used in the partial derivate of the loss function. The total
training iterations nr are set in 500 thousand, and the training
data is split into two parts. Eight thousand images are used to
train the CNN, and 2 thousand are for testing the training. The
loss function is the mean square value of the output error L =
15 Ypm1Gd—j — Yenn—j)%, where yg_j = [1 + exp(La—)] 7",
and Ly_j is the label of the training images.

C. IDENTIFICATION ALGORITHM PROPOSED

The proposed identification algorithm is displayed in
Algorithm 1. The required inputs are the position and torque
of the robot arm together with their dynamic model.

VOLUME 10, 2022

TABLE 3. Convolutional neural network characteristics.

Layer | Size Neurons | Synaptic weights | Activation function
Conv 1 |92x92x10 |- 1630 ReLU

Pool 1 |46x46x10 |21160 - -

Conv 2 |42x42x10 |- 2510 ReLU

Pool2 |21x21x10 |4410 - -

Conv 3 | 19x19x10 | 3610 910 ReLU

FC 1 100x1 100 361100 ReLU

FC2 100x1 100 10100 ReLU

FC3 9x1 9 909 Sigmoid

Total - 29389 377159 -

Algorithm 1 Parametric Identification of the Robot Arm
Model.

Input: Position ¢, torque t, and dynamic model f(q, ¢, ¢, )
of the robot arm. Trained synaptic weights W, B of the
CNN

q <dct2dev(q, h, cr)

G <—dct2dev(q, h, cf)

T <dct2low(z, ¢f)

{qc’ qw ZI.c, Tc} <—cut(q, q’ Qv T, ny, l’l2)

cp < fit2trt(z.)

Te < TeCp

{qsf QS’ qsv rS} “dCtZSUb(Qc, Qw éc’ Tc, 100)

u <~ dy

i1 < Nexe

0y <= Lexe

: B, <0

12: {qn’ qn’ én’ Tn} (_bmax(qc’ QCs ac’ )

13: for k7 = 1to iy do

R e A A ol S

—_ -
[ )

14: ne < 0

15: Ni <0

16: while n, < uand N;; < o, do

17: B, <rand(9, range of 1 x 1073 to 3)

18: Z <-sig2img(qy, 4y: 4 Tn. Pn)

19: r < CNNW, B, Z7)

20: r < —log[(1 —r)/r]

21: B <~r+ By

22: if B is not physically possible then

23: B <0

24: ne < 0

25: else

26 T < f(4s. 45 45, B)

27 Ne <« 0.5(metr2ev(t,1, t,1)+
metr2ev(t,y, 7,2))

28: Ny < Niy + 1

29: Bm < PBmunion B

30: ﬂo <—high2§el(ﬂm7 q, 47 é’ T)
31: T, <—f(4c, qc» ?I'c’ ﬂo)

32: ﬂo < Bo[max (Tc)/(CpTr)]
Qutput: Dynamic parameters 8,

Once the CNN has been trained, the algorithm needs the
synaptic weights to return the residuals. First, the derivates of
the position are estimated with the function dct2dev shown in
Eq. 7. The sample time of the embedded system is 7 = 2.5ms,
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and the filter parameter cr is setin 1 x 10~%. Once the velocity
and acceleration are estimated, the torque is filtered with the
function dct2low with the same cut parameter ¢s used for
derivating as Eq. 14 shows.

dct2low(x, ¢f) = iDCT — I[DCT — I(x) exp(—cfw?)]

(14)

The signals need to be cut to fit in the trajectory of Fig. 6
and Eq. 10. The function cut takes samples from the inte-
ger n1 to np. The training data creates a mean torque Ty
(see Fig. 9, distribution center torque) that adjusts the input
torque T using the fit2trt function. Eq. 15 finds the constant
c¢p multiplied by the cut torque 7, where n is the length of 7,
as lines 5 and 6 show.

1" ]

m
p=—) (15)
P e 2= el

k=0

In line 7, the signals are subsampled to 100 samples with the
function det2sub described in Fig. 5. In line 8, the variable u
holds the umbral of similarity d,: When the reconstructed
torque and the input torque overcome this umbral, the algo-
rithm considers that the parameters match the motion signals.
Line 9 shows the variable i, which contains the number of
executions of the identification process. The variable Ly, of
line 10 is an internal limit for the while loop of line 16 to
avoid that algorithm two going stuck. The execution results
are stored in B, initialized in zeros, as line 11 shows.

The set of signals is normalized by their maximum value,
as described in Eq. 8 with the bmax function. The for loop
of line 13 execute the identification process of the while of
line 16. For each new while loop execution, the variable n,
where is stored the achieved similarity is set in zero. The
variable N;; stores the CNN executions, and it is initialized
in zero, as line 15 shows. The identification process of the
while loop runs until the similarity umbral is overcome or
Nj; overcomes oy. In line 17, an initial set of parameters f3,
are initialized randomly in a range of 1x 1073 to 3. Then, the
image Z is constructed with Eq. 9 with 8, and normalized
by maximum value signals. This image is inserted in the
CNN with the trained synaptic weights W and B. The resid-
ual is recovered by applying the inverse sigmoid function,
as line 20 shows. The actual set of parameters B is recovered,
adding the residual r to the initial parameters ,,. If the results
are physically possible, the reconstructed torque of line 26 is
made with the dynamic model and the subsampled signals.
The torque similarity is put in the variable n,. N;; increases
one unit for each new iteration in line 28. In line 29, each
parameter set 8 is stored in B,. The function high2sel of
line 30 evaluates each set of parameters in 3, using the
position, the estimations of velocity and accelerations, and
the torque together with metr2ev to determine the best set of
parameters that fit the real torque. The set makes the recon-
structed torque of signals and the output parameter set .
Finally, B, is adjusted to fit the levels of the input torque, and
it is returned.
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The function metr2ev of algorithm 2 evaluates the simi-
larity of two signals in time and the DCT-II frequency spec-
trum. First, line 1 is calculated the similarity in time, and it
holds in the variable a. Line 2 subtracts from the unit the
value of a to return 100 percent when the signals are identical.
In lines 3, 4, and 5, the frequency spectrum is calculated
and normalized to determine the similarity in frequency in
lines 6 and 7. Finally, both similarities are multiplied and
adjusted with a power of 0.4 for balance between both simi-
larities results.

Algorithm 2 Evaluation Metric metr2ev

Input: Signal 1 x, Signal 2 y
a3 x = 2 ylo(xl + [yDl™

2a<«1—a

3: {X,Y} <DCT-Il{x, y}

4: X < X/max(X)

5: Y < Y/max(Y)

6: b (X IX =YD IX|+ YD
7. b<«<1—-b

8: 7z <« (ab)??

Output: Similarity z

V. RESULTS

This section describes the results of the training of the CNN
with the images created with the proposed transformation
technique, the numeric results, and the experimental results
of the identification of a robot arm. For the training results
of the CNN, the behavior of the loss functions indicates that
the synaptic weights are adequately adjusted to meet the goal
of the CNN. The numeric results show that the algorithm
identifies the parameters, and the torque signal corresponds
to the original in the validation. The experimental results
demonstrate that the algorithm can determine the parameters
of a real arm robot of 2 DoF. The identified parameters are
validated with four trajectories.

A. TRAINING OF THE CNN

The images shown in Fig. 8 are taken from the data set for
CNN training. The M), images show the shapes formed when
the parameters, the signals, and torques match. In the M,
images, the parameters used for their construction do not
match the torque signals. The color representation is carried
out with the color palette (R, G, B) of Eq. 16, where Zp,r1
and Zp,r> are the channel 1 and 2 of the image of Eq. 9,
respectively.

R = (2/3)Zpor1 + (0.7/3)Zpor
G = (2/3)Zpor1
B = (2/3)Zpor1 + Zpor2 (16)
The 10,000 sets of training parameters create a torque
distribution shown in Fig. 9. These figures show that the

torque signals can be diverse under the predefined trajectory.
The loss function evolution is displayed in figure 10. For the
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FIGURE 8. Images from the training data: 1) Mp images, 2) M, images.
Each image (from a) to i)) of Mp and M, has the same torque and
position signal.

Torque 7; Torque 75

Distribution center Distribution center

2 4 6 8 = 2 4 ]
r,[s]) 2 4 e 6 8

FIGURE 9. Torque distribution of the training data: 1) torque joint 1, 2)
torque joint 2.

training set, the square value of the error tends to 1e-3. In the
case of the test set, it is observed that it is slightly over the train
set. The CNN has been trained half-million times with 80%
of images for training and 20% for testing with the gradient
descent. The spectrum of the kernels of the convolutional
layers is shown in Fig. 11. The shapes of the kernels are
different and, in combination, can return the residuals of the
convolutional layer. For the visualization of the kernels, the
normalized Fourier transform is used in Fig. 11.
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Loss training set
Loss test set
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FIGURE 10. Loss function of the CNN training process.

FIGURE 11. Normalized power spectrum of the convolution kernels.

B. NUMERIC RESULTS

The algorithm is proved with four sets of parameters with
their torques determined by direct substitution of the position,
velocity, and acceleration of Eq. 1. The selected parameters
are not part of the training data. Table 4 and Table 5 show
the original parameters and the identified parameters. Table 6
shows the similarity evaluation with algorithm 2. The signals
of the numerically determined torque and the reconstructed
torque are similar, as shown the Fig. 12 and 13, where the
subindex cnn indicates the reconstructed torque with the
output parameters 8, = [[{, I», I3, g1, g2, b1, b2, k1, k]? of
algorithm 1.

The evaluation of similarity with the proposed metric
metr2ev shows that the numeric torque constructed with the
set of parameters (N1, N2, N3, and N4) and the reconstructed
torque with the extracted parameters with the algorithm
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TABLE 4. Numeric results of identification, part 1 of 2. N1 and N1 are the
numeric test parameters 1 and 2: N1 cnn and N2 cnn are the identified
parameters of numeric test 1 and 2 with algorithm 1.

Parameters N1 NI cnn N2 N2 cnn
T kg:m? 0.6590 0.7389 0.6259 0.4084
I kg-m? 0.4156 0.2872 0.4901 0.5188
I3 kg-m? 0.5578 0.5274 0.8725 0.8712
g1 kg-m?/s? 0.9296 0.9710 0.5148 0.2812
g2 kg-m?/s? 0.1349 0.0997 0.7013 0.6953
b1 kg-m?-s 0.3850 0.3749 0.3372 0.3556
b kg-m?-s 0.4875 0.4080 0.0574 0.0066
k1 kg-m?2/s? 0.1472 0.2244 0.0345 0.0317
ka2 kg-m?/s? 0.1044 0.1135 0.1668 0.2020

TABLE 5. Numeric results of identification, part 2 of 2. N3 and N4 are the
numeric test parameters 3 and 4: N3 cnn and N4 cnn are the identified
parameters of numeric test 3 and 4 with algorithm 1.

Parameters N3 N3 cnn N4 N4 cnn
I kg-m? 0.5020 0.4618 0.6944 0.5657
I kg-m? 0.9779 1.0288 0.5271 0.6752
I3 kg-m? 0.5040 0.4186 0.3408 0.2604
g1 kg:m?/s? 0.4777 0.5445 0.3536 0.4467
g2 kg-m?/s2 0.5724 0.4643 0.8523 0.7254
by kg-m?-s 0.0715 0.1200 0.5325 0.5101
bo kg-m?-s 0.3820 0.5042 04714 0.5784
k1 kg-m?/s? 0.0972 0.0474 0.1361 0.0920
ko kg-m?/s? 0.5721 0.5091 0.2451 0.1802

TABLE 6. Similarity numeric results. N1, N2, N3, and N4 indicates the
similarity results for numeric test 1, 2, 3, and 4.

Numeric test 4. Torque 1

N\ [--- 71
— T1—cnn]

Numeric test 3. Torque 1

—
— Ti—cnn)

ts) tls

Numeric test 3. Torque 2 Numeric test 4. Torque 2

0 2 4 6 8 0 2 4 6 8

FIGURE 13. Numeric torques and reconstructed torques, test 3 and 4.

Numeric test 1. DCT-II Torque 1

80 —-—DCT-II(r) 100

Numeric test 2. DCT-II Torque 1

——— DCT-II(;)

——DCT-IL(7 o) ——DCT-IK(7 o)

60 80
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40
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20

10° 10* 100 10°
w [rad/s) w [rad/s]

Numeric test 1. DCT-II Torque 2 Numeric test 2. DCT-II Torque 2

40

40
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Numeric test 1. Torque 1 Numeric test 2. Torque 1

—Y
Tl—cnn

0 2 4 6 8 0 2 4 6 8
tls] tls]
Numeric test 1. Torque 2

JE—
T2—cnn|

FIGURE 12. Numeric torques and reconstructed torques, test 1 and 2.

(N1 CNN, N2 cnn, N3 cnn, N4 cnn) are too close in time
and frequency. However, the time part of metr2ev tends to be
100% when in reality, the torques of Fig. 12 and 13 are not
identical. The frequency part reveals differences between the
DCT spectrums of the numeric torques and the reconstructed
torques, as Fig. 14 shows. The parameters identified by the
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metr2ev N1 N2 N3 N4 10 . [mmb]l”" 10 o fad ,S]“V

Time 71 99.94% 99.98% 99.99% 99.74% ' "

Freq. 71 97.44% 97.76% 98.34% 97.73% Numeric test 3. DCT-II Torque 1 Numeric test 4. DCT-II Torque 1
Total 71 97.38% |97.74% |98.33% | 97.48% T sttt
Time 1o 99.91% 99.84% 99.76% 99.67% 60 ——DOT-Il(r1_ou) ——DCT-IL(71_cnn)
Freq. 2 98.29% 98.95% 98.59% 98.15% 190

Total T2 98.20% 98.80 % 98.35% 97.83% 0 100

20 50

10° 10° 10° 10°
w [rad/s] w [rad/s]

Numeric test 3. DCT-II Torque 2 Numeric test 4. DCT-II Torque 2

10° 10? 100 10?
w [rad/s] w [rad/s]

FIGURE 14. DCT of numeric torques and reconstructed torques.

CNN (N1 cnn, N2 cnn, N3 cnn, N4 cnn) are validated with
a random trajectory constructed with a vector of random
numbers in a range of 0 to 1. Then this vector is filtered
with Eq. 14.

The numeric validation results show the reconstruction of
the torque with another trajectory. Fig. 15 shows the vali-
dation torques in the function of the random trajectory of
Fig. 16. Notice that even with another different trajectory
of the identification trajectory of equation 10, the identified
parameters by algorithm 1 can reconstruct the torque signal.
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FIGURE 15. Torque validation of numeric tests.
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FIGURE 16. Trajectory validation of numeric tests.

The similarity values of Table 7 show that there are tiny
differences between the DCT spectrum of Fig. 17. There are
some differences in the actual and the identified parameters,
as Tables 4 and 5 show. However, it is impossible to measure
the parametric error because, in the real identification, the
torque and position are the unique direct observable signals.
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FIGURE 17. DCT of numeric validation torques.

TABLE 7. Similarity validation numeric results: N1, N2, N3, and N4
indicates the validation of test 1, 2, 3, and 4, respectively.

metr2ev N1 N2 N3 N4

Time 71 99.77% 97.32% 99.61% 99.85%
Freq. 71 97.32% 97.59% 98.67% 97.36%
Total 71 97.10% 94.98 % 98.28 % 97.22%
Time 12 99.68% 99.94% 99.61% 99.01%
Freq. 2 98.59% 99.10% 98.62% 97.46%
Total T2 98.25% 99.04 % 98.24% 96.49 %

The metric metr2ev returns these differences in values that
are not too close to 100%.

C. EXPERIMENTAL RESULTS

Fig. 18 shows the electronic components of the robot arm.
The embedded hardware programmed in the experimental
board DEQ-nano" establishes serial communication with a
USB to UART conversion board to send the robot signals to
a PC. The MOSFET H bridges require 24 volts to operate
correctly with a power voltage of 12 volts. The experimental
trajectory made for identifying the parameters of the robot
arm in Fig. 18 is displayed in Fig. 19. As it is visualized, the
experimental position, velocity, and acceleration follow the
predefined trajectory of Eq. 10. The proposed algorithm 1
identifies the dynamic parameters of a real robot arm of two
degrees of freedom. The LS method identifies the dynamic
parameters of the trajectory in Fig. 19 to compare with
algorithm 1.

Table 8 shows the similarity between the desired position
and the experimental position of the robot arm. The gains of
the control scheme K, Nm/rad, and K, Nm/rad, the PWM
frequency of the motor, and the filter coefficients: The gains
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Components description.

a) MOSFET H bridge motor 1

b) MOSFET H bridge motor 2

¢) Voltage elevator to N channel MOSFETs
d) Digital signals processing circuit

) FPGA experimental board DEO-nano©
f) USB to UART converter board

g) Power supply

h) DC Motor 1

i) DC Motor 2

j) Link 1

k) Link 2

1) USB interface connection
m) FPGA firmware download connection

FIGURE 18. Experimental setup and their components description.

TABLE 8. Constants of the embedded system with the control
performance.

Joint | metr2ev kp ke fPWM cy
q 99.67% 180.4817 270.7266 1 kHz 1x10~%
q2 99.02% 30.6819 102.2730 1 kHz 1x10—4

TABLE 9. Identified parameters of the robot arm of Fig. 18.

Parameter Algorithm 1 LS

I; kg-m? 0.0963 0.0076
I kg-m? 0.0319 0.0710
I3 kg-m? 0.0254 0.0096
g1 kg-m?/s? 0.7876 0.6566
g2 kg:m?/s2 0.08 0.1384
b1 kg-m?-s 0.0062 0.1827
bo kg-m?-s 0.1943 0.3338
k1 kg-m?/s? 0.3395 0.1538
ko kg-m?/s? 0.2585 0.2762

of the PD control have been chosen arbitrarily to have a
response in the predefined identification trajectory to be used
by the CNN proposed. The obtaining torque is determined
by multiplying the PWM duty cycle by 2.7192/1023 and
2.7314/1023 for joints 1 and 2, respectively.

Table 9 shows the identified parameters using the
algorithm 1 and LS. Notice that g has larger values than
the inertia parameters for both identification methods: The
robot arm concentrates the mass in the first articulation. The
viscous friction b; and b; have low values than the Coulomb
friction using the algorithm 1, while LS returns higher vis-
cosity friction values.

Fig. 19 shows the experimental torque of both joints and
their reconstructions using Eq. 1 and the identified parameters
of Table 9. Notice that the torque reconstruction with the
algorithm 1 (blue line) and LS (red line) is close to the
experimental signals. Fig. 20 shows that the DCT spectrum
of the torque signals of Fig. 19 is close to the experimental
torque.
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FIGURE 20. Experimental DCT spectrum of the real and reconstructed
torque of the robot of Fig. 18.
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FIGURE 21. Cartesian trajectories of the validations tests.

The validation trajectories are shown in Fig. 21 and
Fig. 22, where the PD scheme controls the robot to follow
these validation trajectories. The first validation test is a
filtered random signal, the second is a cartesian circle, the
third is a profile, and the four is a sinusoidal trajectory,
as Fig. 22 shows.
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FIGURE 22. Experimental validation trajectory.

TABLE 10. Similarity experimental results.

metr2ev ID T1 T2 T3 T4
Algorithm 1

Time 71 99.16% [99.85% |98.64% [99.05% |99.91%
Freq. 71 94.34% [91.85% [91.25% |94.81% |93.21%
Total 71 93.55% [91.72% [90.01% |93.91% |93.12%
Time T2 9991% [99.59% [99.11% |99.55% |99.51%
Freq. m2 94.60% [92.28% |91.01% [92.58% |91.56%
Total 15 94.51% [91.90% [90.02% |92.16% |91.11%
metr2ev ID T1 T2 T3 T4

LS

Time 71 99.53% [97.95% [97.67% |98.19% |99.64%
Freq. 71 94.72% [91.31% |85.22% |92.39% |91.73%
Total 71 94.27% [89.44% |83.23% |90.71% |91.41%
Time T2 99.80% [99.98% [98.65% |98.17% |99.80%
Freq. T2 94.04% [91.67% |89.69% |91.98% |90.96%
Total 15 93.86% [91.65% |85.82% |90.30% |90.78%

The experimental validation torque signals and their recon-
structions are in Fig. 23. Observe that even when the LS
torque reconstruction is close to the experimental torque in
Fig. 19, the validation results show that the LS parameters
fail to reconstruct the validation torques. Fig. 24 shows sev-
eral differences between reconstruction torque with LS in
the frequency domain. Table 10 shows the similarity values
of the experimental torque and its reconstruction using LS
and the algorithm 1. For the identification trajectory (ID),
LS has a better response in the joint one torque. However,
for the validation test (T1, T2, T3, and T4), the parameters
extracted with the algorithm 1 overcome the LS results.
The proposed evaluation metric metr2ev shows that the
time similarity shows high values in Table 10. However,
the frequency similarity determines that there are variations,
as Fig. 24 shows.
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FIGURE 24. Experimental DCT spectrum of the validation torques.

VI. DISCUSSION

The proposed methodology identifies the parameters of a
robot arm with a predefined trajectory. The training data
are created by the torque signals obtained by numeric sub-
stitution of the position, velocity, acceleration, and random
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parameters. Instead of creating 10x 10° simulations of Eq. 1,
the torque creation with this technique reduces the time of
the data creation significantly. With the numeric substitution,
the tunning of the gains of the proposed control scheme is
avoided. The only gains that need to be tuned come from
the real robot. Notice that one of the requirements for the
proposed methodology is that the robot arm follows the pre-
defined trajectory. However, it is not critical that the trajectory
performed by the robot be identical to the desired trajectory
due to the CNN generalization feature: Inputs data that are
similar in shape to the training data can return residuals
parameters.

The functions of estimating derivates, filtering, and sub-
sampling are based on the DCT-II because they placed the
relevant spectrum information in the first frequency samples.
The derivating of a quantized signal as the encoder’s positions
creates noise due to the loss of amplitude information. There
is not possible to measure the actual velocity and accelera-
tion with an encoder. Only an estimation can be done [10].
Filtering the estimate derivates with Eq. 7 returns a relative
measure of velocity and acceleration. The subsampling tech-
nique achieves the reduction of a signal to any integer length.
The signal to be subsampled with the technique shown in
Fig. 5 needs to keep most of the spectrum information up
to (M — 1)/2hN > f,, where f; is the signal frequency
spectrum. Otherwise, the signal must be filtered before sub-
sampling. In the proposed algorithm 1, the position, velocity,
acceleration, and torque are filtered to ensure the subsampling
condition.

The proposed image creation with motion signals allows it
to be processed with a CNN. The CNN can analyze images by
regions in the convolutional layers. The features extracted in
the convolutions allow 100 by 100 pixels where the essential
information is condensed. Training data sets are constructed
with a set of motion signals, a parameter set where these
signals match (M), image construction), and a random param-
eter set unrelated to motion signals (M, image construction).
Observe that the parameter set for M,, images has a greater
range than that for Mp images. The idea behind this is that
high parameter values can distort the torque made with the
dynamic model. As a consequence, the CNN can identify the
residuals of parameters quickly.

The proposed evaluation metric metr2ev implements the
similitude analysis. The actual and reconstructed torques are
evaluated in the time and frequency domain. The main rea-
son is that the motion signals contain information in their
spectrum that can be difficult to evaluate with only the time
domain. The spectrums of the reconstructed torque signals in
Fig. 20 show that they are close to the actual torque. However,
the metr2ev returns high levels of similitude in time, but
the same does not occur in frequency. The proposed metric
reflects that the signals are close, but there are slight defor-
mations that the time part of the metr2ev can not visualize,
as shown in Table 9 and Fig. 19. In the case of the metr2ev
applied to evaluate the control performance, it was observed
that the position signal of the robot arm is too close to the
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desired input in the time and frequency domain, as shown
in Table 8. The numeric results show that the algorithm
can identify the parameters to fit a reconstructed torque,
as displayed in Table 4 and Fig. 12. In this case, the model
is the same for training data creation and does not contain
noise by quantization or another type of noise. Notice that
the reconstructed torque overcomes 97% of similitude even
when the parameters are not identical.

The selected umbral for numeric tests is set in 92.82%
with N, = 100 number of executions. The umbral is set
in 92.37% for experimental data with N, = 100 number
of executions. These constants are selected by experimenta-
tion; a high umbral of evaluation metric slows the algorithm
and several executions close to 1 return a lower similitude
level than if Ng. > 1. The LS parametric identification
shows that the first joint torque similarity value overcomes
the algorithm 1, as Table 10 shows. However, in the val-
idation trajectories, the parameters of LS can not recon-
struct the torque signals as the parameters of algorithm 1
do. The torque signal contains deformations reflected in the
evaluation metric due to the unmodeled components of the
DC motors. However, the results show that a reconstructed
torque overcomes 93% of similitude using the algorithm 1.
Test 1 is obtained by a filtered uniform random distribution
vector: g =dct2low[randN, range -1.2 to 1.2]. Test 2 is a
circle of 3.15 cm, test 3 is a motion profile, and test 4 is a
sinusoidal trajectory. The selected test trajectories show that
the model can reconstruct the torque for different motion
signals if and only if the velocity of the joints does not exceed
their maximum velocity value and the output torque does
not overcome the max torque level. The measured torque
and reconstructed torque behavior are similar, even when the
robot arm holds a stationary position with the algorithm 1
parameters. Tests 1, 2, and 4 have a Gaussian function f, =
| — =020 _ p=0.2maxt=0 pyjiplied by the test trajectory
to prevent position, velocity, and acceleration overshoots.

VIl. CONCLUSION

In this article, the parameter identification of a robot arm
of 2 DoF with a methodology based on a CNN was described.
The input data was constructed with a signal to image trans-
formation technique that condenses the relevant motion infor-
mation into a small space. The main idea of the algorithm
consisted remains in the residual parameter extraction: The
CNN returns how much the initial parameters are far away
from the actual parameters of the robot to be identified. The
training data has been created by numeric substation instead
of numeric simulation of robot arm model. This technique
makes the algorithm attractive because it only takes time
in the CNN training but not data generation. Therefore, the
results of numeric torque and the experimental data of the
CNN training were validated. The discrete cosine transform
has been used because of its property to compress the infor-
mation in a few frequency bins: This represents an advan-
tage in subsampling because it is possible to cut a signal
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into any integer length if and only if the frequency spec-
trum matches the condition of Nyquist. The control of the
robot arm and data acquisition was implemented in real-time
with the embedded system based on an FPGA. Instead of
a sequence of execution of these tasks, the FPGA executes
both simultaneously, each sample time of 2.5ms. The system
in Fig. 2 can be scaled up to satisfy the DoF of a deter-
mined robot; in this case, the system handles two joints.
The experimental validation results reveal that the model
with the identified parameters set can reconstruct the torque
with up to 93.91% similarity using the proposed algorithm.
The parametric identification with LS can not reconstruct
the validation torques as the proposed methodology. These
results show that the proposed methodology can be helpful
for robotic applications that need the parameters without an
optimization trajectory step.

APPENDIX A: INPUT TO STATE STABILITY

The ISS requires that Eq. 1 is asymptotically stable around
the origin. The energy function of Eq. 3 is defined positively
using its low bound of Eq. 17: The potential energy has a low
bound with [1 — cos(x)] > px2 «— |x| < 7:

1 .
Vig. 9 = Km’”||q||2+p?»m’"||qll + €ery llgllllgll > 0

(17
where Q = |:g1 ;;gz §§i|, )Lf‘””, and A4 represent the

A matrix min and max eigenvalues. The conditions for Eq. 17
are the following:

p > O €e>0
1
)me > O p)hmzn)hmm _ Z(E)\‘]Y&QX)Z > O
llgll <

Eq. 18 shows the high bound of the derivate of Eq. 3.

Vg, q) < q"tpp + q"trp — [liql1, 11g111R111g]], 11g1NT

(18)
where

Rl _ pekmtn ‘%e()&%wx + A%HX) '

Te(Mpax - pmaxy Jmin _ g max 4y ) min
by —Lehgs sin(g)
H(g) = [ . 4 )
g —thélzqg sin(gz) by + %Elng sin(q2)
q"[M(q) —2C(q.9))g =0

tanh(Ax)x > ykxz
q"g(q) > pq" Oq

The following conditions are necessary to demonstrate that
Eq. 18 is negative defined:

pe)me()me _ )\max + ykk%in)

1 Z(Kmax ) max )2
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The Eq. 18 is rewritten by adding a zero with an R, matrix
such that )LZ‘I‘” > Aﬁ;’“".

X = [liqll, llgI11"
VX) < —XT(R) —R)X + ¢ tpp + ¢q” tpp —
XTRX <0 (19)

The term —X7 (R; — R,)X is defined negatively. Therefore
the remaining terms hold the following inequality:

) V2
VIl +11dl1 > =izl (20)

Ry

The high bound gr of the input torque Tpp is made
with the high and low bound of Eq. 3, and the function

2 .
P(tpp) = L2 ||tpp|:
Al

Ry

[215

miny min
amin i

g = llzppll 2D

where

pkn1in lekmax ) max lexmin
S1= [1 gnax 2 m% S = {) Qmin 2 maA)lc
Teaax 3, LTeapn

Finally, the ISS analysis demonstrates that the initial condi-
tions and the input bounds the state vector x = [¢7, ¢ 17,
as Eq. 22 shows.

el < W(|lx(o)ll, t — 10)

+a1< sup IITPDII(M)> (22)
fy=pu=t

where ay Am“x/ )\m’”)\}’;;”, FT W(1,y2) > 0, and
6y2 W@1,y2) < 0. The parameters identified with the

algorithm 1 met all the conditions for stability with p = 0.1,
€ = 0.001, y = 0.0025:

prg" = 0.0072 > 0

)Lmin min _ ( )Lmax)Z

2P
=6.2020x 107> > 0
pery ™ — €M™ 4y AAR™)
= 1 3659 x 1077

V

_62(A‘max + )\‘%ax)2

7.1236 x 1073R, = peR,
AR = 3.4422 x 107°
> Mgt = 1.8986 x 107°
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